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Abstract

Membraneless organelles important to intracellular compartmentalization have recently
been shown to comprise assemblies of proteins which undergo liquid-liquid phase
separation (LLPS). However, many proteins involved in this phase separation are at
least partially disordered. The molecular mechanism and the sequence determinants of
this process are challenging to determine experimentally owing to the disordered nature
of the assemblies, motivating the use of theoretical and simulation methods. This work
advances a computational framework for conducting simulations of LLPS with
residue-level detail, and allows for the determination of phase diagrams and coexistence
densities of proteins in the two phases. The model includes a short-range contact
potential as well as a simplified treatment of electrostatic energy. Interaction
parameters are optimized against experimentally determined radius of gyration data for
multiple unfolded or intrinsically disordered proteins (IDPs). These models are applied
to two systems which undergo LLPS: the low complexity domain of the RNA-binding
protein FUS and the DEAD-box helicase protein LAF-1. We develop a novel simulation
method to determine thermodynamic phase diagrams as a function of the total protein
concentration and temperature. We show that the model is capable of capturing
qualitative changes in the phase diagram due to phosphomimetic mutations of FUS and
to the presence or absence of the large folded domain in LAF-1. We also explore the
effects of chain-length, or multivalency, on the phase diagram, and obtain results
consistent with Flory-Huggins theory for polymers. Most importantly, the methodology
presented here is flexible so that it can be easily extended to other pair potentials, be
used with other enhanced sampling methods, and may incorporate additional features
for biological systems of interest.
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Author summary

Liquid liquid phase separation (LLPS) of low-complexity protein sequences has emerged
as an important research topic due to its relevance to membraneless organelles and
intracellular compartmentalization. However a molecular level understanding of LLPS
cannot be easily obtained by experimental methods due to difficulty of determining
structural properties of phase separated protein assemblies, and of choosing appropriate
mutations. Here we advance a coarse-grained computational framework for accessing
the long time scale phase separation process and for obtaining molecular details of
LLPS, in conjunction with state of the art enhanced sampling methods. We are able to
capture qualitatively the changes of phase diagram due to specific mutations, inclusion
of a folded domain, and to variation of chain length. The model is flexible and can be
used with different knowledge-based potential energy functions, as we demonstrate. We
expect a wide application of the presented framework for advancing our understanding
of the formation of liquid-like protein assemblies.

Introduction 1

Intracellular compartmentalization is essential for normal physiological activity. This is 2

commonly accomplished through isolation by lipid membranes or vesicles, but can also 3

be achieved without the use of a membrane via membraneless organelles [1–3]. These 4

organelles include processing bodies [4], stress granules [3, 5–7] and germ granules [8, 9] 5

in the cytoplasm, and nucleoli [10] and nuclear speckles [11] in the nucleus. It has been 6

recently established that many of these membraneless organelles can be described as 7

phase separated liquid-like droplets [8, 12]. The process of liquid-liquid phase separation 8

(LLPS) allows these organelles to spontaneously coalesce and disperse, and is important 9

for many biological functions, such as response to heat shock and other forms of 10

stress [6, 13,14], DNA repair [15,16], regulation of gene expression [17,18], cellular 11

signaling [3, 19], and many other functions requiring spatial organization and 12

biochemical regulation [10,20–22]. LLPS has also been implicated as a precursor to the 13

formation of hydrogels [23] and fibrillar aggregates [7, 15], suggesting possible relevance 14

to the pathogenesis of many diseases including Amyotrophic Lateral Sclerosis (ALS) and 15

Frontotemporal Dementia (FTD) [15,24]. 16

Experimental studies have characterized different properties of biological LLPS, and 17

have shown that many of these assemblies share several common characteristics. First, 18

the formation and dissolution processes can be tuned by the cellular environment such 19

as changes in temperature, pH and salt concentration [25], by post-translational 20

modification such as phosphorylation [19,26], and by mixing with other biomolecules 21

such as proteins [27], RNA [28–30], and ATP [2,30]. Second, the concentrated phase has 22

liquid-like properties, including fusion, dripping, wetting [25] and ostwald ripening [28]. 23

Its viscosity is typically several orders of magnitude higher than that of water [2, 8, 25]. 24

Third, the LLPS is commonly driven or modulated by low complexity (LC) intrinsically 25

disordered regions (IDRs) of the protein sequence [6, 25,31], suggesting similarities to 26

the well-characterized LLPS of polymer mixtures [32]. It should be noted that a 27

disordered domain is not necessary for LLPS to occur [14], and indeed LLPS is known 28

to occur for folded proteins during crystallization or purification [33]. Folded domains 29

along with IDRs have also been shown to modulate LLPS properties [34]. Lastly, some 30

proteins involved in LLPS process are also able to form fibril structure [7, 15], 31

suggesting a possible connection between the liquid-like droplet and solid-like fibril 32

states. However, the molecular level understanding of LLPS cannot be easily obtained 33

by experimental methods due to difficulty of obtaining structural properties even in the 34

concentrated phase [6], and the cumbersome process of screening mutations [35]. 35
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A number of recent theoretical and simulation studies have addressed protein phase 36

separation. Jacobs and Frenkel used Monte Carlo simulations to study 37

multiple-component phase separation and found that the phase boundary is very 38

sensitive to intermolecular interactions, but less dependent on the number of 39

components in the system [36]. Lin and Chan applied the random phase approximation 40

to treat electrostatic interactions [37] and Flory Huggins theory for mixing entropy and 41

other interactions. They were able to capture the sequence specificity of charged amino 42

acids and found that the dependence of the phase boundary of the IDP Ddx4 on salt 43

concentration can be explained by considering only electrostatic screening in their 44

model [38]. It was also found that the monomer radius of gyration (Rg) is correlated 45

with the corresponding critical temperature in both theoretical work [39] and by 46

experiment [14]. This supports the hypothesis that fundamental polymer physics 47

principles can be used to understand LLPS [40]. However, a computational framework 48

capable of capturing the general sequence specificity including both hydrophobic and 49

electrostatic interactions [35] and molecular details on both intra- and inter-molecular 50

interactions is still missing. All-atom simulation has the potential of fulfilling both 51

tasks [41,42] with the use of force fields suitable for intrinsically disordered proteins 52

(IDPs) [43,44]. Such a force field has been recently applied to study the monomer 53

properties of TDP-43 which is known to undergo LLPS [45]. However, computational 54

efficiency imposes limits on the use of all-atom representation for simulating LLPS 55

directly. Even the use of coarse-grained simulations requires well-designed sampling 56

methods to overcome the enthalpy gap of the first order phase transition [46,47]. 57

In this work, we introduce a general computational framework for studying LLPS, 58

combining a residue based potential capable of capturing the sequence specific 59

interactions and the slab simulation method capable of achieving convergence for phase 60

transition properties including critical temperature, and the protein concentrations in 61

dilute and concentrated phases. To demonstrate the capabilities of the model, we have 62

selected two model proteins: the LC domain of RNA-binding protein Fused in Sarcoma 63

(FUS), and DEAD-box helicase protein LAF-1, both of which are able to phase separate 64

in vitro and in vivo [6, 15, 25]. Mutations of FUS have been shown to be highly relevant 65

to the pathogenesis of ALS [48,49] and display the ability to alter the kinetics of both 66

droplet formation and aggregation into fibrils [15]. In addition, both the full length and 67

disordered domain of LAF-1 have been shown to phase separate in vitro [25], allowing 68

us to explore the impact of a large, rigid, domain on the LLPS behavior, and how this 69

framework performs for such systems. 70

The manuscript is organized as follows. First, we introduce our computational 71

framework including the coarse-grained potential, the sampling method and the 72

approach of considering folded proteins in the simulation. We then present the 73

application of the method to two imporant systems. We first show the comparison of 74

phase diagrams for wild-type (WT) FUS and a mutant, qualitatively consistent with 75

recent experimental measurements. Secondly we demonstrate how inclusion of the 76

folded domain alters the LAF-1 phase diagram. In both FUS and LAF-1, we show the 77

flexibility of the framework by providing the results for two different coarse-grained 78

potentials. Lastly, we investigate the phase diagram dependence on chain length, closely 79

connect to the “multivalency” effect often discussed in connection with LLPS. 80

Methods 81

Coarse-grained Model Development 82

All-atom simulations are unable to reach the time scales needed to study phase 83

separation with current state-of-the-art computational hardware resources and sampling 84
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Fig 1. Schematic of the two knowledge-based potentials used for short-range pairwise
interactions. a) Each amino acid is treated as a single particle. b, c) Potential energy
functional form for HPS and KH models at different interaction strengths, shown with a
constant σ value of 6 Å. d) Correlation between the amino acid interaction strength
(Σiεij) in KH model and hydrophobicity (λi) in HPS model, colored by the side-chain
properties of amino acids (i.e., red for charged, blue for polar, green for hydrophobic
and yellow for other amino acids). e, f) The pairwise interaction parameters used in
HPS and KH model shown in color maps with blue being most repulsive interactions
and red being most attractive. Amino acids are colored and clustered as described in d).

methods. We therefore introduce a coarse-grained representation of the protein, in 85

which each residue is represented as a single particle (Fig. 1a). The model takes into 86

account the side-chain charges and chemical properties of the 20 different types of 87

amino acids, listed in Table S1, thus making it sequence specific. The potential energy 88

function contains bonded, electrostatic, and short-range pairwise interaction terms. 89

Bonded interactions are modelled by a harmonic potential with a spring constant of 10 90

kJ/Å2 and a bond length of 3.8 Å. Electrostatic interactions are modeled using a 91

Coulombic term with Debye-Hückel [50] electrostatic screening to account for salt 92

concentration, having the functional form: 93

Eij(r) =
qiqj

4πDr
exp(−r/κ), (1)

in which κ is the Debye screening length and D = 80, the dielectric constant of the 94

solvent medium (water). For all the simulations for which phase diagrams are generated, 95

a Debye screening length of 1 nm, corresponding to an ionic strength of approximately 96

100 mM, is used. For the IDP simulations to obtain Rg, the ionic strength matching the 97

experimental condition (Table S2) is used. The short-range pairwise potential accounts 98

for both protein-protein and protein-solvent interactions. Here we have introduced two 99

different models: the first is based on the amino acid hydrophobicity [51] and uses 100

functional form introduced by Ashbaugh and Hatch [52]; the second is based on the 101

Miyazawa-Jerningan potential [53] with the parameterized functional form taken from 102

Kim and Hummer [54]. 103

4/24

.CC-BY-NC-ND 4.0 International licenseunder a
not certified by peer review) is the author/funder, who has granted bioRxiv a license to display the preprint in perpetuity. It is made available 

The copyright holder for this preprint (which wasthis version posted December 21, 2017. ; https://doi.org/10.1101/238170doi: bioRxiv preprint 

https://doi.org/10.1101/238170
http://creativecommons.org/licenses/by-nc-nd/4.0/


Hydrophobicity scale (HPS) model. 104

The first model uses a hydrophobicity scale from the literature [51] to describe the 105

effective interactions between amino acids. For use in the coarse-grained model, the 106

atomic scale is first summed up to obtain a residue scale and is then scaled to the range 107

from 0 to 1. The hydrophobicity values λ used for the 20 amino acids can be found in 108

Table S1. The arithmetic average is set as the combination rule for both the pair 109

interactions λ between two amino acids and the size σ of the amino acids (i.e., 110

hydrophobicity scale λi,j = (λi + λj)/2 and amino acid size σi,j = (σi + σj)/2). The 111

combined pairwise interaction strengths for each amino acid pair are shown in Fig. 1e. 112

The Ashbaugh-Hatch functional form [52] which has previously been applied to the 113

study of disordered proteins [55], allows the attractiveness of the interactions to be 114

scaled by λ (Fig. 1b), and is described by, 115

Φ(r) =

{
ΦLJ + (1− λ)ε, if r ≤ 21/6σ

λΦLJ , otherwise
(2)

in which ΦLJ is the standard Lennard-Jones potential 116

ΦLJ = 4ε
[(σ
r

)12
−
(σ
r

)6]
. (3)

The pair potential for the least hydrophobic amino acid at a λ value of 0 consists of only 117

the repulsive term, making it equivalent to the Weeks-Chandler-Andersen functional 118

form [56]. The model contains one free parameter ε, which determines the absolute 119

energy scale of the short-ranged interactions and is set to be constant across all pairs. 120

To determine the optimal ε, Rg was calculated for a set of IDPs (Table S2) using our 121

model, and compared with available experimental Rg data. Obtaining accurate 122

estimates of Rg from FRET and SAXS experimental data requires some care, as has 123

recently been noted [57–60]. Since FRET probes an intramolecular pair distance, 124

inferring Rg requires the assumption of an underlying polymer model with known pair 125

distance distribution and related Rg. It has been shown that the commonly used 126

Gaussian chain model works reasonably well for IDPs in the absence of chemical 127

denaturants, but it breaks down when such denaturants are added [57,61]. This is 128

because the polymer scaling exponent ν ≈ 1/2 for IDPs without denaturants present, so 129

that the Gaussian chain is a reasonable approximation for the denaturant-free 130

conditions we are concerned with. We obtain the Rg using a Gaussian chain model with 131

a dye correction of 9 residues, as previously described [58,62]. For SAXS, Guinier 132

analysis is challenging because the approximation is only valid for a small range of q 133

where the data tends to be noisy; when fitting a larger range of scatter angles, it tends 134

to underestimate the Rg [57]. A proper treatment of SAXS data requires a model that 135

can also fit data at wider angles [57–59,63]. Despite the limitations of the presently 136

used data set, we expect that the systematic errors introduced by data analysis methods 137

are still substantially smaller than the the deviation of the fit from experiment. 138

However, a finer optimization of the model may require both the FRET and SAXS 139

experimental data to be more accurately analyzed. 140

Fig. 2 and Fig. S1 show that an ε of 0.2 gives the greatest similarity to the 141

experimental size of these unfolded proteins. In order to test if the model can capture 142

the degree of collapse for folded and disordered sequences, we generated 131 random 143

sequences with properties covering a wide range of net charge and hydrophobicity scale 144

and determined their Rg from simulation. In Fig. 3, we show that the Rg of these 145

sequences in a Uversky type plot [64] (i.e., as a function of the mean net charge 〈q〉 and 146

the mean hydrophobicity 〈h〉 of the sequence) and in a Pappu type plot [65] (i.e., as a 147

function of the fractions of the positive and negative charges in the sequence), both of 148
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Fig 2. Parameterization of coarse-grained models: Comparison between radius of
gyration of various intrinsically disordered proteins from experiment, and from
simulation with the optimal parameters.

which have been widely used to characterize sequence properties of proteins. Rg values 149

are observed ranging from 1.5 to 6.0 nm, and the predictions are good for naturally 150

occurring test sequences. The larger Rg values obtained for some of the synthetic 151

sequences are outside the range observed for natural sequences in Fig. 2, however this is 152

because the extreme synthetic sequences are essentially polyelectrolytes which are rare 153

in nature. Although we do not have experimental data for such sequences, we note that 154

the model still makes accurate predictions for the most charged protein in our data set, 155

Prothymosin α-N (Table S2c), which has a net charge of -43 (-0.384 per residue), mean 156

hydrophobicity of 0.555 and Rg of 2.87 nm. 157

It is clear that the HPS model describes the known sequence-specific features of the 158

disordered proteins, that is, a small mean hydrophobicity scale and a large mean net 159

charge. The Uversky plot in Fig. 3 shows a correlation of Rg with both hydrophobicity 160

and mean charge per residue as seen in experiment [62]. It does appear that the 161

correlation is stronger with net charge, while both factors were correlated with scaling 162

exponents in earlier work [62]. This is partly because our sampled sequences span a 163

larger range of charge, and also because charge and hydrophobicity are correlated in 164

naturally occurring sequences, making it harder to separate their respective 165

contributions. Even so, however, the correlation with charge does appear to be better 166

also in experiment [62]. 167

Kim-Hummer (KH) model. 168

A different model for short-range interactions has been previously developed and 169

parameterized by Kim and Hummer to describe protein-protein interactions, using a 170

variety of experimental data including the osmotic second virial coefficient of lysozyme 171

and the binding affinity of the ubiquitin–CUE complex [54]. The potential function they 172

used can be expressed in terms of Ashbaugh-Hatch potential function (Eq. 2 and 3), 173

where 174

ε = |α(εMJ − ε0)|, (4)
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Fig 3. Randomly generated 100 amino acid sequences follow the general trends
expected from an Uversky type plot (left) and Pappu type plot (right). Axes are: mean
hydrophobicity per residue 〈h〉, mean net charge per residue, 〈q〉 and fractions of
positively f+ and negatively f− charged residues. For both plots, the color represents
average Rg, and contour lines are spaced every 0.25 nm. The location of each tested
sequence is represented by a purple diamond.

and 175

λ =

{
1, if εMJ ≤ ε0
−1, otherwise

(5)

εMJ is from the Miyazawa-Jerningan statistical contact potential [53]. Regarding the 176

choice of α and ε0, the original literature identifies six sets of parameters, differing in 177

the treatment of interactions involving buried residues. Here we employ parameter set 178

D (α = 0.228 and ε0 = −1.00 kcal/mol, Table S4) for IDR, which generates a reasonable 179

estimate of Rg for a list of IDPs (Fig. 2), and parameter set A (α = 0.159 and 180

ε0 = −1.36 kcal/mol, Table S5) for the helicase domain, which was parameterized for 181

interactions between folded proteins [54], The correlation between the parameters of the 182

HPS and KH models for IDR is shown in Fig. 1d. We repeat the analysis previously 183

done with the HPS model on the same set of 100mers (Fig. S2) to provide additional 184

insight into how the two models compare with regard to relative interaction strength of 185

hydrophobic and electrostatic interactions. Both hydrophobic attraction and repulsion 186

are stronger in the KH model than in HPS, and in this model there is a stronger 187

dependence of the radius of gyration on hydrophobicity for sequences with low charge. 188

Simulation framework 189

Slab method. 190

In order to determine the phase diagram of the disordered proteins, we utilize a 191

method [46,66], in which the high-density (concentrated) phase, with surfaces normal to 192

z, is simulated in equilibrium with the low-density (dilute) phase as shown in figure 4c 193

and in supplementary movie S1. This allows the determination of the equilibrium 194

density (or concentration) of proteins in each phase, and consequently the critical 195

temperature, as described in more detail below. The initial configuration for the slab is 196

prepared using the NPT ensemble with 100 protein chains at low temperature and high 197

pressure to collapse them into a concentrated phase. This initial equilibration is 198

conducted for 100 ns with periodic boundary conditions using a constant temperature 199

(150 K), which is maintained by a Langevin thermostat with a friction coefficient of 1 200

ps−1 and pressure of 1 bar with a Parrinello-Rahman barostat [67]. A time step of 10 fs 201

is used for all the simulations. The box size is first scaled to about 15 nm (25 nm for 202
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full length LAF-1) for both x and y axes and then equilibrated along the z-axis using 203

anisotropic pressure coupling. Depending on the protein of interest and the pairwise 204

potential functions, the length of the z-axis can vary. The x- and y- dimensions were set 205

to 15 nm which is sufficient to prevent to most of the chains (> 99% estimated by a 206

random-coil model for a 170-residue chain) from interacting with its periodic image. 207

Then the z-dimension of the box was extended to 280 nm (∼ 20 times larger than the 208

initial z-dimension box size). Simulations are then run at multiple temperatures for ∼ 5 209

µs using constant temperature and volume with a Langevin thermostat. The 210

temperature is gradually increased from 150 K to the targeted temperature over the 211

first 100 ns. The next 1 µs simulation is discarded as equilibration, and the remainder 212

(at least 4 µs) is used for further analysis. The LAMMPS [68] and HOOMD-Blue 213

v2.1.5 [69] software packages are used for molecular dynamics simulations in order to 214

benefit from both CPU and GPU resources. 215

We took several measures to verify that the initial configuration, system size and 216

number of steps are sufficient to obtain well-converged thermodynamic properties of the 217

system. First, we find that a simulation starting from a fully dispersed configuration, in 218

which chains are put far from each other, but having the same periodic box geometry, 219

will eventually coalesce to form a concentrated phase and generate a similar density 220

profile (after 4µs) to a simulation starting from a slab-like initial configuration (Fig. S3). 221

Therefore a slab-like initial configuration reduces the length of the simulation required 222

for convergence. Second, we do not see a quantitative difference of the results between 223

the two halves of a 10µs simulation (Fig. S4), suggesting 5 µs is sufficient for 224

convergence of the system. Third, we have also found that a system with 100 chains is 225

sufficiently large to avoid finite-size effects, as the results are identical to those from a 226

similar set of simulations containing 200 chains (Fig. S5). 227

Slab density profile. 228

To determine the density profile along z, we first center the trajectory on the slab for 229

each frame. The slab is defined as the cluster with the largest number of chains, 230

clustering according to center-of-mass-distance between chain pairs. Chains with 231

center-of-mass distances less than 5 nm are considered to be in the same cluster except 232

for full length LAF-1, with which we use a cutoff of 7 nm due to its larger size. The 233

density profile along z is then generated as shown in Fig. 4a and Fig. S6a. If phase 234

separation occurs, we obtain the protein concentration of the dilute and concentrated 235

phases (ρL or ρH) by using the average concentrations when |z| >50 nm or |z| <5 nm 236

respectively. The protein concentration is shown in unit of mg/mL. 237

Phase diagram. 238

The critical temperature Tc can be obtained by fitting 239

ρH − ρL = A(Tc − T )β (6)

in which the critical exponent β=0.325 (universality class of 3D Ising model [70]) and A 240

is a protein-specific fitting parameter. For fitting to this equation, a specific range of 241

temperatures must be used. The minimum fitting temperature, T1, is chosen as the 242

lowest temperature where ρL is nonzero. The maximum fitting temperature T2 must be 243

below the critical temperature as Eq. 6 can only describe the behavior below Tc (Fig. 244

S6c). To determine the optimal value for T2 we calculate the relative error of T when 245

fitting T as a function of ρH − ρL using different test values of T2. This error will be 246

large if T2 is greater than Tc (Fig. S6d). We can then obtain a typical phase diagram as 247

shown in Fig. 4b and Fig. S6b, in which the ρL and ρH when T < Tc are determined 248

from averaging different regions of the slab density profile as described above and Tc 249
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Fig 4. Slab sampling method and typical configurations in different regions of the
phase diagram for FUS WT. a) Unsymmetrized slab density profile of FUS WT at
different temperatures. The raw density plot is highly symmetrical, suggesting good
convergence of simulations especially in converging the bulk density. b) Phase diagram
of FUS WT obtained from the density profile. c) Typical configurations of FUS slab
simulations at different temperatures.

and the corresponding ρc are from fitting Eq. 6 (Fig. S6c). Fig. 4c shows visualizations 250

of the different states of coexistence captured by these simulations. When the system is 251

above Tc, the slab evaporates to a supercritical protein solution. When the temperature 252

is below Tc, we see coexistence of two phases: one phase with free monomers and the 253

other with many proteins in a condensed, liquid-like assembly. The number of free 254

monomers decreases with decreasing temperatures to concentrations comparable with 255

protein concentration in the dilute phase observed by experiment [6, 25]. 256

Simulations with folded domain. 257

Proteins which undergo LLPS usually contain multiple domains, including both folded 258

and disordered domains [71]. Recently, Riback et al. found that poly(A)-binding protein 259

Pab1 exhibits LLPS behavior in the absence of its disordered domain, but does not in 260

the absence of the folded domains [14], contrary to the notion that intrinsic disorder is 261

necessary for phase separation. Since both intrinsically disordered and folded domains 262

can form favorable intermolecular interactions stabilizing the high density phase, it is 263

only natural that they may both contribute to the LLPS behavior, and the 264

contributions may be distributed differently from protein to protein. Therefore it would 265

be beneficial to also introduce a framework capable of simulating LLPS containing rigid 266

domains, using full-length LAF-1 which contains a folded domain and two disordered 267

domains, as a test case. 268

The structure of the folded domain (helicase) of LAF-1 has not yet been solved, so 269

we have used homology modelling and the Modeller v9.17 package [72] to embed the 270

LAF-1 helicase sequence into its homologue with a solved crystal structure, VASA [73] 271

(Fig. S7). Here we employ the KH model with parameter set A (α = 0.159 and 272

ε0 = −1.36 kcal/mol) for all interactions involving the helicase domain, and parameter 273

set D for interactions between disordered regions. The reason for this is that a 12-6 274

potential allows buried residues to make a significant contribution to binding energies of 275

folded domains; this affects the affinity more than the specificity of the interactions. 276

Model A was parameterized including such interactions for folded proteins, and is 277

therefore appropriate for use in our model in describing interactions involving folded 278

proteins. Model D was parameterized using a screening term to reduce the effect of 279

buried residues, and is therefore appropriate for describing interactions between 280

disordered regions where all residues are essentially fully exposed. A universal set of 281

parameters would require a different functional form for the intermolecular interactions 282
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Fig 5. Phase diagram for FUS WT, 6E variants and 12E. Temperatures are scaled by
the critical temperature of FUS WT.

than the one we use here. When the structure of the folded domain is modelled, we 283

treat the helicase as a rigid body (i.e., “fix rigid” command in LAMMPS or 284

“md.constrain.rigid” command in HOOMD-Blue) in the simulation so that the structure 285

of the folded domain is preserved. Interactions between residues within the same rigid 286

body are neglected. The mass of the rigid body is scaled to be 0.5% of the original mass 287

in order to accelerate rigid body dynamics. When calculating the density of the folded 288

domain, the mass is scaled back to match the mass of the original folded domain with all 289

residues. The folded domain can in principle also be simulated using harmonic restraints 290

instead of rigid constraints, which would allow additional flexibility. However there is a 291

clear advantage for using rigid body dynamics in terms of computational efficiency. 292

Results 293

Phase separation of FUS and its phosphomimetic mutants 294

As a first application of our model to LLPS, we use the prion-like LC domain of the 295

protein FUS (FUS-LC) which is sufficient to induce LLPS in vitro in the absence of 296

other biomolecules [15]. FUS-LC is an ideal system to test our model as it is fully 297

disordered and displays very low secondary structure content [6]. The sequence is 298

largely uncharged, with only 2 anionic aspartate residues within its 163 amino acid 299

sequence. To test for sequence-specific effects, we conducted simulations for several 300

different variants of the FUS-LC peptide, wild-type and four phosphomimetic mutants 301

where a set of the 12 naturally phosphorylated threonine or serine residues are mutated 302

to glutamate. [74] The first of these mutants is the 12E mutant, which contains all 12 303

glutamate substitutions, and does not undergo LLPS under similar conditions to FUS 304

WT [75]. We additionally test the 6E mutant reported in the same work [75], and two 305

designed variations of the 6E mutant, termed 6E’ and 6E* which maximize and 306

minimize, respectively, the clustering of charged residues within the sequence under the 307

constraints of preserving the amino acid composition of 6E, and only mutating naturally 308

occurring phosphorylation sites. [76] 309

Utilizing the slab method, we have determined the range of temperatures at which 310

the simulated FUS chains contain both phases, and have calculated the coexistence 311
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curve using both the HPS and KH models. The concentration of the dilute phase gives 312

the predicted critical/saturation concentration of the protein, the concentration above 313

which it will begin to form droplets in solution. The concentration of the dilute phase is 314

on the order of 0.1-10 mg/mL over the tested temperature range, consistent with typical 315

concentrations used to observe phase separation of FUS WT in vitro [6] (∼1-5 mg/mL). 316

We find that the critical temperature differs between the two models for FUS WT. 317

However the coexistence curves and the phase diagrams are qualitatively similar(Fig. 318

S9a), as are the intermolecular contact maps (Fig. S11). 319

To evaluate the impact of the phosphomimetic mutations, we determine the phase 320

diagram for FUS WT, 6E, 6E’, 6E*, and 12E using the HPS model (Fig. 5). The 12E 321

mutant phase separates at a much lower temperature, with the critical temperature 322

smaller than even the lowest temperature at which we can observe coexistence between 323

two phases for FUS WT (due to the prohibitively small concentration of the low-density 324

phase). This is consistent with the experimental observation that FUS 12E is unable to 325

phase separate in contrast to FUS WT at similar conditions [75]. The 6E mutants all lie 326

between the two extreme cases, and have nearly identical phase diagrams as each other. 327

While the difference of just 6 amino acids results in a greatly altered phase-separation 328

ability, the rearrangement of these mutations does not seem to induce much change at 329

all. However, these mutations were done under very strict constraints which do not 330

allow for a significant change in the degree of charge clustering. We also calculate the 331

interchain contacts, defined as when two amino acids of different chains are within 332

21/6σij of each other. There are no specific contacts formed in either of the cases (Fig. 333

S11), suggesting that LLPS of FUS WT is not driven by a specific region within the 334

protein sequence. However, when comparing the different 6E mutants at the same 335

temperature, the degree to which different regions of the peptide interact are greatly 336

affected (Fig. S12). This shows that despite having almost identical phase coexistence, 337

the interactions involved in phase separation can vary. 338

To further check the liquid-like nature of the concentrated phase, we calculate the 339

mean squared displacement (MSD) as a function of time for WT, 6E and 12E at 340

500mg/mL (Fig. S8, Supplementary Movie S2). For each, there is a linear region with 341

non-zero slope suggesting that the concentrated phase is liquid-like, and not a solid 342

aggregate. The diffusion coefficient from fitting the linear region is ∼3x10−6 cm2/s, 343

three orders of magnitude larger than measured in the experiment (4x10−9 cm2/s [6]) as 344

can be expected from a coarse-grained simulation and the increased relaxation time 345

used with Langevin dynamics. Finally, we check monomer radius of gyration in both 346

the dilute and concentrated phase and find that chains in the concentrated phase are 347

generally more extended than those in the dilute phase (Fig. S13). 348

Phase separation of IDR and full length LAF-1 349

Next, we apply our model to DEAD-box helicase protein, LAF-1, which has been shown 350

to phase separate as both its IDR and as full length, including a 437 residue folded 351

domain, in vitro [25]. To test the effect of inclusion of folded domains, three variants of 352

LAF-1 sequences have been simulated, including the N-terminal IDR of LAF-1, the 353

helicase domain and its full length variant with both the IDR and folded domain as well 354

as a short prion-like chain on the C-terminal. The IDR sequence contains a much higher 355

fraction of charged amino acids (∼26%) compared to FUS WT (∼1%), and FUS 12E 356

(∼9%), and includes both attractive and repulsive electrostatic interactions. For IDR 357

LAF-1, we simulated the phase diagram with both KH and HPS models. As was the 358

case for FUS WT, the phase diagrams are qualitatively similar for the two models (Fig. 359

S9b). For the helicase domain of LAF-1, the structure is predicted using homology 360

modelling and kept rigid in simulations (details in the Methods section). 361

In Fig. 6 we compare the phase diagrams of the full-length and IDR regions of 362
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Fig 6. Phase diagram of IDR (blue) and full length (red) LAF-1. Temperatures are
scaled by the critical temperature of IDR LAF-1. The corresponding slab density
profiles are provided in Fig. S14.

LAF-1. The phase diagram for the full length protein is shifted toward higher 363

temperatures, and suggests a smaller saturation concentration as compared to the 364

LAF-1 IDR alone at the same temperature. The results for the helicase domain alone 365

also show clearly phase separation (Fig. S10). The experimental phase boundary in 366

∼ 120 mM NaCl is ∼ 0.05 mg/mL for full length LAF-1, but ∼ 0.4 mg/mL for the 367

isolated IDR [25]. Even though we cannot accurately estimate the low protein 368

concentrations in the dilute phase so as to quantitatively compare with the 369

experimental values, we do see an increase in the saturation concentration when adding 370

the folded domain as has been seen by experiment. We note that the concentrations 371

obtained from the high density phase are much higher than recently estimated by Wei 372

et al. [77], however, they are quite comparable with those measured by Brady et al. for 373

the similar DEAD-Box Helicase protein Ddx4 [78]. 374

The reason for the change of critical temperature upon inclusion of the folded 375

domain is likely two-fold. First, the folded domain contains more hydrophobic residues 376

with an average hydrophobicity (Table S1) of 0.664 (0.579 for the surface residues) in 377

contrast to 0.520 for LAF-1 IDR, therefore strengthening the intermolecular attraction. 378

In addition, providing more interaction sites per chain generally favors a higher critical 379

temperature, because more interactions can be formed with a smaller loss of entropy, an 380

effect usually referred to as multivalency [35]. The impact of multivalency on the 381

critical temperature will be investigated explicitly in the next section. 382

In the concentrated phase, we also investigate the intermolecular contacts in Fig. 7. 383

Unlike the case of FUS, there are regions along the sequence where there is a relatively 384

high propensity to form contacts, (residue 21 to 28, RYVPPHLR) and (residue 13 to 18, 385

NAALNR). These regions are present in both the IDR with the KH and HPS model 386

(Fig. 7a and b) and in the full length protein (Fig. 7c). The central region of these two 387

segments is composed of uncharged amino acids, suggesting the importance of 388

hydrophobic patches in the sequence even with a large fraction of charged residues. As 389

is shown in both 1D and 2D contact maps (Fig. 7a, c and d), the pattern of contacts 390

and the number of contacts of the IDR look similar in the IDR and full length LAF-1 391

simulations. This observation also applies when comparing the contact maps between 392

the helicase and full length LAF-1 simulations (Fig. S15). This suggests that the key 393
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Fig 7. Number of intermolecular contacts per frame for LAF-1 with different models at
220K. a) Contact map of IDR LAF-1 with KH model. b) Contact map of IDR LAF-1
with HPS model. c) Contact map of full length LAF-1 with KH model. Black boxes
illustrate the N-terminal IDR and the folded domain. d) Number of intermolecular
contacts per residue per frame for IDR LAF-1 with KH model (black), IDR LAF-1 with
HPS model (blue) and full length LAF-1 with KH model (red).
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residues contributing to the droplet formation are the same for the disordered peptide 394

with and without the folded domain (Fig. 7d). Additionally, the disordered part of the 395

protein (including both the N-terminal and C-terminal disordered regions) contributes 396

more contacts than the folded domain in the simulation of full length LAF-1, consistent 397

with the experimental observations that the disordered region of LAF-1 is the driving 398

force for the LLPS [25]. The intramolecular contact map in the two phases (Fig. S16) 399

supports the change of Rg (Fig. S13) in that the peptide has fewer long range contacts 400

in the concentrated phase than in the dilute phase. 401

We additionally calculate the mean squared displacement (MSD) as a function of 402

time for all the three variants of LAF-1 (i.e., IDR, helicase and full length) at 403

concentrations predicted for the condensed phase at 210K (supplemental movies S4, S5 404

and S6), to see how the different regions affect the diffusion of the protein within the 405

concentrated phase. There is a linear region with non-zero slope for all the variants (Fig. 406

S8) suggesting liquid-like behavior. The IDR has a much larger diffusion coefficient 407

than both the full length and the helicase domain of LAF-1 making it the most mobile 408

of the three. This is likely due to its flexibility as well as the lower concentration. When 409

comparing helicase with full length LAF-1, which are at similar concentrations, there is 410

an order of magnitude difference in diffusion, further suggesting the importance of the 411

flexible region of the sequence for maintaining the liquid-like behavior of proteins inside 412

the droplet. 413

Multivalency of IDRs 414

Multivalency has been shown to be important in driving LLPS in experiment [20, 35], in 415

which proteins with more repeated units begin to form droplets at lower concentrations. 416

Usually multivalency is used to describe a certain number of specific interaction sites 417

per molecule. For polymers, there is inherently a large number of possible interactions 418
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between molecules, so for well-mixed sequences specific residue-residue interactions are 419

less likely to play a role in assembly. Nonetheless, increasing the chain length will (for a 420

given sequence composition) increase the number of available interaction sites per chain, 421

and hence multivalency. 422

In order to investigate the mechanism of such behavior, we use a model system 423

where we take the first 40 residues from the N-teriminus of FUS and make several 424

repeated units in the form of [FUS40]n, in which n=1, 2, 3, 4 and 5. We then conduct 425

multiple slab simulations for these repeated units of FUS fragment (see detailed system 426

size in Table S3). In Fig. 8a we show the phase diagrams of [FUS40]n. It is clear that 427

with increasing chain length, the phase boundary shifts to a higher temperature and a 428

smaller concentration. 429

To understand the mechanism of such dependence, we apply Flory-Huggins 430

theory [79,80], which has previously been used to understand IDP phase 431

separation [9, 37,38], to fit the phase transition properties obtained by molecular 432

dynamics simulations when varying the chain length N . If we assume that each solvent 433

molecule occupies one lattice position, then the the critical temperature 434

Tc ∝ N/(
√
N + 1)2 and the critical concentration ρc ∝ 1/(

√
N + 1). We can fit our 435

simulated Tc and ρc as a function of the chain length with these approximating 436

equations (assuming prefactor as the fitting parameter), as shown in Fig. 8b and c. 437

These results suggest that the phase diagram dependence on the chain length can be 438

described by Flory-Huggins theory. The term that is sensitive to the change of the chain 439

length in this theory is the mixing entropy per segment. When increasing the chain 440

length, the mixing entropy per segment decreases, and therefore the critical temperature 441

increases. It would then be easier to observe LLPS with a longer chain at the same 442

temperature, in the sense that the dilute-phase concentration is smaller, consistent with 443

experimental observations [20]. This factor needs to be considered carefully when 444

making mutations to protein sequences with the aim of understanding the molecular 445

origin of LLPS: in general, chain truncation or extension will disfavor or favor LLPS, 446

respectively, regardless of the sequence-specific effects. Similarly, when cutting a larger 447

protein into fragments in order to evaluate the contribution of each to driving LLPS, it 448

is expected in general that longer fragments will be able to phase separate at a higher 449

temperature. 450

Conclusion 451

We have introduced a general framework for conducting molecular dynamics simulations 452

of LLPS leading to protein assemblies constituting many membraneless organelles. The 453

level of coarse-graining, amino-acid-resolution, gives access to length and time scales 454

needed to observe this phenomenon, and to achieve convergence of thermodynamic 455

observables (i.e., phase diagram, critical temperature and protein concentration in the 456

dilute and concentrated phases) while still allowing observance of changes induced by 457

mutations to the protein sequence. The force fields utilized in this work are based on 458

previously determined, knowledge-based potentials, parameterized to accurately 459

represent radius of gyration of disordered proteins, but the framework is also flexible to 460

incorporate other residue-based pairwise interaction potentials. The two force fields 461

generate similar intermolecular contact maps within the concentrated phase, suggesting 462

that description of the weak nonspecific interactions in IDPs can be captured easily 463

with different models as compared to the description of specific interactions involving 464

binding between folded proteins. 465

We have tested the framework and the two force fields with two model systems, 466

which undergo phase separation in vitro, which yield phase diagrams giving the critical 467

temperature, and saturation concentration at the tested temperatures. Despite that 468
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simplicity of the currently used potentials, and the fact that they were exclusively 469

optimized based on the properties of monomeric proteins, we demonstrate the ability to 470

predict how various perturbations to the system can change the LLPS. In the case of 471

FUS LC, the model is able to capture the experimentally observed variation of phase 472

diagram when introducing mutations. In LAF-1, the model is able to capture the 473

experimentally observed difference between the phase separation of full length and 474

truncated disordered-only sequences. 475

We have also investigated an important feature of LLPS regarding the dependence of 476

phase behavior on chain length, which is well established in polymer physics and was 477

previously observed in experiment [20]. We show that there is an upward shift in the 478

phase diagram (temperature-concentration) with increasing chain length, with the 479

critical point moving toward lower concentration and a higher temperature. At a given 480

temperature, the saturation concentration will be higher for shorter chain lengths. Both 481

the critical temperature and concentration are in good agreement with Flory-Huggins 482

theory and therefore suggest the behavior can be explained by relative loss of entropy. 483

With this in mind, if the phase behavior of interesting proteins cannot be observed in 484

vitro, making repeated units might be a convenient way to shift the phase diagram 485

toward being observable under experimental conditions. One must also consider this 486

effect when making changes to protein length, such as His tags, or cleavage of a certain 487

section of residues, and how just the change in chain length may affect the phase 488

behavior. 489

Additionally, we measure certain important properties of proteins within the 490

concentrated phase for the two model systems such as intermolecular contact 491

propensities, which are quite difficult to resolve experimentally. With FUS LC, the 492

intermolecular contacts are evenly distributed throughout the length of the peptide, 493

suggesting that non-specific hydrophobic interactions are largely responsible for driving 494

the phase-separation. For LAF-1, we observe excessive intermolecular contacts within a 495

specific region (residue 21-29), largely composed of hydrophobic side-chains, suggesting 496

that even though LAF-1 is 26% charged in sequence, hydrophobic interactions are still 497

an important driving force for LLPS. The identification of this region with enhanced 498

contact propensity shows that the model could serve as an initial screening tool for 499

future mutagenesis studies. 500

There are some features that cannot be captured in the presented model, but can be 501

added in the future work. First the absolute temperature of the simulation is not 502

comparable to the experiment. The phase behavior at the lower critical solution 503

temperature, which is observed in some disordered peptides experimentally [31], cannot 504

be captured, either. Both require the addition of a temperature dependent solvation 505

energy term into the framework, and more experimental Rg data (or other relevant 506

data) on IDPs to optimize the free parameters in the interaction potential. Second, we 507

have not fully tested the ionic strength dependence data even though the trend is 508

captured in LAF-1 with the current model, due to the breakdown of Debye-Hückle 509

electrostatic screening at high ionic strength. However, we do not see any ionic strength 510

dependence for FUS LC, which is inconsistent with the experiment [6]. To capture salt 511

dependence in proteins with negligible charged amino acid content, it may be necessary 512

to include a description of “salting-out” effects, i.e., the change of solubility with salt 513

concentration as captured by the Hofmeister series. In Fig. S18, we show that the 514

literature-known amino acid specific salting-out coefficients [81–84] are strongly 515

correlated with the hydrophobicity scale and therefore it may be possible to model the 516

salting-out effect with an additional energy term using the same hydrophobicity scale. 517

In the future, one would also like to introduce additional handles (such as a 518

structure-based potential for intramolecular interactions) to allow for conformational 519

changes within the folded parts of a chain. This will allow one to study LLPS of 520
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proteins with small populations of folded regions that are important for self-assembly, 521

such as transient helical regions in the disordered domain of TDP-43 [45]. 522

Supporting information 523

Fig. S1 Comparison of Rg between simulations and experiments with different ε 524

parameters for HPS model. 525

Fig. S2 Pappu and Uversky plots for set of 100mers with different properties using 526

KH-D model. 527

Fig. S3 LAF-1 simulation started from dispersed state at 210K density profiles at 528

different times showing coalescence to dense phase. 529

Fig. S4 Comparison of density profiles between first 5µs and last 5µs of slab 530

simulations of FUS WT. 531

Fig. S5 Comparison of FUS WT simulations with 100 (blue) and 200 (red) chains. 532

Fig. S6 Illustrations of the methodology to determine the range of temperatures to 533

fit Eq. 7 in the main text. 534

Fig. S7 Homology modelling of helicase domain of LAF-1 using the structure of 535

VASA. 536

Fig. S8 Mean squared displacement (MSD) as a function of time for FUS variants at 537

260K and LAF-1 variants variants at 220K. 538

Fig. S9 Comparison of the phase diagram generated with HPS (blue) and KH (red) 539

model in FUS WT (left) and LAF-1 IDR (right). 540

Fig. S10 Phase diagram of IDR (blue), helicase (cyan) and full length (red) LAF-1. 541

Temperatures are scaled by the critical temperature of IDR LAF-1. 542

Fig. S11 Inter- (upper) and intra-molecular (lower) contact maps for FUS WT at 260 543

K using HPS (left) and KH models (right). 544

Fig. S12 Intermolecular contacts for FUS 6E’ divided by that of FUS 6E* showing 545

how the overall number of contacts forming within the slab changes between the two 546

sequences. 547

Fig. S13 Radii of gyration of the disordered proteins inside (blue) and out of (red) 548

the slab. 549

Fig. S14 Slab density profiles of IDR (left), helicase (middle) or full length (right) 550

LAF-1. 551
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Fig. S15 Number of intermolecular contacts per frame for different LAF-1 variants at 552

220K. a) Contact map of IDR LAF-1. b) Contact map of helicase LAF-1. c) Contact 553

map of full length LAF-1. Black boxes illustrate the N-terminal IDR and the helicase 554

domain. d) Number of intermolecular contacts per residue per frame for IDR LAF-1 555

(black), helicase LAF-1 (blue) and full length LAF-1 (red). 556

Fig. S16 Number of intramolecular contacts for LAF1 IDR with KH model. 557

Fig. S17 Slab density profiles of the repeated peptides of FUS fragment. 558

Fig. S18 The correlation between salting-out constant and hydrophobicity scale. 559

Table S1 The amino acid parameters used in the HPS model. 560

Table S2 List of intrinsically disordered or unfolded proteins with experimentally 561

determined Rg. 562

Table S3 Summary of slab simulations and critical temperatures obtained. 563

Table S4 Interaction parameters (εij) used for KH-D model. 564

Table S5 Interaction parameters (εij) used for KH-A model. 565
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