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Abstract

In real-life multi-talker listening environments, the auditory system needs to isolate attended from
distracting sound sources and to compensate for non-stationary acoustical conditions. How and at
which stages of the central auditory pathway this is achieved is unclear. Here we used
electroencephalography (EEG) to investigate the effect of continuously varying signal-to-noise ratio
(SNR) on the neural response to speech while listeners (N=18) attended to one of two simultaneously
presented, spatially non-segregated talkers. We show that the differential impact of attentional set
(i.e., which talker to attend to) and SNR (i.e., which talker is louder) on successive components of
neural phase-locking reflects the unfolding of an SNR-invariant representation of the target talker in
time and cortical topography. Using a forward encoding-model approach, neural responses to the
temporal envelopes of individual talkers and their respective modulation by both, attentional set
and SNR were estimated. The model response yielded a clear succession of P1-N1-P2-like
components and attention detection accuracies of ~80% in sensor and source space. The earlier
component were driven almost exclusively by SNR, while the latest P2 component reflected only
attentional set. Under the most adverse SNR, the modeled response yielded an additional, late
component and enhanced low-frequency phase coherence to the ignored talker, which indicate
contributions of a fronto-parietal attention network in suppressing irrelevant acoustic input.
Modeling the neurocortical response can thus provide us with a comprehensive spatio-temporal
view on how attentional filters for successful suppression of distracting sensory information are

implemented neurally.

Significance statement

Listening requires neural means of tracking an attended sound source (e.g., an attended talker) and
of identifying and inhibiting processing of concurrent, distracting sound sources. Here, we
investigate the neural response in a highly distracting listening scenario by training forward
encoding models, which are linear mappings from the broad-band envelope of the speech signal
towards the recorded neural response in the electroencephalogram. Over the initial 400 ms in
response to concurrent speech, the neural representation becomes gradually more biased towards
the attended source and increasingly invariant to adverse acoustic conditions. These results fill a gap
in our understanding of how auditory attentional filters are implemented neurally, that is, when and

where attentional control succeeds at suppressing distracting sensory information.
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Introduction

Human listeners understand speech even in the presence of distracting sound sources (Cherry,
1953). An emerging question is, how competing acoustic events capture bottom-up attention due
to their saliency (e.g., by being louder than the background), and how top-down attention shapes

neural responses in order to overcome these adverse listening conditions (Kaya and Elhilali, 2017).

In recent years, the use of encoding and decoding models (Paninski et al., 2007) to investigate the
neural responses to continuous speech has opened new paths to study the neural implementation
of auditory attention (Lalor et al., 2009). It is by now well-established that the auditory cortical system
differentially phase-locks to the temporal envelope of attended vs. ignored speech
(Magnetoencephalography: Ding and Simon, 2012a; Electroencephalography: Power et al., 2012).
Accordingly, auditory cortical responses allow for a reconstruction of the spectrogram of speech and

to detect the attended speaker (e.g., Mesgarani and Chang, 2012; Zion Golumbic et al., 2013).

Itis also known that adverse listening conditions in general attenuate the neural tracking of attended
speech. Manipulations have included temporal fine structure (Ding et al., 2014), rhythmicity (Kayser
etal, 2015), reverberation (Fuglsang et al., 2017) or signal-to-noise ratio (SNR; Kong et al., 2014; Ding
and Simon, 2012b; Giordano et al., 2017). Not least, neural selection of speech appears weakened in
people with hearing loss (Petersen et al., 2016). Selective neural processing of speech thus
compensates for adverse conditions to some degree by filtering the acoustic signal to obtain a more
robust neural representation of the attended talker, which reflects in the modulation of the neural

response to speech by a listener’s attentional set (e.g., which talker to attend to?).

However, the often strictly controlled speech materials of previous studies (e.g. matched sound
intensity, dichotic presentation) allow only limited inference to which extent this neural
prioritization of attended vs. ignored sound is robust to dynamically varying and more adverse
acoustic conditions (i.e. a negative SNR and deficient spatial cues). Commonly, a certain acoustic
condition (e.g. SNR) is presented blocked for the duration of minutes (e.g. Ding and Simon, 2012b),
whereas in daily-life listening scenarios, acoustic conditions vary more rapidly and more
unpredictably. In the present study, to avoid possible effects of a listener’s adaptation to longer and
highly predictable acoustic conditions, we thus continuously varied the SNR of two concurrent

talkers.

The neural response to broad-band continuous speech can be obtained from EEG by estimating the
(delayed) covariance of the temporal speech envelope and the EEG, which results in a linear model
of the cortical response; a temporal response function (TRF; Lalor et al., 2009; Crosse et al., 2016).

Analogous to the event-related potential (ERP), the components of the TRF can be interpreted as
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reflecting a sequence of processing stages where later components reflect higher order processes
within the hierarchy of the auditory system (Davis and Johnsrude, 2003; Picton et al., 2013; Di Liberto
etal., 2015). Typically, this model response or TRF to speech consists of three successive components:
Positive weights at around 50 ms (P1+), followed by negative weights between 100 and 200 ms
(N1ze) and another half-wave of positive weights between 200 and 300 ms (P21z). Although mainly
the N1weand P2mwe components of the TRF have been found enhanced for attended vs. ignored
speech (Power et al., 2012; Kong et al., 2014; Hambrook and Tata, 2014; Fiedler et al., 2017; Horton et
al., 2014), a comprehensive understanding of the functional roles of this cascade of neural response

components and a more mechanistic link to their underlying neural generators is still missing.

Here, we use a listening scenario with two concurrent talkers undergoing continuous SNR variation.
Our results demonstrate differential effects of bottom-up acoustics vs. top-down attentional set on
earlier vs. later model response components, respectively. These findings reveal the temporal
organization (early vs. late selection) and the underlying neural generators (auditory sensory regions

vs. attentional-control parietal and cingular regions) for successful attention to speech.
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Methods
Participants

Eighteen native speakers of German (9 females) were invited from the participant database of the
Department of Psychology, University of Liibeck, Germany. Six participants were aged between 23
and 33 (M = 27); four participants were aged between 46 and 54 (M = 49); eight participants were
aged between 60 and 68 years (M = 64). All reported normal hearing and no histories of neurological
disorders. Incomplete data due to recording hardware failure was obtained in four more, initially
invited participants. All participants gave informed consent and received payment of 8 €/hour. The

study was approved by the local ethics committee of the University of Libeck.

Experimental Design

The goal of this study was to investigate the selective neural processing of one of two talkers under
a continuously varying signal-to-noise ratio (SNR). Here, the signal is a to-be-attended talker and the
noise is a to-be-ignored talker. Our study was conducted in a within subject 2 by 3 design (attention

by SNR).

The identical mixture of the attended and ignored talker was presented on both ears, resulting in a
concurrent listening scenario without any spatial cue (i.e. diotic, Fig. 1A), such that the only cues
available for talker segregation consisted in the spectro-temporal features of the talkers, such as
pitch, formants, and amplitude modulation. The SNR was stochastically varied between three levels
of -6, 0 and +6 dB (Fig. 1B; see Stimuli below). The particular dB range was chosen to create a
challenging but at the same time solvable listening task. Even if an SNR of -6 dB is rare in real-life
listening scenarios (Smeds et al., 2015), the neural tracking of attended speech has been reported as
intact at SNRs as low as -6 dB (Ding and Simon, 2013). However, speech perception (number of words
repeated correctly) of normal hearing subjects starts to suffer around an SNR < 0 dB and the speech-
reception threshold (i.e. 50% correct) usually lies between -5 and 0 dB (Pichora-Fuller et al., 1995,

Bentler et al., 2004).

Stimuli

We selected two audiobooks read by native German speakers, one female (Elke Heidenreich, ‘Nero
Corleone kehrt zurtick’, read by Elke Heidenreich) and one male (Yuval Noah Harari, ‘Eine kurze
Geschichte der Menschheit’, read by Jirgen Holdorf). The following steps of stimulus preparation
were done using custom code written in MATLAB (Mathwoks Inc.). Sequences of silence longer than
500 ms were truncated to 500 ms in order to avoid long periods of silence (O’Sullivan et al., 2014).
The first hour of each audiobook was selected for further preparation. The first 30 minutes of each

audiobook served as the to-be-attended and the rest served as the to-be-ignored speech, such that
5
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all subjects could attend both stories from the beginning and attended (and ignored) both the male

and the female voice the same amount of time.

The SNR was modulated symmetrically around 0 dB. An SNR of 0 dB refers to concurrent talker signals
with a matched long-term root-mean-square (rms) amplitude as used previously in numerous
studies (e.g. Power et al., 2012; O'Sullivan et al., 2015; Mirkovic et al., 2015). Coming from an SNR of
0dB, the SNR was either increased to +6 dB by raising the sound pressure level (SPL) of the to-be-
attended talker by 6 dB or decreased to -6 dB by raising the SPL of the to-be-ignored talker by 6 dB
(Fig. 1B). As building blocks for SNR modulation, we created a sample of plateaus (i.e., constant SNR
of -6, 0 or +6 dB) and ramps (i.e., transition between plateaus). The length of plateaus was uniformly
distributed between 5 and 9 seconds in discrete steps of one second. The ramps were linear
interpolations between SNRs with the length uniformly distributed between 1 and 5 seconds in
discrete steps of one second. The length distributions of plateaus and ramps were kept uniform
within each talker and within their assignments as being attended or ignored. By concatenating a 0
dB plateau, a ramp towards +6 or -6 dB, a respective plateau of +6 or —6 dB, and another ramp back

to 0 dB, we created sequences with an average length of 20 seconds.

In total, 180 sequences containing either a +6 dB or a -6 dB plateau were created, resulting in a total
length of one hour. By randomly concatenating those sequences, we created randomly varying SNR
time courses for every subject individually in order to avoid systematic overlap between the SNR
modulation and the audiobooks. Stimulus material was cut into twelve blocks, each consisting of 15
sequences, which resulted in an average block length of five minutes. Sound files were created with
asampling rate of 44.1 kHz and a 16-bit resolution. The experiment was implemented in the software

Presentation (Neurobehavioural Systems). Stimuli were presented via headphones (Sennheiser HD25).
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Figure 1: Experimental design, forward model, and classification accuracy. A) Two mixed
talkers (female & male) were presented on both ears without spatial segregation (diotic). B) The
signal-to-noise ratio (SNR) between attended (signal) and ignored (noise) talker was varied between
-6, 0 and +6 dB. Length of ramps and plateaus were drawn from uniform distributions. Trials were
extracted by cutting the data in the middle of the ramps (i.e. at —3 dB or +3 dB). C) Temporal
response functions (TRF) to the attended and ignored talker were extracted by a forward (encoding)
regression model based on the assumption that the measured EEG signal is the superposition
(convolution) of the envelope onsets (of the attended and ignored talkers) and the TRFs,
respectively. TRFs reflect the neural response evoked by a single envelope onset. D) Accuracy in
classification of the attended talker averaged across subjects, obtained by prediction of EEG signals
by a forward model (Fiedler et al., 2017) at single EEG channels and single voxels in source space,
respectively. Highlighted channels of topographic maps indicate that classification accuracy on the
group level was significantly above chance level (chancesss, = 60%). Source maps show voxels
exceeding an average classification accuracy of 65%.

Task

The twelve blocks were presented such that subjects were instructed to attend to the female or to
the male talker in an alternating fashion. After instruction before each block (i.e. attend to female or

attend to male), subjects were asked to start the stimulus presentation by a button press, which
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enabled the subjects to take a break between blocks. During listening, subjects were asked to fixate

a cross presented on the screen to reduce eye movement.

Every other block, the story picked up at the point it ended two blocks before. After each block,
subjects were asked to rate the difficulty of maintaining attention on a continuous color bar ranging
from red (difficult) to green (easy) by a mouse click. For later analysis, the continuous color bar was
discretized into ten segments (1 = hard, 10 = easy). Subsequently, participants were asked to answer
four multiple-choice questions concerning the content of the to-be-attended audiobook. The
average rating of difficulty was neither significantly correlated with the number of questions
correctly answered (Pearson’s r = 0.1, p = 0.7), nor with participants’ age (Pearson’s r =-0.1, p = 0.5).
Furthermore, we found no significant correlation of the number of correctly answered questions

with age (Pearson’s r =-0.1, p = 0.65).

Data acquisition and preprocessing

EEG was recorded with 64 electrodes Acticap (Easy Cap) connected to an ActiChamp (Brain Products)
amplifier. EEG signals were recorded with the software Brain Recorder (Brain Products) at a sampling
rate of 1 kHz. Impedances were kept below 10 kQ. Electrode TP9 (left mastoid) served as reference

during recording.

The EEG data were pre-processed in MATLAB (2017a) using both the Fieldtrip-toolbox (version:
20170321; Oostenveld et al., 2011) and custom written code. The EEG data were re-referenced to the
average of the electrodes TP9 and TP10 (left and right mastoids) and resampled to f; = 125 Hz. The
continuous EEG data were highpass-filtered at f.= 1Hz and lowpass-filtered at f.= 30 Hz (two-pass

Hamming window FIR, filter order: 3f/f.).

From the continuous EEG data, we extracted the parts during which the twelve blocks of audiobooks
were presented (see above). We applied independent component analysis (ICA; Makeig et al., 2004)
in order to reject components that were clearly related to eye movements, eye blinks, muscle

artifacts as well as heartbeat. On average, 26 components (SD: 7.3) were rejected.

For further analysis, we lowpass-filtered the data again at f.= 10 Hz (two-pass Hamming window FIR,
filter order: 3f/f.), which assured that the amplitudes at all frequencies up to 8 Hz were not reduced.
Previously, neural activity phase-locked to the envelope was only found up to a frequency of
approximately 8 Hz (Zion Golumbic et al., 2013; Ding et al., 2014). We could confirm this finding by
incrementally raising the cutoff frequency, which didn’t change the morphology of the TRFs (see
below) but only decreased the prediction accuracy due to the interference of non-phase-locked

noise.
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Extraction of envelope onsets

A temporal representation of the syllable onsets, further called envelope onsets, was extracted from
the presented speech signals (Fiedler et al., 2017). Those representations later served as regressors
to model neural responses to the talkers (see below). First, we extracted an auditory spectrogram
containing 128 spectrally resolved sub-band envelopes of the speech signals logarithmically spaced
between approximately 90 and 4000 Hz using the NSL toolbox (Chi et al., 2005). Second, the auditory
spectrogram was summed up across frequencies, which resulted in broad-band temporal envelopes
of the audiobooks. Taking the derivative of the envelope and zeroing all values smaller than zero
(Hertrich et al., 2012) returned the envelope onsets, which only contain positive values at time
periods of an increasing envelope, as can be found at syllable onsets (Fig. 1C). Using the envelope
onsets as regressor does not imply that we only modeled the encoding of syllable onsets. Every
syllable onset is followed by a peak in the speech envelope (Fig. 1B), which is then again followed by
an offset and the next onset and so forth, resulting in a high autocorrelation between those features.
Nevertheless, onsets are the earliest feature that could possibly evoke a neural response (Picton,
2013). The latency of modelled responses to envelope onsets (compared to envelopes) was found

to be most similar to conventional ERPs (Fiedler et al.,, 2017, supplemental material).

Estimation of temporal response functions

We applied an established method to estimate a linear forward (encoding) model (Lalor et al., 2009;
Crosse et al., 2016). The model contains temporal response functions (TRF), which are estimations of
the neural response to a certain continuously varying stimulus feature. In our case, this stimulus
feature is the envelope onsets (see above) of both, the attended and the ignored talker. Based on
the assumption that every sample in the EEG signal r(t) is the superposition of neural responses to

past onsets and thus can be expressed for one talker by a convolution operation:
r(t) = s * TRF = Z[s(t — ) -TRF(7)] M
T

where s(t) is the envelope onsets, TRF is the temporal response function that describes the
relationship between s and r over a range of time lags 7 (Fig. 1C). The TRF contains a weight for each
time lag 7. We investigated time lags in the range from —100 to 500 ms. In order to obtain the weights
of the TRF to both talkers contained in the matrix G, ridge regression (Hoerl and Kennard, 1970)

was applied, which can be expressed in the linear algebraic form:

GTRF = (STS + ﬂm[)_l.S'TR (2)
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where S is matrix containing the onset envelopes of both the attended and ignored talker and its
sample-wise time lagged replications, R contains the measured EEG signal, A is the ridge parameter
for regularization, the scalar m is the mean of the trace of S'S (Biesmans et al., 2016) and / is the
identity matrix. The optimal ridge parameter A was estimated according to Fiedler et al. (2017) and

was set to A = 102

TRFs were estimated on a trial-by-trial basis, where trial refers to a part (e.g. a plateau of +6 dB) of
certain length cut from the continuous stimulus and the respective EEG data. For the subsequent
analysis, we subdivided the data in two ways: First, to get a general estimate of the model’s ability to
dissociate between attended and ignored talkers, we cut the data into one-minute trials, resulting in
trial lengths comparable to previous studies (O’Sullivan et al., 2014; Mirkovic et al., 2015; Biesmans et
al,, 2016; Fiedler et al., 2017). This resulted in 60 trials per subject. Second, we cut the data based on
the applied SNR modulation, which resulted in three groups of trials: -6 dB, 0 dB and +6 dB. To use
the entire recording, the data were cut at the time points where ramps of the SNR time courses either
crossed -3 dB or + 3 dB (Fig. 1B). This resulted in 180 trials of 0 dB and 90 trials of -6 and +6 dB,
respectively. The average length of those trials was 10 seconds (i.e. average length of a plateau (7
seconds) and average length of two halves of a ramp (2x1.5 seconds)). In order to balance the
number of trials across SNRs, 90 trials from 0 dB were randomly drawn from the 180 trials of every

subject.

Forward model classification accuracy

Besides the statistical analysis of the TRFs (see below), we evaluated the TRFs regarding their ability
to detect the attended talker expressed in classification accuracy. In order to obtain classification
accuracy, we followed the forward method of predicting two EEG signals and comparing those to
the measured EEG signal, as described in detail by in Fiedler et al. (2017). We used the data cut into
trials of one-minute length, independent of the applied SNR modulation (see above). This resulted
in 60 epochs per subject, which we trained TRFs on. In a leave-one-out fashion, we predicted to be

expected EEG signals of a single trial contained in R following the equation:
R\ = SGTRF' (3)

where S is the matrix containing the onset envelopes and Grgris the matrix containing the TRFs. Two
different EEG signals were predicted per trial, the first representing the one and the second the other
talker being attended. To obtain a classification decision of which talker was attended, we compared
the Pearson correlations from both predicted EEG signals with the measured EEG signal and chose
the one that produced the stronger correlation (Fiedler et al., 2017). Per subject, 60 decisions were
made.

10
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Classification accuracy was defined as the percentage of trials in which the to-be-attended talker was
detected correctly as such by the model prediction. Since this is a forward model approach,
classification accuracy is obtained at every single EEG channel (Crosse et al, 2016). Likewise,

classification accuracy was obtained at the source level at every single voxel.

Statistical analysis on temporal response functions

To extract significant spatio-temporal deflections in the TRFs at an SNR of 0 dB, we applied a two-

level statistical analysis (two-level cluster-test; e.g. Obleser et al., 2012).

On the single-subject level, we used independent sample t-tests to test the TRF to the attended, the
ignored as well as the attended-ignored difference against zero. Resulting t-values were
transformed to z-scores. Since the weights obtained from Eq. 2 are arbitrary (i.e.,, depend on A), we
decided to show these normalized (i.e. z-scored) TRFs. These z-scores have the advantage of
expressing the deviation from zero relative to the standard deviation of TRFs across trials (as a

measure of how consistent TRFs are across the 90 trials of each subject under a certain SNR).

On the group level, the deflection of z-scores from zero was tested by a cluster-based permutation
one-sample t-test (Maris and Oostenveld, 2007), which clusters t-values of adjacent time lags in time-
electrode space (with a minimum of 4 neighboring EEG channels). The extracted cluster is compared
to 4,000 clusters drawn randomly from the data by permuting condition labels. The resulting cluster
p-value reflects the relative number of Monte Carlo iterations in which the summed t-statistic of the

observed cluster is exceeded.

In a second step, the identical cluster-based permutation test was applied to obtain significant
differences between the extreme SNRs -6 vs. +6 dB in the TRF based on the attended and the ignored

signal, as well as on the attended-ignored difference.

For illustration of the neural responses, we averaged single-subject z-scores obtained from the first
level test across channels of interest. Channels of interest were defined as the channels being part of
both significant clusters found in the attended-ignored difference between TRFs under a balanced
SNR of 0 dB (Fig. 2C). The 95%-confidence-bands were obtained by bootstrapping (Efron, 1979)

across the averaged responses of all subjects, using 4,000 iterations.

Extraction of individual amplitudes and instantaneous phase

Because we observed latency shifts in the TRFs between SNRs, which could be explained by varying
degrees of energetic masking (see results), a time-lag wise comparison of TRFs across SNRs wasn’t

suitable. In order to disentangle amplitude- and latency-effects, we treated the TRF as a band-limited

1
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signal and extracted the amplitude and instantaneous phase of the prominent components (P 1+,

N1+ and P2s) from the single-trial TRFs in every subject, only averaged across channels of interest.

Amplitude was defined as the maximum or minimum within a certain time interval (P 11ze: 0-100 ms;
N11re: 100-200 ms; P21ze: 200-300 ms) of the subject- and SNR-specific TRF. This individual extraction

of amplitudes compensated for the observed latency shifts of components.

The instantaneous phase was extracted from the TRF averaged across channels of interest. Here, the
instantaneous phase is an appropriate measure, since the time-locked response to continuous
speech is band-limited below 8 Hz (Zion Golumbic et al., 2013; Ding et al., 2014) and the TRF was
found to pass through three successive and comparably low frequent components. Thus, we
avoided to split up the EEG signal into frequency bands of arbitrary edges, but rather looked at the
response phase as a sequential process going through several stages (i.e. components). The
instantaneous phase @(t) was extracted from the complex analytic signal TRF,(t) of the z-scored TRFs

of the attended and ignored talker:
@(1) = arg{TRE, (1)} = arg{TRF (1) + jTRF (1)}, 4)
where TRF is the Hilbert transform of the TRF.

TRF phase coherence

As in ERPs, a reduced amplitude in the averaged TRF can either originate from reduced amplitude or
reduced phase coherence between individual trials or subjects. In order to assure that the observed
effects do not base on differences in phase coherence between trials alone, we calculated the phase
coherence for every single subject and SNR. The phase coherence was calculated by obtaining the
TRFs’ analytic signal of every single trial, setting the magnitude of the complex phasor to one, adding
up all single trial complex phasors within each SNR and dividing by the number of trials (Lachaux et
al.,, 1999). Analogous to the TRFs, we tested the difference between SNRs against zero in a cluster-

based permutation one-sample t-test (see above).

Source localization

To further trace the origin of effects observed in sensor space, we applied LCMV-beamforming
(Drongelen et al., 1994; Van Veen et al., 1997) to obtain source-activity time courses in single voxels
of the brain. Using a standard template brain from Fieldtrip/SPM (Montreal Neurological Institute)
together with the Acticap electrode layout, leadfields were calculated with a grid resolution of 10
mm. Individual LCMV-filter weights were obtained using 5% regularization. The continuous time-

domain EEG data were projected to source space, resulting in three source activity time courses (X-

12
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Y-Z) per voxel. In order to obtain a single time course in each voxel, the direction of highest variance
was determined by principal component analysis and used for further analysis. All further processing

steps in source space were done analogously to sensor space EEG data.

Statistical analysis

Statistical analysis was performed according to respective data type and its underlying distribution.
We performed cluster-based permutation tests correcting for multiple comparisons on the sensor
level (see above). Confidence intervals (95%) were calculated by bootstrapping the mean across the
z-scored TRFs of the single subjects (Efron, 1979). The amplitude peak differences were tested using
a two-sided t-test. Arithmetic and circular statistical analysis on phase angles were performed using
the toolbox circstat2012a (Berens, 2009), including the Hotelling paired-samples test (Zar, 1999).
Since we observed that pre-requisites for a Hotelling paired-sample test weren’'t always met, we
performed a non-parametric permutation test by shuffling the labels (20,000 permutations) of the
to-be-tested data and obtaining a Hotelling paired-sample test statistic for every permutation.
Reported p-values (pperm) refer to the relative number of permutations that the test returned a higher
F statistic than the empirical data. Confidence slices (i.e. circular confidence intervals; 95%) were
calculated by bootstrapping the circular mean across phase angles of the single subjects (Efron,

1979).
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Results

After each five-minute block, subjects were asked to rate the difficulty of listening to the to-be-
attended talker on a color bar ranging from red (difficult = 1) to green (easy = 10). The average
difficulty ratings strongly varied between subjects (mean: 5.2, SD: 2.2, range: 2.3-8.9). No difference
in difficulty ratings for of listening to the female versus male talker was found (paired t-test, t1;=1.17,
p = 0.26). With respect to successful attending, participants were asked to answer four multiple-
choice questions on the content of the to-be-attended audiobook after each five-minute block. The
percentage of correctly answered questions was far above chance (25%) for all participants (mean:

81%, SD: 9%, range: 60-96%). All participants were thus able to follow the to-be-attended talker.

Classification accuracy

To get a general estimate of which EEG channels and which voxels show signatures of selective
neural processing, we detected the attended talker by forward prediction of EEG signals (see
methods). We obtained highest classification accuracy of approximately 80% at fronto-central
channels, slightly lateralized towards temporal channels (Fig. 1D). The source localization revealed
that high classification accuracy was mainly driven by temporal channels, where we found

classification accuracy within single voxels of up to 78% (Fig. 1D).

Attention-modulated neural responses to concurrent speech

Next, we assessed in greater detail the unfolding of attentional selection of to-be-attended speech
in time. To this end, we assessed the most prominent response components and their modulation
by attention independent of our SNR manipulation (i.e., we estimated the TRFs from the balanced
SNR trials of 0 dB). We inspected both the TRFs to the attended and ignored talker individually (Fig.
2A&B), as well as the difference between the TRFs to the attended and ignored talker (Fig. 3C) to

examine signatures of selective neural processing.

Three prominent components (P1ts, N1, P2 Fig. 2A) were identifiable with notable consistency
across individual subjects. The latter two components were absent in the TRF to the ignored talker
and thus indicated selective neural processing. All three components (P1twr, N1, P2ws) mainly
localized to superior and inferior temporal regions (Fig. 2A). Note that the source localizations of the
two latter components (N1ws P2mwe) compared well to the source localization of enhanced

classification accuracy (Fig. 1D).

First, an early positive component (termed P 1) appeared in the TRFs to the attended (Fig. 2A, 24-
88 ms, p = 2x107%) and ignored (Fig. 2B, 24-112 ms, p = 2x107) talkers, but without any attention-
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related difference (Fig. 2Q). Latency, polarity, and topography of this component compared well to

a P1 as found in auditory evoked potentials (AEPs).

Second, a later negative deflection (termed N 1) was only present in the TRF to the attended talker
(Fig. 2A; 112-176 ms, p = 5x107*). This component was significantly increased in magnitude (i.e.,
more negative) for the attended versus the ignored talker (Fig. 2C, 80-176 ms, p = 5x107).
Noteworthy, the significant attentional modulation of this component (attended-ignored) started
already at a time lag of 80 ms, when both the TRF to the attended and to the ignored talkers were

still in positive deflection.

Third, a positive deflection between 200 and 300 ms (termed P2qgs; Fig. 2A, 216-304 ms, p = 5x107%),
was again only present in the TRF to the attended talker. This component mainly drove the
significant difference between the responses to the attended and ignored talker (Fig. 2C, p=2x107%).
In the same time interval, a comparably long negative deflection was found in the TRF to the ignored
talker (Fig. 2B, 248-424 ms, p = 2x107). This component was in anti-phase to the P2 found in the
TRF to the attended talker (Fig. 2A). Effectively, this also enhanced the late, attended-ignored
difference in the P2 time range (Fig. 20).

Lastly, a late negative deflection of the response to the attended talker (Fig. 2A, 360-384 ms, p =
0.03) was found, but no equivalent cluster occurred in the difference between the TRFs to the

attended and ignored talker (Fig. 2C). Hence, this cluster was excluded from further inspections.

Sustained phase-locking of TRFs for attended speech

To further investigate how attention modulates the TRF components, we inspected TRF phase
coherence (1-8 Hz) across individual trials. TRF phase coherence to both the attended and the
ignored talker peaked at around 100 ms (Fig. 2D), before decaying back to baseline at around 300
ms. This decay of phase coherence, however, was more pronounced in the TRF of the ignored talker
(Fig. 2D, p = 0.01 at left fronto-central EEG channels). On the source level, this attention-related
difference in TRF phase coherence was strongest in the left anterior temporal lobe, where we also

found maximal classification accuracy (Fig. 1D).
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Figure 2: Temporal response functions (TRF) to continuous speech of concurrent talkers under
balanced SNR (0 dB). Z-scores of TRFs depict average across subjects. Z-scores were obtained by
testing the distribution of single-trial TRF weightings against zero at single EEG channels. TRFs shown
are averaged across channels of interest. Confidence bands (95%) were obtained by bootstrapping.
Black horizontal lines indicate time ranges of significant difference from zero obtained from a cluster-
based permutation test at the group level. Topographic maps show z-scores of clusters averaged
across the cluster time range. Highlighted channels are part of the significant clusters. Source
localizations show the 35% most strongly contributing voxels. A) Responses to the attended talker
clearly show a cascade of three components (P 1w—N1w—P21rs). B) Responses to the ignored talker
only show a Pl whereas the N1 and P2 are suppressed. C) Significant differences between
neural responses to the attended and ignored talker are present in the N1rge-and P2rge-timerange.
D) TRF phase coherence (1-8 Hz) shows sustained phase coherence in the TRFs to the attended vs.
ignored talker.

Phase coherence

0

Varying signal-to-noise ratio differentially affects neural responses to attended versus
ignored speech

Next, we analyzed the impact of a varying SNR on the TRFs identified in response to SNR =0 dB. To

this end, we contrasted the TRFs of the two extreme conditions, -6 vs. +6 dB (Fig. 3).
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The TRFs to the attended talker (Fig. 3A) showed significant SNR differences during two time
intervals, first at around 100 ms (72-136 ms, p = 2x107) and second around 200 ms (176-232 ms, p
=2x107%). These differences occurred in the transition between components (P 11z to N 11z, and N11ze
to P2e). This was consistent with the visual impression of the TRFs being similar in morphology, yet

delayed under an SNR of -6 dB compared to +6dB.

The TRFs to the ignored talker (Fig. 3B) also showed such an SNR-related delay, captured by a
negative cluster (96-104 ms, p = 0.04). Two later additional components appeared under an SNR of
-6 dB compared to +6 dB selectively for ignored speech: the first (160-176 ms, p = 0.02) localized to
temporal regions, and the second localized to parietal regions (240-280 ms, p = 0.004). This parietal

localization clearly differentiated this detrimental-SNR, ignored-speech component from all others.

Exploratory inspection of TRF phase coherence (1-8 Hz; Fig. 3D) across SNRs gave further evidence
for a superimposed neural mechanism being involved in the suppression of the ignored talker. The
TRF to the ignored talker exhibited significantly enhanced phase coherence under an SNR of -6 dB
(vs. +6 dB), again in the time range of the late P2z and again at parietal EEG channels (232-248, p =
0.005). No such change was observable in the TRF to the attended talker (Fig. 3D inset). In source
space, this enhanced phase coherence localized to the dorsal anterior cingulate (dACC), spreading
into parietal regions. This is further, if exploratory, evidence for an additional neural mechanism

originating from non-auditory, supra-modal regions in the suppression of the ignored talker.
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Figure 3: Temporal response functions (TRF) to continuous speech for signal-to-noise ratios of
—6 vs. +6 dB. Z-scores of TRFs depict average across subjects. Z-scores were obtained by testing
distribution of single-trial TRF weightings against zero at single EEG channels. TRFs shown are
averaged across channels of interest. Confidence bands (95%) were obtained by bootstrapping.
Black horizontal lines indicate time ranges of significant difference between -6 vs. +6 dB obtained
from a cluster-based permutation test at the group level. Topographic maps show z-scores of
clusters averaged across the cluster time range. Highlighted channels are part of the significant
clusters. Source localizations show the 35% most strongly contributing voxels. A) Responses to the
attended talker are delayed under an SNR of -6 dB compared to +6 dB. B) Under an SNR of -6 dB, a
late component appeared, which was localized in parietal and frontal regions. C) The components
of the difference between the responses to the attended and ignored talker are differently affected
by a varying signal-to-noise ratio. Note that TRF under 0 dB is only shown in C for better overview.
D) TRF phase coherence (1-8 Hz) of TRFs to the attended (inset) and ignored talker under the
different SNRs.

Unfolding of a noise-invariant representation of the attended talker: TRF magnitude

A central question was how the SNR (i.e., bottom-up acoustic conditions) affects the difference in
attending versus ignoring speech (i.e., the top-down attentional set), which is shown in detail in
Figure 3C. Crucially, in order to account for observed latency shifts in the TRFs, we here also inspected
the amplitude differences (attended—ignored) at individual participants’ peaks of the TRF

components (shown in Figure 4 A&B).
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During the early time interval of the P1w, the TRF difference (attended-ignored) indicated that a
higher relative sound intensity evoked a more positive P1w amplitude, independent of being
attended or ignored (16-72 ms, p = 2x107%). The Pl peak amplitude difference (attended vs.
ignored, Fig. 4B) showed no significant difference from zero under an SNR of 0 dB (one-sample t-test,
ti7 = -0.01, p = 0.99), whereas under an SNR of -6 dB, all but two subjects showed a negative
difference (t;;=-6.2, p= 1x107°) and all subjects showed a positive difference under an SNR of +6 dB
(t;y= 5.8, p = 2x107°). This linear trend was reflected in the highly significant differences between
SNRs (-6 vs. 0 dB: t17=6.0, p=1.5x107>,0 vs. +6 dB: t;=5.8, p=2x10",-6 dBvs. +6 dB: t;;=7.3,p =
1.3x10°°). This contrast of the three SNRs centered around zero, which indicates that the P

amplitude is purely driven by the varying SNR, with the absence of any attention-related influence.

The N1 was more negative to the attended vs. ignored talker under all SNRs. Critically, the TRF
difference (attended-ignored) of this attentional modulation of the TRF further increased (i.e., larger
negativity in the neural response; Fig. 3C, 104-144 ms, p = 5x107%) under a more favorable SNR (-6
vs. +6 dB). The N1 peak amplitude difference (attended vs. ignored, Fig. 4B) turned out to be
generally affected by attention, since across all SNRs, a more negative TRF (negative offset) could be
detected in the response to the attended talker, resulting in significant differences from zero under
all SNRs (one-sample t-test, -6 dB: t;;=-3.6, p = 0.002; 0 dB: t;; =-8.1, p=3x107;+6 dB: t;;=8.8, p =
107). Interestingly, the negativity of the N1+ increased with a more favorable SNR (negative slope
across SNRs in Fig. 4B), which was reflected in a significant difference between SNRs (paired sample
t-test, -6 dB vs. 0 dB: t;; =-2.5, p = 0.02; 0 dB vs. +6 dB: t;;=-4.4, p = 4x10™* -6 dB vs. +6 dB, t;7= -
4.7, p=2x10"). Thus, the N1z peak amplitude was always more negative in the TRF to the attended
talker, which indicates a consistent signature of selective neural processing. However, the N1

magnitude was not entirely robust against varying acoustic conditions.

Lastly, the magnitude of the TRF difference (attended-ignored) in the P2 interval was remarkably
constant across SNRs (Fig. 3C). However, the delay (for -6 vs. 6 dB) and the additional componentin
the response to the ignored talker at an adverse SNR of -6 dB (Fig. 3B) might indicate an additional
mechanism being involved during that comparably late interval of the responses to the concurrent
talkers. Finally, the P2 peak amplitude difference (attended-ignored, Fig. 4B) showed an increased
response to the attended talker under all SNRs (one-sample t-tests, -6 dB: t;;= 4.8, p = 2x10% 0 dB:
ti7=7.6,p=8%107;+6 dB: t;;= 8.8, p=107). In contrast to the N1 amplitudes, the P2 amplitudes
were not modulated by SNR (paired sample t-test, -6 dB vs. 0 dB: t;; =0.3, p=0.77; 0 dB vs. +6 dB: t17
= 0.8, p =04, -6 dB vs. +6 dB, t;;=0.95, p = 0.35). This indicates the P2 amplitude to be robust

against a varying SNR and solely driven by attention.
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In sum, whether a talker was attended or ignored did not affect early TRF components (Fig. 4B; P 11ze)
but only the later components (Fig. 4B; N1 & P2s). In contrast, the impact of SNR was large for
early (P1me & Nir) but absent for late neural response components (P2rws). Thus, the peak
amplitudes of the TRFs indicate that the neural representation of concurrent speech within the first
~400 ms becomes gradually more biased towards the attended talker and becomes gradually more

SNR-invariant

A
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_?’ on response components. A) The attended-
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Unfolding of a noise-invariant representation of the attended talker: TRF phase

In the section above we controlled for latency shifts of TRF components in order to investigate effects
of SNR and attention on TRF amplitude. Here, to also investigate latency-specific effects of attention
and SNR on neural response components, we determined the individual instantaneous phase of the
TRFs (see Methods). Specifically, we investigated the SNR-dependent phase difference (attended-
ignored) by extracting phase angles at the time lags of the three prominent TRF components for
every single subject. Fig. 4C shows the attended-ignored phase difference of the three prominent
components (Pl N1, P2mwe) under the three different SNRs (-6, 0, +6 dB). Analogous to the
analysis of the components’ amplitude, we can assume that a phase difference under an SNR of 0 dB
is purely attention-related, whereas the change of the phase difference across SNR levels is due to

the varying acoustics.

Interestingly, in the P1 we found a phase difference (attended-ignored) under an SNR of 0 dB
(Hotelling paired-sample test, mean: 0.34 rad, F2,16= 7.3, pperm = 0.002). Since the sound intensity was
balanced, this delay indicates that the response to the attended talker is leading already at the early
stage of the P1w. This phase difference was also modulated by SNR. Under the favorable SNR of +6
dB, this early phase difference (attended-ignored) further increased (Hotelling paired-sample test,
mean: 0.72 rad, F216= 59.2, pperm = 4x107), whereas under the adverse SNR of -6 dB, it diminishes
(Hotelling paired-sample test, mean: -0.01 rad, F216= 0.016, pperm = 0.99). Contrasting the phase
difference under an SNR of -6 dB against +6 dB confirmed a significant increase of phase difference
due to a more favorable SNR (Hotelling paired sample test, mean: -0.72 rad, Fz16 = 12.1, pperm =
5.5x10™). The early attended-ignored phase difference in Pl indicates an early attentional

selection.

In the N1+, an even stronger phase difference (attended-ignored) was found. Under the balanced
SNR of 0 dB, we found a significant phase difference (attended-ignored) under the balanced SNR of
0 dB (Hotelling paired-sample test, mean: 1.1 rad, F,16 = 554.3, pperm = 3.8x107%, Fig. 4C, center).
Comparable to the Pl the phase difference was modulated by SNR. Under the favorable SNR of
+6 dB, a further increase of the phase difference (attended-ignored) was present (Hotelling paired-
sample test, mean: 1.2 rad, F16= 27.2, pperm = 0.029). Under the adverse SNR of -6 dB, the phase
difference (attended-ignored) was not significant (Hotelling paired-sample test, mean: 0.39 rad, F,16
= 66.8, pperm = 0.44), but the confidence slice indicated an evolving phase difference even under the
adverse SNR of -6 dB. Contrasting the phase difference under an SNR of -6 dB against +6 dB revealed
a significant increase of phase difference due to a more favorable SNR (Hotelling paired-sample test,

mean: -0.94 rad, F;:6=4.3, p = 0.03). Note that even though we found a phase difference in the N1+g,
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this phase difference was not exceeding n/2 (i.e. 90°). Thus, we cannot speak of a counter-phasic

relationship at this stage.

Strikingly, the later P2 showed an attended-ignored phase difference under all SNRs (Hotelling
paired-sample test, -6 dB: mean: -2.8 rad, F,,16= 62.5, pperm = 4%107%, 0dB: mean: -2.7 rad, F,1s= 37.6,
Pperm = 4%107%, -6 dB: mean: -2.5 rad, Fy16 = 42.7, pperm = 5x107, Fig. 4C, right). In contrast to the
preceding components, the phase difference under an SNR of -6 dB against +6 dB revealed no
significant increase of phase difference due to a more favorable SNR (Hotelling paired-sample test,
mean: -0.13 rad, F16 = 0.64, ppem = 0.55). Comparable to the amplitude differences, the almost
counter phasic relationship between TRFs to the attended and ignored talker (which reflects in phase
angles of the attended-ignored difference close to £m) present under all SNRs indicates an SNR-

invariant selective neural processing of the concurrent talkers.
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Discussion

In the present study, human listeners attended to one of two concurrent talkers under continuously
varying signal-to-noise ratio (SNR). Forward modeling revealed neural responses to the temporal
envelopes of individual talkers and their modulation by both, top-down attentional set, and bottom-
up SNR. The model response yielded a clear succession of P1-N1-P2-like components, localized in
auditory temporal regions, with attention-classification accuracies around 80%. While a distinction
between different SNR levels occurred for earlier components (P1 and N1), separation between
attended and ignored talkers unfolded later in time (N1 and P2), establishing an SNR-invariant
representation of attended speech. Critically, under the most adverse SNR, distinct late components
in the modeled response to ignored speech originating in a supra-modal attentional network

indicate suppression of irrelevant acoustic input.

Neural responses reflect unfolding of a noise-invariant representation of attended speech

In accordance with previous studies on neural tracking of auditory stimuli in EEG (e.g. Power et al.,
2012), three prominent components from the modeled TRFs to the attended talker were selected for
further investigation (Fig. 2A; P1e, N1we and P2+). Akin to the more classically studied auditory
evoked potential (AEP), we interpret the TRF as a sequence of components reflecting consecutive

stages of (selective) neural processing along the auditory pathway (for review see: Picton, 2013).

The P1we peak amplitude was strongly dominated by the saliency of the talkers (i.e. the SNR
variation), independently from being attended or ignored. This agrees with the supposed role of the
P1, described as reflecting mostly bottom-up processing (Herrmann et al., 2013). At this relatively
early stage of auditory processing, the relevant spectro-temporal features of the acoustic input
might be extracted. Attentional modulations at this component have rarely been described (Giuliano
etal. 2014; cf. Picton & Hillyard 1974; Ding and Simon, 2012b). In the present data, the only signature
of selective processing during the Pl was the slight forward-shift in phase for the Pl to the
attended compared to the ignored talker (Fig 4C), which most likely results from the more negative
N1 to the attended talker. This early phase shift is suggesting that as soon as relevant features of
the attended talker are identified at the stage of the P11, the N1 is evoked (Fig 2A), whereas no
N1 is elicited by irrelevant features leading to a longer sustain (and phase shift) of the P1+ (Fig
2B), which, in line with Chait et al. (2010), also leads to a relatively early TRF difference
(attended—ignored) emerging at 80 ms (Fig 2C).

The N1r was strongly selective towards the attended talker, both in terms of magnitude and phase
differences between the modeled response to the attended and the ignored talker. In AEPs,

comparable effects have been observed (e.g. Hillyard et al., 1973; Nataanen et al., 1981). The N1 can
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be regarded as the pivotal stage of attentional selection, decisive upon the ‘perceptual fate’ of
concurrent speech signals. First, this negative-going deflection of the modeled response functionin
the 100-150 ms time window is the most robustly replicated TRF component (Ding & Simon, 2012a,
Ding & Simon, 2012b). Second, the most likely generators of the auditory N1 are located in superior
temporal gyrus (STG; Obleser et al., 2004b; Scherg et al., 1989; Tavabi et al., 2007; see also Figs. 2,3),
a region shown to hold strongly attentionally biased representations of speech (e.g. Obleser et al.,
2004a). Recent attempts to directly reconstruct attended and ignored speech from the gamma-band
electrocorticographic response to mixed speech from STG revealed a representation of the attended
speech signal with a fidelity that approaches clean speech (Mesgarani and Chang, 2012). Thus, at the
level of the STG, with a delay of about 100 to 150 ms, a speech signal that is being successfully
ignored is virtually absent. Here, however, we demonstrate that this attentional selectivity of the

N1z is not SNR-invariant, but benefits from better SNR.

The modulation of magnitude, phase and likely generators of the ensuing P2 component
demonstrate how such a robust neural representation of attended speech might be brought about:
The P2z was found to be strongly selective towards the attended talker. In contrast to the N1+, the
strength of this selectivity was not affected by adverse SNRs (Fig. 4B,C). A robust representation of
the attended signal at the P2 is in line with previous findings: Fuglsang et al. (2017) exposed
participants to a cocktail-party scenario of varying reverberation and found the P2z most robust. Di
Liberto et al. (2015) also suggested the P2 to reflect an enhanced, post-categorical stage of speech
processing along the auditory pathway. Taken together, those findings suggest that the P2 reflects
a neural stage by which the representation of the attended signal has been largely isolated from

distracting sources.

Using the forward encoding model including all its components, the detection of the attended talker
revealed enhanced classification accuracy (i.e., attentional selectivity) at fronto-temporal sites, which
is in line with previous findings in backward models (O’Sullivan et al., 2014; Mirkovic et al., 2015;
Fuglsang et al., 2017). Crucially, we show that the enhanced classification accuracy mainly emerges
from auditory brain areas, namely superior and middle temporal cortex (Fig. 1D) and show which
components (N1, P2) are driving this attentional selectivity and how those components are

affected by varying acoustical conditions.

Notably, previous studies had remained incongruent with respect to what might be the earliest
cortical signature of selective attention in such a concurrent-speech setup (Power et al., 2012; Kong
etal,, 2014; O'Sullivan et al.,, 2014). By comparison, our findings indicate that the attentional effort of
selective neural processing is discernable within the N1+ window only if the concurring stimuli are
spatially non-segregated. In an AEP study, Lange (2012) also related the N1 to temporal (but not
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spatial) attention. However, Forte et al. (2017) found mechanisms of auditory selective attention
already at the brainstem level. Upon further experimentation, effects of selective neural processing

on the components of the TRF seem to strongly depend on the cues available for talker segregation.

To our knowledge, the instantaneous phase of TRFs has not been analyzed before. We argue here
that the unfolding anti-phasic TRF for attended vs. ignored speech not only indicates amplification
of relevant but also active inhibition of irrelevant acoustic input (Fig. 4C). In the P2, the attentional
selection not only suppresses the response to the ignored talker (which would resultin an amplitude
but not a phase difference), but rather responds in an anti-polar fashion. Phase-related sensitivity
and attention effects have been found both in the visual and in the auditory domain (Spaak et al.,
2014; Lakatos et al., 2008; Henry and Obleser, 2012). Here we show that attention establishes such

an anti-phasic relationship, which reflects active inhibition of the ignored talker by (Fig. 2A,B).

In general, it is likely that further decreases in SNR beyond -6 dB will prevent the neural extraction
(~P1f) and amplification (~N1) of the relevant features of the attended talker due to extensive
energetic masking by the ignored talker. Ding and Simon (2013) estimated such a breakdown of the
neural tracking of attended speech in noise to occur between -6 and -9 dB in MEG. Critically, the
present data show that this selectivity might stay intact down to an SNR of -6 dB due to the support

by additional neural mechanisms, as will be discussed in the next section.

Late distractor suppression by a non-auditory, supra-modal attention network

Under the adverse SNR of —6 dB compared to +6 dB, our analysis revealed an enhanced response to
the ignored talker in the P2 time range consisting of a positive and a negative component (Fig. 3B).
Together with the late increase in phase coherence (Fig. 3D), we interpret this additional component
as a signature of active suppression of the ignored talker emerging from non-auditory, supra-modal
regions, which are part of the fronto-parietal attentional or global-demand network (Woolgar et al.

2016).

Under the assumption that such active suppression is costly to the cognitive system, it has been
suggested that it is only deployed if necessary (Chait et al., 2010). Neural signatures for active
suppression of irrelevant signals during late (~200 ms) AEPs have been examined before (Melara et
al,, 2002; Chait et al., 2010). Pomper and Chait (2017) related enhanced centro-parietal activity in the
theta band (4-7 Hz) to enhanced top-down control. None of these studies, however, had reported
these signatures of suppression to originate from the dorsal anterior cingulate (dACC), a key region
in adaptive control of effortful listening (e.g., Vaden et al., 2016; Erb et al., 2013) and showing here

increased TRF phase coherence for hard-to-ignore speech (Fig. 3D).

25


https://doi.org/10.1101/238642

bioRxiv preprint doi: https://doi.org/10.1101/238642; this version posted December 22, 2017. The copyright holder for this preprint (which
was not certified by peer review) is the author/funder. All rights reserved. No reuse allowed without permission.

Conclusions

The present data show how components of the unfolding temporal response function as identified
in a forward encoding model reflect distinct neural stages of attentional filtering. These stages
contain the initial, attention-independent encoding of acoustic signals; the extraction and
amplification of relevant features; and lastly a robust, purely attention-driven response to attended
acoustic signals. A phase-locked, active-suppression response to ignored acoustic signals originates
from supra-modal attentional networks. In sum, with a design closer to real-life listening scenarios,
our study provides insight into how selective neural processing of attended speech unfolds and is

upheld under varying degrees of listening demand.
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