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Abstract

Inference for population genetics models is hin-
dered by computationally intractable likelihoods.
While this issue is tackled by likelihood-free meth-
ods, these approaches typically rely on hand-
crafted summary statistics of the data. In com-
plex settings, designing and selecting suitable
summary statistics is problematic and results are
very sensitive to such choices. In this paper,
we learn the first exchangeable feature represen-
tation for population genetic data to work di-
rectly with genotype data. This is achieved by
means of a novel Bayesian likelihood-free infer-
ence framework, where a permutation-invariant
convolutional neural network learns the inverse
functional relationship from the data to the poste-
rior. We leverage access to scientific simulators
to learn such likelihood-free function mappings,
and establish a general framework for inference
in a variety of simulation-based tasks. We demon-
strate the power of our method on the recombina-
tion hotspot testing problem, outperforming the
state-of-the-art.

1. Introduction

Statistical inference in complex population genetics models
is challenging, as the likelihood is often both analytically
and computationally intractable. These models are usu-
ally based on the coalescent (Kingman, 1982), a stochastic
process describing the distribution over genealogies of a ran-
dom sample of chromosomes from a large population. Un-
fortunately, standard coalescent-based likelihoods require
integrating over a large set of correlated high-dimensional
combinatorial objects, rendering classical inferential tech-
niques inapplicable. This limitation can be overcome by
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likelihood-free methods such as Approximate Bayesian
Computation (ABC) (Beaumont et al., 2002) and deep learn-
ing (Sheehan & Song, 2016). These approaches leverage
scientific simulators to draw samples from the generative
model, and reduce population genetic data to a suite of
summary statistics prior to performing inference. However,
hand-engineered feature representations typically are not
statistically sufficient for the parameter of interest, leading
to loss in accuracy. In addition, these statistics are often
based on the intuition of the user, need to be modified for
each new task, and, in the case of ABC, are not amenable to
hyperparameter optimization strategies since the quality of
the approximation is unknown.

Deep learning offers the possibility to avoid the need for
hand-designed summary statistics in population genetic in-
ference and work directly with genotype data. The goal of
this work is to develop a scalable general-purpose inference
framework for raw genetic data, without the need for sum-
mary statistics. We achieve this by designing a neural net-
work which exploits the exchangeability in the underlying
data to learn feature representations that can approximate
the posterior accurately.

As a concrete example, we focus on the problem of re-
combination hotspot testing. Recombination is a biological
process of fundamental importance, in which the reciprocal
exchange of DNA during cell division creates new combi-
nations of genetic variants. Experiments have shown that
some species exhibit recombination hotspots, that is, short
segments of the genome with high intensity recombination
rates (Petes, 2001). The task of recombination hotspot test-
ing is to predict the location of recombination hotspots given
genetic polymorphism data. Accurately localizing recombi-
nation hotspots would illuminate the biological mechanism
that underlies recombination, and could help geneticists
map the alleles causing genetic diseases (Hey, 2004). We
demonstrate in experiments that we achieve state-of-the-art
performance on the hotspot detection problem.

Our contributions focus on addressing major inferential
challenges of complex population genetic inference. In Sec-
tion 2 we review relevant lines of work in both the fields
of machine learning and population genetics. In Section 3
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we propose a scalable Bayesian likelihood-free inference
framework for exchangeable data, which may be broadly
applicable to many population genetic problems as well as
more general simulator-based machine learning tasks. The
application to population genetics is detailed in Section 4.
In particular, we show how this allows for direct inference
on the raw population genetic data, bypassing the need for
ad hoc summary statistics. In Section 5 we run experiments
to validate our method and demonstrate state-of-the-art per-
formance in the hotspot detection problem.

2. Related Work

Likelihood-free methods like ABC have been widely em-
ployed in population genetics (Beaumont et al., 2002;
Boitard et al., 2016; Wegmann et al., 2009; Sousa et al.,
2009). In ABC the parameter of interest is simulated from
its prior distribution, and data are subsequently simulated
from the generative model and reduced to a pre-chosen set
of summary statistics. These statistics are compared to the
summary statistics of the real data, and the simulated param-
eter is weighted according to the similarity of the statistics
to derive an empirical estimate of the posterior distribution.
However, choosing summary statistics for ABC is challeng-
ing because there is a trade-off between loss of sufficiency
and computational tractability. In addition, there is no direct
way to evaluate the accuracy of the approximation.

Other likelihood-free approaches have emerged from the
machine learning community and have been applied to pop-
ulation genetics, such as support vector machines (SVMs)
(Schrider & Kern, 2015; Pavlidis et al., 2010), single-layer
neural networks (Blum & Francois, 2010), and deep learn-
ing (Sheehan & Song, 2016). The connection between
likelihood-free Bayesian inference and neural networks has
also been studied previously by Jiang et al. (2015) and Papa-
makarios & Murray (2016). An attractive property of these
methods is that, unlike ABC, they can be applied to multi-
ple datasets without repeating the training process, which
is commonly referred to as amortized inference. However,
current practice in population genetics collapses the data
to a set of summary statistics before passing it through the
machine learning models. Therefore, the performance still
rests on the ability to laboriously hand-engineer informative
statistics, and must be repeated from scratch for each new
problem setting.

The inferential accuracy and scalability of these methods
can be improved by exploiting symmetries in the input data.
Permutation-invariant models have been previously stud-
ied in machine learning for SVMs (Shivaswamy & Jebara,
2006) and, recently, gained a surge of interest in the deep
learning literature. Recent work on designing architectures
for exchangeable data include Ravanbakhsh et al. (2016),
Guttenberg et al. (2016), and Zaheer et al. (2017), which

exploit parameter sharing to encode invariances. To our
knowledge, no prior work has been done on learning feature
representations for exchangeable population genetic data.

We demonstrate these ideas on the problem of recombi-
nation hotspot testing. To this end, several methods have
been developed (Fearnhead, 2006; Li et al., 2006; Wang &
Rannala, 2009). However, none of these are scalable to the
whole genome, with the exception of LDhot (Auton et al.,
2014; Wall & Stevison, 2016), so we limit our comparison
to this latter method. LDhot relies on a composite likeli-
hood, which can be seen as an approximate likelihood for
summaries of the data. It can be computed only for a re-
stricted set of models (i.e., an unstructured population with
piecewise constant population size), is unable to capture
dependencies beyond those summaries, and scales at least
cubically with the number of DNA sequences. The method
we propose in this paper scales linearly in the number of
sequences while using raw genetic data directly.

3. Methodology

In this section we propose a flexible framework to address
the shortcomings of current likelihood-free methods. Al-
though motivated by population genetics, we first lay out
the ideas that generalize beyond this application. We de-
scribe the exchangeable representation in Section 3.1 and
the training algorithm in Section 3.2, which are combined
into a general likelihood-free inference framework in Sec-
tion 3.3. The statistical properties of the method are studied
in Section 3.4.

3.1. Feature Representation for Exchangeable Data

Population genetic datapoints x(*) typically take the form
of a binary matrix, where rows correspond to individu-
als and columns indicate the presence of a Single Nu-
cleotide Polymorphism (SNP), namely a nucleotide vari-
ation at a given location of the DNA. For unstructured
populations the order of individuals carries no informa-
tion, hence the rows are exchangeable. More generally,
given data X = (x( ... x(™)) where x() ¢ R"*¢

and x® = (2", ... 2) ~ P(x | 69), we call X
exchangeably-structured if, for every i,
P(af, a1 00) = P(al)), o2l 109),

for all permutations o of the indices {1,...,n}.

To obtain an exchangeable feature representation of geno-
type data, we proceed as follows. Let & : R? — R%
be a feature mapping. We apply a symmetric function
g : Rm*di 5 R? to the feature mapped datapoint to ob-
tain g (@(xgz) )y, (2 )). a feature representation of the
exchangeably-structured data. This representation is very
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general and can be adapted to various machine learning
settings. For example, ® could be some a priori fixed
feature mapping (e.g. a kernel or summary statistics) in
which case g should be chosen such that the resulting fea-
ture representation remains informative. More commonly,
the mapping ® needs to be learned (such as in kernel logis-
tic regression or a deep neural network), hence we choose
some fixed g such that subgradients can be backpropagated
through g to ®. Some examples of such a function g in-
clude the element-wise sum, element-wise max, lexico-
graphical sort, or higher-order moments. Throughout the
paper, we choose to parameterize ¢ with a neural network
and choose ¢ to be the element-wise max function, such
that g; = max (®(2\");,...,®(«4);). A variant of this
representation is proposed by Ravanbakhsh et al. (2016) and
Zaheer et al. (2017).

This embedding of exchangeably-structured data into a vec-
tor space is suitable for many tasks such as regression or
clustering. We focus on inference in which the objective
is to learn the function f : R"*¢ — Pg, where O is the
space of all parameters 6 and P is the space of all prob-
ability distributions on ©. Endowed with our exchange-
able feature representation, a function h : R — Pg
can be composed with our symmetric mapping to get
f = (hog) (@(xg’)), e @(xg))) For simplicity, through-
out the rest of the paper we focus on binary classification
where 8 € {0,1}, so that Py can be parameterized by
P9 = 1| x(*), ¢), where ¢ are nuisance parameters and /
is parameterized as a neural network such that both / and ®
can be learned via backpropagation with a cross entropy loss.
Specifically, we will apply this construction to infer the pres-
ence of recombination hotspots, indicated by the parameter
0. The posterior P(6 = 1 | x(¥), ¢) is estimated by a soft
max application so that the output is defined on [0, 1]. This
exchangeable representation has many advantages. While
it could be argued that flexible machine learning models
could learn the structured exchangeability of the data, encod-
ing exchangeability explicitly allows for faster per-iteration
computation and improved learning efficiency, since data
augmentation for exchangeability scales as O(n!). Enforc-
ing exchangeability implicitly reduces the size of the input
space from R™* to the quotient space R"*¢/S,,, where
Sy, is the symmetric group on n elements. A factorial reduc-
tion in input size leads to much more tractable inference for
large n. In addition, choices of g where ds is independent
of n (e.g., element-wise operations with output dimension
independent of n) allows for a representation which is ro-
bust to differing number of exchangeable variables between
train and test time. This property is particularly desirable
to construct feature representations of fixed dimension even
with missing data.

3.2. Simulation-on-the-fly

In statistical decision theory, the Bayes risk for prior 7(6) is
defined as R = infr ExEg.[(0, T(x)], with [ being the
loss function and 7" an estimator. The excess risk over the
Bayes risk resulting from an algorithm A with model class
F can be decomposed as

Re(fa) = Ry = (Ra(fa) = Ba())
optimization error

+ (Re(F) = jut Bx()) + ( Jul Ret() = 7).

estimation error approximation error

where f 4 and f are the function obtained via algorithm A
and the empirical risk minimizer, respectively. The terms
on the right hand side are referred to as the optimization,
estimation, and approximation errors, respectively. Often
the goal of statistical decision theory is to minimize the ex-
cess risk, motivating algorithmic choices to control the three
sources of error. For example, with supervised learning,
overfitting is a result of large estimation error. Typically,
for a sufficiently expressive neural network optimized via
stochastic optimization techniques, the excess risk is domi-
nated by optimization and estimation errors.

When we have access to scientific simulators, the amount
of training data available is limited only by the amount of
computational time available for simulation, so we propose
simulating each training datapoint afresh such that there
is exactly one epoch over the training data. We refer to
this as simulation-on-the-fly. A similar setting is commonly
used in the reinforcement learning literature, a key to recent
success of deep reinforcement learning in applications such
as games (Silver et al., 2016; 2017), though it is rarely
utilized in supervised learning since access to simulators
is usually unavailable. In this setting, the algorithm is run
for many iterations until the estimation error is sufficiently
small, eliminating the pitfalls of overfitting. With fixed
training data, additional iterations after the first epoch are
not guaranteed to further minimize the estimation error.
Furthermore, simulation-on-the-fly guarantees R ( f) ~
infter R(f), and given that inf rc r R (f) ~ R by the
Universal Approximation Theorem (Cybenko, 1989), we
can conclude that R, (f) ~ R*. The risk surface is much
smoother than that for fixed training sets (shown empirically
in Section 5). This reduces the number of poor local minima
and, consequently, the optimization error.

An alternative viewpoint of the simulation-on-the-fly
paradigm from the lens of stochastic optimization is to com-
pare the gradients of the two training procedures when A is
restricted to first-order stochastic approximation algorithms.
In order to make explicit the optimization algorithm at hand,
we parameterize the model class F by w € W such that
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fw € Fif and only if w € W where WV is the space of all
possible neural network weights for a fixed architecture. De-
note the empirical risk with respect to the prior 7 () as R.
In the simulation-on-the-fly regime, the ¢-th iteration ap-
proximates the gradient of the population risk V., R ( fw,)
at w by the unbiased random vector

gsim(wt) = thRﬂ'(fwt) + &, (D

where ; is a random vector such that E(&;) = 0 and E(¢; |
gsim(W1), -« -+, gsim(w¢—1)) = 0. On the other hand, for the
fixed training set regime, the ¢-th iteration of the algorithm
approximates the empirical risk gradient V,,, R (f.,) at
w; by the unbiased random vector

gﬁxed(wt) = th Rﬂ(fwt) + gta (2)

where once again E(§;) = 0 and E(§ |
Jfixed(W1)s - - -5 gixed(wi—1)) = 0. A key point is that
while gsxea(w:) is unbiased with respect to Vo, R (fuw,),
it is biased with respect to V,, R:(fw,). Using the
formulation in (2), the fixed training data setting performs
stochastic optimization on the empirical risk R, and
converges to the empirical Bayes risk R;‘r for decaying
learning rate and suitably expressive /. On the other
hand, simulation-on-the-fly in (1) performs stochastic
optimization directly on the population Bayes risk R,
circumventing the bias incurred from using the empirical
Bayes risk as a proxy for the population Bayes risk.

3.3. Likelihood-Free Inference Framework

With an exchangeable feature representation and an opti-
mization procedure in hand, we can now combine these in-
gredients into an inference scheme. Let x, 6, ¢, and -y be the
observed data, the latent parameter of interest, the nuisance
parameters, and the prior hyperparameters, respectively.
The latent parameter 6 can be inferred by drawing sam-
ples from the prior distribution (9, () ~ 7(6, ¢ | v) and
from the density x(¥) ~ P(x | ), ~, ¢(?)), while stochas-
tic optimization under the simulation-on-the-fly paradigm
fits f4(x®) to # in an online manner.

This Bayesian inference framework marginalizes over the
uncertainty of the nuisance parameters. As neural networks
have been empirically shown to interpolate well between
examples, we recommend choosing a diffuse prior, which
makes our trained model robust to model misspecification.

Another question about utilizing machine learning models
for Bayesian inference is the calibration of the posteriors,
since neural networks have been empirically shown to be
overconfident in their predictions. Guo et al. (2017) showed
that common deep learning practices cause neural networks
to poorly represent aleatoric uncertainty, namely the uncer-
tainty due to the noise inherent in the observations. These
calibration issues are a byproduct of the fixed training set

regime but do not apply to simulation-on-the-fly. The soft-
max probabilities are calibrated for a correctly specified
model under simulation-on-the-fly, since for a sufficiently
expressive neural network the minimizer approximates the
true posterior. However, under large model misspecifica-
tion, softmax probabilities should not directly be used as
posteriors since they do not properly quantify epistemic
uncertainty (uncertainty in the model) as they may overcon-
fidently classify outliers dissimilar to the training set. For
recombination hotspot testing, we found that the summary
statistics from the 1000 Genomes dataset (1000 Genomes
Project Consortium, 2015) were similar to the summary
statistics of the simulated data, so for simplicity we use the
softmax probabilities as the posterior.

3.4. Statistical Properties

Our deep learning method exhibits similar asymptotic prop-
erties to those of ABC, with additional guarantees for non-
observed values of x.

In the simulation-on-the-fly setting, convergence to a global
minimum implies that a sufficiently large neural network
architecture represents the true posterior within e-error in
the following sense: for any fixed error e, there exist Hy and
Ny such that the trained neural network produces a posterior
which satisfies

min E [KL(P(@ 1) || PO (6| x;w))} <e ()

for all H > Hy and N > Ny, where H is the minimum
number of hidden units across all neural network layers,
w the weights parameterizing the network, and KL the
Kullback-Leibler divergence between the population risk
and the neural network. Then the following proposition
holds.

Proposition 1. For all x, H > Hy, and N > Ny and for
any fixed error § > 0,

KL(P@ %) [P0 | xw)) <o @)

with probability at least 1 — 5, where W™ is the minimizer

of (3).

We can get stronger guarantees in the discrete setting com-
mon to population genetic data.

Corollary 1. Under the same conditions, if X is discrete
and P(x) > 0 for all x, the KL divergence appearing in (4)
converges to 0 as H, N — oo uniformly for all x.

The proofs are given in the Appendix. Note that it is com-
putationally infeasible to train a neural network such that
H — oo. Instead, we restrict the number of units to some
fixed constant H inducing a model class over learnable
functions Fg. Our training procedure in the asymptotic
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regime for fixed H minimizes the objective function in (3)
as N — oo. Similarly, under the finite sample regime, the
training procedure directly minimizes the projected pop-
ulation risk for the restricted model class. An important
property of neural networks with a finite number of hidden
units is that this restricted model class is quite large and
has been empirically shown to approximate many functions
well, so finite H only introduces minimal error. Further-
more, deep learning has been empirically shown to converge
in only a few thousand iterations for many real-world high-
dimensional datasets (Zhang et al., 2016), hence N need
not approach infinity to obtain a good approximation of
the posterior. We later confirm this finding experimentally.
Hyperparameter optimization in neural networks can be per-
formed by comparing the relative loss of the neural network
under a variety of optimization and architecture settings. On
the other hand, ABC has no such theoretical or empirical
results in the finite sample regime outside of toy examples
in which the likelihood can be approximated, and it has
been shown empirically that the iteration complexity scales
exponentially in the dimension of the summary statistics
due to the curse of dimensionality.

We now show that our neural network learns statistics which
are asymptotically sufficient. While several variants of suf-
ficiency in the Bayesian context have been defined in the
literature (Kolmogoroff, 1942; Furmanczyki & Niemiro,
1998) we focus on the following.

Definition 1. A statistic T'(x) is called prior-dependent
Bayes sufficient if for a parameter 6 and fixed prior 7(6),
the posterior satisfies, for all # and «,

Pr(0 | 2) =P (0 | T(x)).

Proposition 2. Each layer of the neural network trained
via the likelihood-free framework is prior-dependent Bayes
sufficient with respect to w(0) as H — oo and assuming the
optimization for each H converges to the global minimum.

This is proved in the Appendix. The sufficiency of the
exchangeable feature representation ensures that no infer-
ential accuracy has been sacrificed while reducing the data
to an exchangeable feature representation. Each layer of
the neural network is sufficient, allowing this representation
to be used for other tasks. While this notion of sufficiency
does not cover a finite architecture, it allows us to compare
against the asymptotic results of ABC. More details on the
properties of ABC are given in the Appendix.

Another desirable property is having unbiased uncertainty
estimates, namely posterior calibration. Fearnhead & Pran-
gle (2012) note that ABC is asymptotically calibrated as its
kernel bandwidth goes to 0, but not calibrated in general.
Similarly, our deep learning procedure is calibrated as the
number of hidden units H — oo. While neural networks
are difficult to analyze in fixed architecture settings with

nonconvex loss surfaces, we empirically find that our neural
network is calibrated in Section 5.

4. Population Genetics Application

The framework we established overcomes many challenges
posed by population genetic inference. In this setting, each
observation x is encoded as follows. Let xg be the binary
n X d allele matrix with 0 and 1 as the major and minor
alleles respectively, where n is the number of individuals
and d is the number of SNPs. Let x be the n x d matrix
storing the distances between neighboring SNPs, so each
row of x p is identical and the rightmost distance is set to 0.
Define x as the n x d x 2 tensor obtained by stacking xg
and xp. To improve the conditioning of the optimization
problem, the distances are normalized such that they are on
the order of [0, 1]. As mentioned in Section 3.1, this is an
instance of exchangeably-structure data.

The standard generative model for such data is the coales-
cent, a stochastic process describing the distribution over ge-
nealogies relating samples from a population of individuals.
The coalescent with recombination (Griffiths, 1981; Hudson,
1983) extends this model to describe the joint distribution
of genealogies along the chromosome. The recombination
rate between two DNA locations tunes the correlation be-
tween their corresponding genealogies. Population genetic
data derived from the coalescent obeys translation invari-
ance along a sequence conditioned on local recombination
and mutation rates also obeying translation invariance. In
order to take full advantage of parameter sharing, our cho-
sen architecture is given by a convolutional neural network
with tied weights for each row preceding the exchangeable
layer, which is in turn followed by a fully connected neural
network. We choose g as the element-wise max, and the
architecture is depicted in Figure 1.

4.1. Recombination Hotspot Testing

Recombination hotspots are short regions of the genome
(= 2 kb in humans) with high recombination rate relative
to the background recombination rate. To apply our frame-
work to the hotspot detection problem, we define the overall
graphical model in Figure 2. Denote w as a small window
(typically < 25 kb) of the genome such that X, is the pop-
ulation genetic data in that window, and X _,, is the rest.
Similarly, let p,, and p_,, be the recombination map in the
window and outside of the window, respectively. Let g be
the the relative proportion of the sample possessing each
mutation, ) the population size function # the mutation rate,
and h the indicator function for whether the window defines
a hotspot. While p,, and p_,, have a weak dependence
(dashed line) on X _,, and X,, respectively, this dependence
decreases rapidly and is ignored for simplicity. Similarly,
conditioned on ¢, 7 is only weakly dependent on X,,. The
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Figure 1. A cartoon schematic of the exchangeable architecture for population genetics.

Figure 2. Graphical model of recombination hotspot inference: 6
is the mutation rate, 7 the population size function, ¢ the rela-
tive proportion of the sample possessing each mutation, p_,, the
recombination rate function outside of the window, p., the recom-
bination rate function inside the window, h whether the window is
a hotspot, X_,, the population genetic data outside of the window,
and X, the data inside the window. The dashed line signifies that,
conditioned on ¢, n is weakly dependent on X, for suitably small
w, and p_,, and p,, are only weakly dependent on X, and X_,,.

shaded nodes represent the observed variables.

We define our prior as follows. We sample the hotspot
indicator variable h ~ Bernoulli(0.5) and the local recom-
bination maps p,, ~ P(py, | h) from the released fine-scale
recombination maps of HapMap (Gibbs et al., 2003). In
addition, the demography is inferred via SMC++ (Terhorst
et al., 2017) and fixed in an empirical Bayes style through-
out training for simplicity. The human mutation rate is fixed
to that experimentally found in Kong et al. (2012). Since
SMC++ is robust to changes in any small fixed window,
inferring 7) from X has minimal dependence on p,,.

To test for recombination hotspots, first simulate a batch of
h and p,, from the prior, and X, from msprime (Kelleher
et al., 2016). Then, feed a batch of training examples into
the network. Repeat until convergence or for a fixed number
of iterations. At test time, slide along the genome to infer
posteriors over h.

5. Experiments

In this section, we study the accuracy of our framework
to test for recombination hotspots. As very few hotspots
have been experimentally validated, we primarily evalu-

ate our method on simulated data, with parameters set to
match a human-like setting. The presence of ground truth
allows us to benchmark our method and compare against
LDhot. Unless otherwise specified, for all experiments
we use the mutation rate, g = 1.1 x 10~ per generation
per nucleotide, convolution patch length of 5 SNPs, 32 and
64 convolution filters for the first two convolution layers,
128 hidden units for both fully connected layers, and 20-
SNP length windows. The experiments comparing against
LDhot used sample size n = 64 to construct lookup tables
for LDhot quickly. All other experiments use n = 198,
matching the size of the CEU population (i.e., Utah Res-
idents with Northern and Western European ancestry) in
the 1000 Genomes dataset. All simulations were performed
using msprime (Kelleher et al., 2016). Gradient updates
were performed using Adam (Kingma & Ba, 2014) with
learning rate 1 x 10~3 x 0.9%/19000 p being the batch count.

5.1. Evaluation of Exchangeable Representation

We compare the behavior of an explicitly exchangeable
architecture to a nonexchangeable architecture that takes
2D convolutions with varying patch heights. The accuracy
under human-like population genetic parameters with vary-
ing 2D patch heights is shown in Figure 3. Since each
training point is simulated on-the-fly, data augmentation is
performed implicitly in the nonexchangeable version with-
out having to explicitly permute the rows of each training
point. As expected, directly encoding the permutation in-
variance leads to more efficient training and higher accuracy
while also benefiting from a faster per-batch computation
time. Furthermore, the slight accuracy decrease when in-
creasing the patch height confirms the difficulty of learning
permutation invariance as n grows. Another advantage of
exchangeable architectures is the robustness to the num-
ber of individuals at test time. As shown in Figure 4, the
accuracy remains robust during test time for sample sizes
roughly 0.5—4x the train sample size.

5.2. Evaluation of Simulation-on-the-fly

Next, we analyze the effect of simulation-on-the-fly in com-
parison to the standard fixed training set. A fixed training set
size of 10000 was used and run for 20000 training batches
and a test set of size 5000. For a network using simulation-
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100 Testing Accuracy for Human Recombination Maps
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Figure 3. Accuracy comparison between exchangeable vs nonex-
changeable architectures.
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Figure 4. Performance of changing the number of individuals at
test time for varying training sample sizes.

on-the-fly, 20000 training batches were run and evaluated
on the same test set. The weights were initialized with a
fixed random seed in both settings with 20 replicates. Fig-
ure 5 shows that the fixed training set setting has both a
higher bias and higher variance than simulation-on-the-fly.
The bias can be attributed to the estimation error of a fixed
training set in which the empirical risk surface is not a good
approximation of the population risk surface. The variance
can be attributed to an increase in the number of poor quality
local optima in the fixed training set case.

We next investigated posterior calibration. This gives us
a measure for whether there is any bias in the uncertainty
estimates output by the neural network. We evaluated the
calibration of simulation-on-the-fly against using a fixed
training set of 10000 datapoints. The calibration curves
were generated by evaluating 25000 datapoints at test time

1.75
|

1.00
|

Test Cross Entropy

0.25
|

T
Fixed Training Set Simulation-on-the-Fly

Figure 5. Comparison between the test cross entropy of a fixed
training set of size 10000 and simulation-on-the-fly.

and binning their posteriors, computing the fraction of true
labels for each bin. A perfectly calibrated curve is the
dashed black line shown in Figure 6. In accordance with
the theory in Section 3.2, the simulation-on-the-fly is much
better calibrated with an increasing number of training ex-
amples leading to a more well calibrated function. On the
other hand, the fixed training procedure is poorly calibrated.

5.3. Comparison to LDhot

We compared our method against LDhot in two settings: (i)
sampling empirical recombination rates from the HapMap
recombination map for CEU and YRI (i.e., Yoruba in Ibadan,
Nigera) (Gibbs et al., 2003) to set the background recom-
bination rate, and then using this background to simulate
a flat recombination map with 10 — 100x relative hotspot
intensity, and (ii) sampling segments of the HapMap recom-
bination map for CEU and YRI and classifying them as
hotspot according to our definition, then simulating from
the drawn variable map.

The ROC curves for both settings are shown in Figure 7. Un-
der the bivariate empirical background prior regime where
there is a flat background rate and flat hotspot, both methods
performed quite well as shown on the top panel of Figure 7.
We note that the slight performance decrease for YRI when
using LDhot is likely due to hyperparameters that require
tuning for each demography. This bivariate setting is the pre-
cise likelihood ratio test for which LDhot tests. However,
as flat background rates and hotspots are not realistic, we
sample windows from the HapMap recombination map and
label them according to a more suitable hotspot definition
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Posterior Calibration in Fixed Training vs Sim-on-the-fly

Fraction of examples with no hotspot

—— Fixed Training, 20k iterations
—— Fixed Training, 60k iterations
—— Sim-on-fly, 20k iterations
—— Sim-on-fly, 60k iterations

- Calibrated Curve

0.0 02 04 06 08 1.0
Posterior probability of no hotspot

Figure 6. Posterior calibration. The black line is a perfectly cali-
brated curve. The red and purple lines are calibration curves for
simulation-on-the-fly after 20000 and 60000 iterations, while the
blue and green lines for a fixed training set of 10000 points, for
20000 and 60000 training iterations.

that ensures locality and rules out neglectable recombination
spikes (the details are given in the Appendix). The bottom
panel of Figure 7 uses the same hotspot definition in the
training and test regimes, and is strongly favorable towards
the deep learning method. Under a sensible definition of
recombination hotspots and realistic recombination maps,
our method still performs well while LDhot performs al-
most randomly. We believe that the true performance of
LDhot is somewhere between the first and second settings,
with performance dominated by the deep learning method.
Importantly, this improvement is achieved without access to
any problem-specific summary statistics.

Our approach reached 90% accuracy in fewer than 2000 iter-
ations, taking approximately 0.5 hours on a 64 core machine
with the computational bottleneck due to the msprime sim-
ulation (Kelleher et al., 2016). For LDhot, the two-locus
lookup table for variable demography using the LDpop fast
approximation (Kamm et al., 2016) took 9.5 hours on a 64
core machine (downsampling n = 198 from N = 256).
The lookup table has a computational complexity of O(N?3)
while per-iteration training of the neural network scales as
O(n), allowing for much larger sample sizes.

6. Discussion

We developed the first likelihood-free inference method
for population genetics that does not rely on handcrafted
summary statistics. To achieve this, we designed a family of
neural networks that learn an exchangeable representation
of genotype data, which is in turn mapped to the posterior
distribution over the parameter of interest. State-of-the-art
accuracy was demonstrated on the challenging problem of
recombination hotspot testing. Furthermore, we analyzed

Human ROC Curves for Empirical Bivariate Recombination Maps

True Positive Rate

CEU, Deep Learning, AUC = 1.00
YRI, Deep Leaming, AUC = 1.00
CEU, LDhot, AUC = 0.99

YRI, LDhot, AUC =0.98
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False Positive Rate

Human ROC Curves for HapMap Sampled Recombination Maps
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o
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02 —— CEU. Deep Leaming, AUG = 0.99

—— YR, Deep Leaming, AUC =0.99
—— CEU, LDhot, AUG = 0.54
—— YR, LDhot, AUG = 0.53

00
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Figure 7. The black line represents a random classifier. (Top) ROC
curve in the CEU and YRI setting for the deep learning and LDhot
method. (Bottom) Windows of the HapMap recombination map
drawn based on whether they matched up with our hotspot defini-
tion. The blue and green line coincide almost exactly.

and developed general-purpose machine learning methods
that can leverage scientific simulators to improve over pre-
existing likelihood-free inference schemes.

The theoretical and empirical results of simulation-on-the-
fly illustrate the attractiveness of fields with model simu-
lators as a testbed for new neural network methods. For
instance, this approach allows the researcher to diagnose
if regularization or convergence to poor local minima is
affecting performance. We believe the simulator paradigm
has a lot to offer to further understanding theoretical aspects
of neural networks.

Quantifying uncertainty over a continuous parameter could
be of interest in many other population genetic tasks, in
which case softmax probabilities are inapplicable. Future
work could adapt our method with ideas from the Bayesian
neural networks literature to obtain posterior distributions
over continuous parameters (Hernandez-Lobato & Adams,
2015; Blundell et al., 2015; Gal & Ghahramani, 2016;
Kingma et al., 2015).
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Appendix
A. Statistical Properties of ABC

Understanding the statistical properties of ABC enables us
to highlight the theoretical benefits of our approach. Vari-
ants of ABC are among the most widely-used likelihood-
free inference techniques in the scientific literature. ABC
simulates N draws of the parameter (Y ~ 7(6) and data
x() ~P(x | @) fori=1,..., N, then approximates the
posterior conditioned on the observed summary statistics
Sobs = S(Xobs) by

N
Papc(0] Sobs) x ZP(G(i))P(X(i) | 60

i=1

o [1862) = s
U )

where S : & — V is a summary statistic of the data and
K :V — Ris a density kernel that integrates to 1 with
bandwidth « > 0. Denote a as the N-dimensional vector
corresponding to the kernel weight K (-) for each simulated
parameter /(). A common choice of K is the uniform
kernel, though many variants exist. Intuitively, ABC can
be interpreted as locally smoothing the empirical likelihood
estimates of points near the observed data in the summary
statistic space.

The ABC posterior asymptotically converges to the true
posterior conditioned on the observed data x5 for sample
size n under suitable regularity conditions, so that

lim  KL(P(O | %ons) || PLDc(0 | S(xats))) =0,

u—0,N —o00

for any choice of sufficient statistic S. See Frazier et al.
(2016) for a formal treatment. However, in the finite-sample
regime for fixed IV, the hyperparameters of the ABC algo-
rithm should be chosen such that

j}}éE[KL(]p(g | Xobs) H PX\QC(Q | S(Xobs)))} (&)

is minimized. Based on this formulation, the computational
and statistical tradeoffs based on the choice of u and S as a
function of the computational budget N are made explicit.
Unfortunately, hyperparameter optimization on v and S
cannot be performed since the expected KL in (5) cannot
be compared without access to the true posterior. Instead,
practitioners often optimize a surrogate objective similar to

Lng J(u, S)]l(IE(m(a)) > T),

where 7 is a sampling threshold and m(a) is a user-defined
function of the kernel weights, such as number of accepted
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samples or effective sample size. J(u, S) is a user-defined
positive function that is decreasing in u. J(u,.S) also sat-
isfies J(u,S1) < J(u,Sy) for all Sy, S2 where Vi C Vs.
Note that ABC practitioners are typically not explicit about
their surrogate objective function when tuning ABC; how-
ever, for clarity, we specify the general surrogate objective
above, and remark that many modifications do not affect the
underlying tradeoffs stated below.

Intuitively, the surrogate objective function encourages prac-
titioners to choose values of u and S such that « is close
to 0, and S is close to sufficient while generating enough
large kernel weights within the computational budget to
obtain an empirical posterior. This procedure ignores the
posterior completely and could result in arbitrarily poor
approximations of the posterior. Poor approximations of
the posterior can result for many reasons, including lack of
information in S, large u, insufficient number of samples
generated, insufficient computational budget, or incorrect
choice of kernel K or norm || - || for the geometry of the
posterior. Furthermore, this procedure must be re-run for
each new dataset x5 allowing for a smaller computational
budget N when dealing with multiple datasets. There are
no guarantees that the previous values of S and u remain
good choices for a new dataset since the parameters depend
on Xops.

B. Statistical Properties of Our Method:
Proofs

Proof of Proposition 1 By the Universal Approximation
Theorem and the interpretation of simulation-on-the-fly as
minimizing the expected KL divergence between the pop-
ulation risk and the neural network, the training procedure
minimizes the objective function for every e > 0, H > H),
and N > N,

ngnEx[ ( @] %) HIP’(N)¢9|X;W))}<6.

Let w* be a minimizer of the above expectation. By
Markov’s inequality, we get for every x and J > 0 such that
forall H > Hypand N > Ny

N *
KL(]P’(G 1x) || PO (0| x;w )) <
with probability at least 1 — . O

Proof of Corollary 1 As above, we have

minE{ ( Q\XH]P’ 9|xw))]<e,
foralle > 0, H > Hy, and N > N,. Furthermore, for all
x, the KL is bounded at the minimizer since P(x) > 0 for
all x resulting in the following bound

€
( (0] x) HIP’(N 9\xw))<m3xW

independent of x. Thus, the training procedure results in a
function mapping that uniformly converges to the posterior

P(0 | x). O

Proof of Proposition 2 For each H and N, the neural
network is trained to find the w that minimizes

EX[KL( 0% || P2 9|x;w))].

As H — oo and N — oo, this quantity converges to a
global minimum. By the Universal Approximation Theorem
this is achieved when the function learned by the neural
network is the posterior P(# | x). Thus, each layer of the
neural network can be viewed as a statistic 7'(x) of the
input data x. In other words each layer of the trained neural
network is prior-dependent Bayes sufficient, P(f | x) =
P(0 | T'(x)) for our chosen prior 7(8). O

C. Recombination Hotspot Details

Recombination hotspots are short regions of the genome
with high recombination rate relative to the background.
In order to develop accurate methodology, a precise math-
ematical definition of a hotspot needs to be specified in
accordance with the signatures of biological interest. We
use the following.

Definition 2 (Recombination Hotspot). Let a window over
the genome be subdivided into three subwindows w =
(wy, wy,, w,.) with physical distances «;, oy, and «,., respec-
tively, where w;, wy, w, € G where G is the space over all
possible subwindows of the genome. Let a mean recombi-
nation map R : G — R, be a function that maps from a
subwindow of the genome to the mean recombination rate
per base pair in the subwindow. A recombination hotspot for
a given mean recombination map R is a window w which
satisfies the following properties:

1. Elevated local recombination rate: R(wp) > k -
max (R(w;), R(w,))

2. Large absolute recombination rate: R(wp) > k7

where 7 is the median (at a per base pair level) genome-wide
recombination rate, and k is the relative hotspot intensity.

The first property is necessary to enforce the locality of
hotspots and rule out large regions of high recombination
rate, which are typically not considered hotspots by biol-
ogists. The second property rules out regions of minus-
cule background recombination rate in which sharp relative
spikes in recombination still remain too small to be biolog-
ically interesting. The median is chosen here to be robust
to the right skew of the distribution of recombination rates.
Typically, for the human genome we use oy = o, = 13 kb,
ap = 2 kb, and k = 10 based on experimental findings.
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The most widely-used technique for recombination hotspot
testing is LDhot as described in (Auton et al., 2014). The
method performs a generalized composite likelihood ra-
tio test using the two-locus composite likelihood based on
(Hudson, 2001) and (McVean et al., 2004). The composite
two-locus likelihood approximates the joint likelihood of a
window of SNPs w by a product of pairwise likelihoods

T Z(os %),

1<[i—j|<z

CL(p|x) =

where X;; denotes the data restricted only to SNPs 4 and
J, and p;; denotes the recombination rate between those
sites. Only SNPs within some distance, say z = 50, are
considered.

Two-locus likelihoods are computed via an importance sam-
pling scheme under a constant demography (n = 1) as in
(McVean et al., 2004). The likelihood ratio test uses a null
model of a constant recombination rate and an alternative
model of a differing recombination rate in the center of the
window under consideration:

Supphoupbg CL(phOta pbg | X)
Suppconsl CL(pCOHSt ‘ X)

A= -2log

The two-locus likelihood can only be applied to single pan-
mictic populations with constant demography, constant mu-
tation rate, and without natural selection. Furthermore, the
two-locus likelihood is an uncalibrated approximation of the
true joint likelihood. In addition, the experiments in Wall
& Stevison (2016) and Auton et al. (2014) do not demon-
strate the efficacy of LDhot against a realistic variable
background recombination rate as its null hypothesis leads
to a comparison against a biologically unrealistic flat back-
ground rate. In order to fairly compare our likelihood-free
approach against the composite likelihood-based method in
realistic human settings, we extended the LDhot method-
ology to apply to a piecewise constant demography using
two-locus likelihoods computed by the software LDpop
(Kamm et al., 2016). Unlike the method described in Wall
& Stevison (2016), our implementation of LDhot uses win-
dows defined in terms of SNPs rather than physical distance
in order to measure accuracy via ROC curves, since the
likelihood ratio test is a function of number of SNPs. Note
that computing the approximate two-locus likelihoods for a
grid of recombination values is at least O(n?), which could
be prohibitive for large sample sizes.

D. Additional Experiments

Regularization The simulation-on-the-fly paradigm ob-
viates the need for modern regularization techniques such
as dropout. This is due to the fact that there is no notion of
overfitting since each training point is used only once and

100 Testing Accuracy

T Ut sl

o il
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—— Dropout Rate =05
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Figure 8. A comparison of different dropout rates. Dropout has
a minimal (or slightly negative) effect on test accuracy under the
simulation-on-the-fly regime.
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Figure 9. Accuracy comparison between haplotype and genotype
data.

a large number of examples are drawn from the population
distribution. As shown in Figure 8, dropout does not help
improve the accuracy of our method and, in fact, leads to
a minor decrease in performance. As expected, directly
optimizing the population risk minimizer circumvents the
problem of overfitting.

Phasing Deconvolving two haplotypes from genotype
data is a challenging statistical problem, commonly referred
to as phasing. Phasing without a high quality reference
panel introduces significant bias into downstream inference.
Our approach can flexibly perform inference directly on
haplotype or genotype data, the latter being a challenge for
model-based approaches. Inference directly on genotype
data allows us to implicitly integrate over possible phas-
ings, reducing the bias introduced by fixing the data to a
single phasing. In the case of recombination hotspots, we
have found only a minor decrease in accuracy for small
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sample sizes corresponding to the reduction in statistical
signal when inference is performed on genotype data. We
quantified the effect of having accurately phased data in
comparison to genotype data. Specifically, inference was
run by simulating haplotype data and randomly pairing them
to construct genotype data such that the height of the geno-
type image is half that of the haplotype image. We ran
the experiment for n = 16, 32,64 as shown in Figure 9
and found that the our method is robust, remaining highly
accurate for unphased data.

Missing Data Biological data typically contain signifi-
cant amounts of missing data. The missingness results from
a number of factors such as repetitive regions of the chro-
mosome which are difficult to map, or low read coverage.
Fortunately, haplotype data in population genetics is mostly
missing completely at random; that is, the locations of miss-
ingness are independent of the data values. However, there
is a strong correlation structure between the missingness
of spatially close SNPs. To improve the robustness of our
methods to missing data, we sample the missingness pat-
terns from empirical data during training time.
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