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Abstract 9 

The cost of resistance, or the fitness effect of resistance mutation in absence of the drug, 10 

is a very widepsread concept in evolutionary genetics and beyond. It has represented an 11 

important addition to the simplistic view that resistance mutations should solely be 12 

considered as beneficial mutations. Yet, this concept also entails a series of serious 13 

difficulties in its definition, interpretation and current usage. In many cases, it may be 14 

simpler, clearer, and more insightful to study, measure and analyze the fitness effects of 15 

mutations across environments and to better distinguish those effects from ‘pleiotropic 16 

effects’ of those mutations.  17 

 18 

Introduction 19 

The study of resistance to antibiotics, insecticides, acaricides, fungicides, herbicides, 20 

chemotherapy drugs etc. is, for obvious reasons, a very active field of research. We are in the 21 

middle of a “crisis,” which has important consequences for public health and agriculture (e.g. 22 

World Health Organization 2014; Ventola 2015). It is yet unclear whether we will be able to 23 

deal with “superbugs”, “superweeds” and other “supermicrobes” in the near future. Studies 24 

have focused intensely on the genetic, cellular, and biochemical mechanisms responsible for 25 

resistance, but also on the fitness effect of those mutations. 26 
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Resistance mutations as beneficial mutations 27 

Resistance evolution is a particular case of the more general situation of adaptation to new 28 

environmental conditions. Processes of adaptation have been intensely studied from Darwin’s 29 

time, since refined by powerful population genetic concepts that have been put forward in the 30 

modern synthesis (Orr 2005). In brief, resistance mutation are beneficial mutations in treated 31 

environments. They spread because they confer an obvious fitness advantage in presence of 32 

the drug (the antibiotic, insecticide, acaricide, fungicide etc.). By definition, a resistance 33 

mutation allows for survival while the susceptible wild-type simply dies when exposed to the 34 

drug. Hence, classically, the fitness benefit of a resistance mutation (relative to a susceptible 35 

one) depends on the fraction of the population exposed to the drug (since it determines the 36 

fraction of surviving susceptible genotypes). This is a black and white outcome, and it seems 37 

that there is little to understand beyond this obvious reasoning. Yet, in natural / real conditions 38 

(i.e. unlike in ecotoxicological tests performed in the laboratory), it is not very clear which 39 

dose of the drug is relevant. Concentrations of drugs vary at different temporal and 40 

geographical scales, within bodies (Levison and Levison 2009), within microhabitats, within 41 

regions etc. (Thiele-Bruhn 2003; Depledge 2011). Notwithstanding, it is often assumed that a 42 

resistance mutation is associated with a selection coefficient measuring the rate at which it is 43 

expected to change in frequency in populations, like any other beneficial mutation. This 44 

selective advantage is not easy to estimate in the field, but is often thought to represent an 45 

inherent property of the mutation itself. However, this advantage must depend in some ways 46 

on the exposure to the drug, which is an environmental variable, and not a property of the 47 

mutation. 48 

The context dependence of fitness effects 49 

This point leads to a very simple and obvious idea: the selective effects of mutations depend 50 

on ecological conditions. This conclusion is somewhat trivial (Bell 2008), but it contradicts 51 

the naïve view that tends to essentialize the properties of mutations or genotypes (i.e. that 52 

characterize mutationnal properties as intrinsic). There is no such thing as a single selective 53 

effect of a mutation or a genotype. A mutation is not inherently beneficial, deleterious, or 54 

neutral. Rather, it depends on the ecological conditions, the genetic background, and on other 55 

alleles considered in comparison. Even the ‘dominance’ of mutations in diploids can be 56 

highly context and trait dependent (Bourguet et al. 1996; Manna et al. 2011). It is important to 57 

reiterate this point for several reasons. The first is that it tends to be simply ignored, even if 58 
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this context dependence is never directly challenged. For instance, in molecular evolution, it 59 

is customary to assign a mutation, without further specifications, in three categories: 60 

deleterious, neutral or beneficial (Eyre-Walker and Keightley 2007). Secondly, it makes little 61 

sense to study the selective effects of mutations while neglecting the diversity of real 62 

ecological conditions and the diversity of genetic backgrounds. Of course, it is always 63 

possible to think in terms of average, and this is the usual view when dealing with the 64 

diversity of genetic backgrounds in sexual populations (where recombination ensures that 65 

mutations “experience” effectively the range of possible backgrounds, Lande 1983; Chevin 66 

and Hospital 2008). Yet, for ecological variation, taking such an average may be very 67 

misleading. For example, a resistance mutation can spread somewhere (in a treated 68 

environment), but not elsewhere (in a non-treated environment), generating a situation of 69 

polymorphism (Jain and Bradshaw 1966; Suckling and Khoo 1993; Carrière et al. 1994; 70 

Guillemaud et al. 1998; Lenormand et al. 1998, 1999; Lenormand and Raymond 2000; Neve 71 

and Powles 2005; Labbé et al. 2009). Differences of effects across environments matters, not 72 

only their average, provided that the spatial scale of dose variation is larger than the scale of 73 

dispersal (Lenormand 2002) or that temporal fluctuations occur at scales exceeding generation 74 

time (e.g. Cvijović et al. 2015). 75 

The cost of resistance 76 

In presence of such heterogeneity with both treated and non-treated environments, the concept 77 

of ‘cost of resistance’ becomes important. This cost is defined as the selection coefficient of 78 

resistance mutations in absence of treatments (or similarly in absence of predator, parasite or 79 

pathogens when considering resistance in the context of biotic interactions). The idea of a 80 

“lower adaptive value” of resistant genotypes in the absence of treatment can be traced back 81 

quite far (e.g. in Dobzhansky 1951). The term “reproductive disadvantage” or no specific 82 

term is used in this context in the 60s and 70s, in empirical or theoretical papers (Abedi and 83 

Brown 1960; Gillespie 1975; Hickey and McNelly 1975; Antonovics 1977; Georghiou and 84 

Taylor 1977; Curtis et al. 1978). The term ‘cost of resistance’ is relatively recent in 85 

comparison and started to be widespread only in the 80s, especially in the context of plant 86 

resistance to herbivores (Windle and Franz 1979; Leonard and Czochor 1980; Simms and 87 

Rausher 1987) or bacteria resistance to phage (Lenski 1988). It is in particular used in the 88 

influential paper of Anderson and May (1982) on coevolution and resistance to pathogens. 89 

Curiously, when dealing with resistance evolution in an abiotic context (i.e. to pesticides or 90 
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antibiotics), the term ‘cost of resistance’ still refers in the 80s to the economic, not the 91 

evolutionary, cost of resistance (i.e. the extra monetary cost due to increasing pesticide dosage 92 

consecutive to resistance evolution), even in papers by May, referring to evolutionary cost as 93 

‘back selection’ (May and Dobson 1986). The first mention of an evolutionary cost of 94 

resistance in an abiotic context seem to be in Jacobs et al. (1988) about herbicide resistance, 95 

although the term “cost of tolerance” was used in studies of heavy metal tolerance in plants a 96 

bit earlier (Bradshaw 1984; Wilson 1988). The cost of resistance was then intensely 97 

investigated in the 90s (Bergelson and Purrington 1996; Andersson and Levin 1999 for 98 

reviews), with several methodological improvements (e.g. separating costs from effect of 99 

linked variation). By the end of the 90s, most pesticide resistance management models 100 

included the cost of resistance, i.e. the fact that resistance mutations could be selected against 101 

in non-treated environments (Lenormand and Raymond 1998). As this short historical 102 

overview shows, the concept of cost of resistance is relatively recent and was not used before 103 

the 80s. In particular, all the paper on local adaptation, clines and all the field of ecological 104 

genetics developed before the 80s without the need to refer to this concept. For instance, in 105 

classical models such as Levene model (Levene 1953) or cline models (Haldane 1948; 106 

Nagylaki 1975; Endler 1977), it was sufficient to talk about the selective effects of alleles in 107 

different environments. Why was the concept of cost of resistance introduced? At first sight, 108 

the concept seems asymmetrical and not very useful. For instance, nobody talks of the “cost 109 

of susceptibility” in treated environments, although it would be equally legitimate.  110 

A likely reason is that the concept was helpful to bring attention to the fact that a mutation 111 

could be both beneficial or deleterious depending on circumstances, something well known in 112 

ecological genetics but somewhat ignored in resistance studies. It helped introduce some 113 

ecology in the understanding of the fitness effect of resistance mutations. This can have 114 

important consequences as the cost of resistance is a powerful force that can keep resistance 115 

in check (see e.g. Curtis et al. 1978 for an early model). Considering cost is also very 116 

important to predict the dynamics of resistance mutations in heterogeneous (treated and non-117 

treated) environments. 118 

A second reason is that the concept of cost was tightly associated to the notion of trade-off 119 

among traits, an idea borrowed from life history theory. When resistance is viewed as a trait, 120 

or a “defense” function, it is natural to consider that it may trade-off with other organismal 121 

traits and functions (e.g. in terms of resource). In other words, resistance mutations should 122 

influence many traits, i.e. have pleiotropic effects. Besides resistance, the variation of all these 123 
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traits is likely to be deleterious, and therefore represent a ‘cost’, since these traits were 124 

previously optimized by natural selection. This connection with life history theory is entirely 125 

explicit in the first papers mentioning the concept (Simms and Rausher 1987; Lenski 1988; 126 

Wilson 1988; Smith et al. 1991; Bergelson and Purrington 1996) and led to idea that the cost 127 

of resistance was caused by the pleiotropic effects of resistance mutations. Although the idea 128 

of trade-off among traits was initially present in this interpretation, it is often forgotten today: 129 

resistance mutations are simply viewed as ‘pleiotropic’. Naturally, only considering 130 

pleiotropy, it seems very natural to think that the cost can evolve to be reduced, or even 131 

eliminated (which is also directly suggested by the word ‘cost’ itself). For instance, one could 132 

consider that compensatory evolution should attenuate these unwanted pleiotropic effects and 133 

restore optimal values for all traits, eliminating the cost. At first sight, the best proof for this 134 

reasoning is that cost-free resistance mutations are sometimes found along with the existence 135 

of modifier loci mitigating or even eliminating costs (McKenzie et al. 1982; Davies et al. 136 

1996; Lenski 1998; Andersson and Levin 1999; Andersson and Hughes 2010; Melnyk et al. 137 

2015).  138 

Today, the term ‘cost of resistance’ is widely used, but the concept suffers from several 139 

ambiguity that can be understood in the light of this short history. First, the concept seems 140 

unnecessary to study adaptation in different environments (it would be sufficient to simply 141 

consider fitness effects in each environment). It also introduces an asymmetry, which is quite 142 

arbitrary, and somewhat misleading (susceptibility too is costly). Second, it conflates effects 143 

across traits (pleiotropy) and effects across environments, which can also be misleading. 144 

Third, the word ‘cost’, still reflects an essentialization of mutation/genotypes. The deeply 145 

engrained view “one mutation – one fitness effect” was not really challenged by the 146 

introduction of the ‘cost’ idea. It was merely replaced by the idea that one resistance mutation 147 

corresponded to two important characteristics: its benefit and its cost.  148 

For these reasons, we think that the concept of cost of resistance presents important 149 

shortcomings, to the point, that it is now becoming a problem and hindrance to conceptually 150 

clarify the process of adaptation. We now try to explain these issues in more details. 151 

Costs of resistance are not equivalent to pleiotropic effects 152 

The first problem with the concept of cost is its interpretation in terms of pleiotropic effects of 153 

mutations. To be very clear, a simple situation is sketched below where adaptation is 154 

represented by the optimization of many traits simultaneously, like in Fisher’s model of 155 
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adaptation or multivariate models of stabilizing selection in quantitative genetics (Lande 156 

1980; Hartl and Taubes 1998; Orr 1998; Martin and Lenormand 2006a), but with two 157 

environments (Martin and Lenormand 2006b, 2015). Figure 1 uses only two traits, which is 158 

sufficient to make the argument and discuss the issue of pleiotropy. It is straightforward to 159 

relate this type of fitness landscape model to the more traditional one-dimensional ‘dose-160 

response’ models (see Box 1). Representing evolution of resistance as convergence to a 161 

phenotypic optimum has received some empirical support (Bataillon et al. 2011; Sousa et al. 162 

2012; Harmand et al. 2017, 2018) and may capture well the dynamics of adaptation.  163 

 164 

 165 

 166 

Figure 1. Graph of treated and non-treated environments, with distinct phenotypic requirements 167 

(phenotypic optima A and O, respectively) in a two-trait space. Assuming a wild-type 168 

positioned in O, the resistance mutation R brings the phenotype closer to A. Relative to the 169 

wild type, R is therefore a beneficial mutation in the treated environment. Its cost is usually 170 

defined as its fitness in the non-treated environment relative to the wild type, which depends on 171 

the distance between R and O on the figure. Note that the cost (and all fitness measures on this 172 

figure, and similar figure below) depends on Euclidian distances in phenotypic space, and a 173 

mapping function converting this distance to fitness (i.e. the cost is not distance OR, but a 174 

monotonic function of this distance). The mapping is left implicit on the figure, but can be 175 

thought as a third orthogonal axis representing fitness for each trait 1 – trait 2 combination, 176 

which defines a “fitness landscape”. The coloured inset figure represents such a fitness 177 

mapping in 3D. Fitness values, when projected on the phenotypic space correspond to 178 

isofitness curves (like altitude on a geographic map is indicated by contour lines). For instance 179 

all phenotypes on the light grey circles have the same fitness than mutation R in the treated 180 

environment (optimum A). The direction of the two optima (OA axis) defines a phenotypic 181 

trait of ‘resistance’. Variation of trait(s) orthogonal to this axis may be defined as pleiotropic 182 
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effects. Point P1 on OA axis is such that AR = AP1. It represents the phenotypic point that 183 

would confer the same fitness in the treated environment compared to the mutation R, but that 184 

would only alter the phenotype in the exact direction of the optimum A. Point P2 is the 185 

orthogonal projection of R on OA axis. It represents the phenotypic point that would be 186 

reached or if all the pleiotropic effects of the mutation R were compensated (e.g. by subsequent 187 

compensatory mutations).  188 

Let us label “O” the optimal phenotype in the non-treated environment and “A” the 189 

phenotypic optimum in the treated environment. For simplicity, we can assume that fitness 190 

monotonously declines with the (Euclidian) distance from the peak in any given environment. 191 

Again, this simplified model could be more specific (with a particular mapping of distance to 192 

fitness) or complex but the core argument does not require the use of more complex situation 193 

or assumptions. We can also assume that the wild type is very close to O, as one would expect 194 

from the effect of past selection in absence of drug, and represents a resistance mutation by a 195 

vector pointing from O to R, where R is a phenotype closer to A than to O. The mutant is 196 

beneficial (relative to the wild type) in the treated environment because the distance AR is 197 

smaller than the distance AO. The difference between these two distances scales with the 198 

selection coefficient of the resistance mutation in the treated environment. The OA axis, by 199 

definition, represents the phenotypic direction of the ‘resistance’ phenotype. Point P1 on this 200 

axis such that AR = AP1 allows representation of the phenotypic point that would confer the 201 

same benefit in the treated environment compared to our resistance mutation R, but that 202 

would only alter the phenotype in the exact direction of the optimum A. In other words, the 203 

distance OP1 scales with the selective advantage of the resistance mutation in the treated 204 

environment, relative to the wild type. The cost of resistance depends on the distance OR, as it 205 

is defined as the fitness effect of the resistance mutation in the non-treated environment 206 

(again, relative to the wild type). What about the pleiotropic effects? Here, the OA axis 207 

represents the phenotypic axis of resistance and therefore, the orthogonal direction represents 208 

all other traits (here, there is only one other trait, because we consider only a two dimensional 209 

trait space but in with n phenotypic traits, there would be n - 1 such traits). Hence, the ‘other’ 210 

pleiotropic effects all project on these axes orthogonal to OA. Furthermore, note the point P2, 211 

the projection of point R on the OA axis. The vector RP2 represents the pleiotropic effects of 212 

the resistance mutation. Should these effects be totally compensated, the phenotype would be 213 

in P2 and it would indeed enjoy a greater fitness in both the treated and non-treated 214 

environments (since AP2 < AR=AP1 and OP2 < OR, respectively). 215 
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This simple geometric argument indicates several things. First, pleiotropic effects and the 216 

‘cost of resistance’ are two different things – biologically and geometrically – contrary to 217 

what is usually considered. Pleiotropic effects will be eventually compensated through the 218 

well-known process of “amelioration” when the population reaches the phenotypic optimum 219 

after remaining exposed to the treated environment and involves new resistance mutations, 220 

compensatory mutations or a mixture of mutations with the two properties (Cohan et al. 1994; 221 

Schrag et al. 1997; Lenski 1998; Levin et al. 2000; Schoustra et al. 2006; MacLean and 222 

Vogwill 2015). Cost evolution will be quite different, and may occur if the population is 223 

exposed, at least part time, to the non-treated environment (by evolution of plasticity or 224 

inducible response, e.g. Nguyen et al. 1989; Foucault et al. 2009). Second, the full 225 

compensation of these pleiotropic effects does not reduce the cost of resistance to zero. 226 

Indeed, biologically speaking, it is likely that acquiring ‘resistance’ requires changing at least 227 

one trait, and thus, this trait becomes suboptimal in the original environment for the resistant 228 

mutant. This is irreducible and corresponds to the idea that different phenotypic requirements 229 

necessarily involve the occurrence of a fitness trade-off. In any case, there is no reason to 230 

believe that the deleterious pleiotropic effects of a resistance mutation at a given drug dose are 231 

equal to the cost of resistance at dose zero. Finally, it points out that the fitness effects of 232 

mutations are not a fixed property of that mutation. It also depends largely on the 233 

environments (here the positions of optima). We discuss now this idea in more details. 234 

 235 

 236 

Box 1. Correspondence between a fitness landscape model and a drug-response model. On the 237 

left panel, a fitness landscape model is illustrated as in Figure 1 to 4, in a two-traits phenotypic 238 

space. Four environments are represented with increasing concentration of a drug (with optima 239 
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0, 1, 2, 3). Environment with optimum 0 (in green) represents the environment without drug, 240 

while environment 1, 2, 3 represent increasing concentrations of the drug. In this model, fitness 241 

depends on the Euclidian distance to the optimum, and a mapping function (see inset of Fig. 1). 242 

It is possible to set a threshold value for absolute fitness below which a phenotype cannot 243 

persist / grow. This threshold is indicated by circles (the colour of the circle corresponds to the 244 

different environments). In many cases, resistant mutants can have a positive growth rate in 245 

absence of drug (while the reverse is not true: susceptible phenotype do not grow in presence 246 

of the drug). Hence the threshold contours will be often nested (but it is possible to imagine 247 

cases where this is not the case). In this representation, it is easy to see that an absolute fitness 248 

criterion ( = being within the threshold contour) is not synonymous with adaptation ( = being 249 

close to the optimum). The dot S represents the position of a susceptible phenotype, while R1 250 

and R2 represent two resistance mutants. The right panel illustrates the ‘dose response’ curves 251 

relating, dose to absolute fitness, for each phenotype (S, R1, R2). For instance, R1 is within the 252 

threshold contour of dose 1, but not of dose 2 and 3. Hence, its dose-response is zero for doses 253 

above dose 1. Note also that R1 is further apart from optimum 0, compared to S. Hence, its 254 

absolute fitness is lower than that of S at dose 0. This correspondence shows that it is entirely 255 

possible (and straightforward) to relate fitness modes to more traditional one-dimensional 256 

dose-response models. Furthermore, since LD50, IC50, MIC or other ecotoxicological measures 257 

can be defined using dose response, they can also be defined in the fitness landscape model. 258 

Note however that these measures have been rightly criticized as being only partial fitness 259 

summaries (Regoes et al. 2004; Sampah et al. 2011; Wen et al. 2016). They are also often 260 

obtained in absence of competition, or often concern only a particular life stage. Note also that 261 

absolute measures of fitness are often more appropriate (than relative fitness) when dealing 262 

with the demography of the treated species (Day et al. 2015). However, relative fitness is in 263 

general more relevant to study environment specialization, where the “cost of resistance” 264 

matters.   265 

 266 

Resistance mutations do not have “a cost” 267 

From an experimentalist perspective, defining a non-treated and treated environment is 268 

straightforward. You first select a given environment, then you can either add the drug or not. 269 

With this definition, it is possible to make a very clear and clean experiment demonstrating 270 

the effect of the drug, with a control. Yet, the problem is that there is virtually an infinite set 271 

of possible environments to start with. Which pair of treated/non-treated environments is 272 

relevant? This is difficult to know. It is difficult to represent the complexity of natural 273 

conditions in controlled experiment in the laboratory. Even trying to determine which 274 

environment corresponds to the environment to which an organism has been adapting to is 275 

challenging. For instance, using ‘absolute’ demographic performance to answer this question 276 
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may not be reliable. For instance, habitat quality varies and can even obscure the relationship 277 

between ‘absolute’ measures of fitness and environment variables (Gallet et al. 2014). For 278 

instance, E. coli in the gut of humans evolved for a long time at 37°C, yet it grows faster at 279 

slightly higher temperatures in laboratory conditions (Gonthier et al. 2001). Hence, the 280 

variation in growth rate (often taken as an absolute measure of fitness) may not be used so 281 

easily to infer the environment where adaptation took place.  282 

In fact, it is quite straightforward to see that the cost of a mutation will be different in varying 283 

non-treated environments. There is not “a” cost, but as many costs as there are different (non-284 

treated) environments (Gassmann et al. 2009; Vila-Aiub et al. 2009; Angst and Hall 2013; 285 

Gifford et al. 2016), which may also be revealed by different compensatory evolution in 286 

different environments (Björkman et al. 2000). Worse, this cost of resistance may not even 287 

actually be positive, challenging the usage of the word “cost” itself (in the usual economic 288 

sense, a cost is necessarily positive, or it would not be a “cost” in the first place). In other 289 

words, the resistance mutation may be favourable in both the treated and non-treated 290 

environment, relative to the wild type (see examples in Kassen and Bataillon 2006; Melnyk et 291 

al. 2015). This can occur for many reasons, but globally will occur often when the wild-type 292 

is not well adapted neither to the treated nor to the non-treated environment (Martin and 293 

Lenormand 2015). Such a situation is illustrated on Figure 2. Let keep the position of the wild 294 

type and resistance mutant in O and R, respectively. Let’s also keep the position of the 295 

optimal phenotype in the treated environment (in A). Now, lets consider that the optimal 296 

phenotype in the non-treated environment is not O, as in Figure 1, but is B. Reporting the 297 

point P3 such that BP3 = BR, we see that the distance to the non-treated optimum is greater for 298 

the wild type than for the mutant (i.e. BR < BO). The difference between BR and BO actually 299 

corresponds to OP3. When the resistance mutant is favourable in both the treated and non-300 

treated environments (like in this example), the term ‘cost’ becomes confusing since it implies 301 

talking about a ‘negative cost’. It would also, in this case, be unclear to interpret costs as 302 

deleterious pleiotropic effects (since there is no deleterious effect in the first place). If costs 303 

are not pleiotropic effects and not even costly (meaning deleterious), the terminology and its 304 

usual interpretation start obscuring things instead of clarifying them.  305 

 306 
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 307 

Figure 2. Graph of treated and non-treated environments, with distinct phenotypic requirements 308 

(phenotypic optima A and B, respectively) in a two-trait space. Relative to a wild-type 309 

positioned in O, the resistance mutation R brings the phenotype closer to A. As in Figure 1, R 310 

is therefore a beneficial mutation relative to the wild type O in the treated environment (with 311 

optimum A). However, its cost is now “negative” in the non-treated environment, as R is also 312 

closer to B compared to the wild type O. The point P3 is such that BP3 = BR. The distance to 313 

the non-treated optimum B is greater for the wild type O than for the mutant R (i.e. BR < BO). 314 

The distance difference between BR and BO corresponds to OP3. As in Figure 1, all fitness 315 

measures depend on the phenotypic distances illustrated and a mapping that could be 316 

represented as a third orthogonal axis representing fitness. This fitness axis is not shown. All 317 

phenotypes on the light grey circles have the same fitness than mutation R in the treated 318 

environment (optimum A, large circle) and non-treated environment (optimum B, small circle). 319 

Such situation happens when RB ≤ OB i.e. when the wild-type and the resistance mutant are 320 

at least equally distant from the non-treated optimal phenotype. Because such situations are 321 

quite common (either because we cannot properly reproduce natural conditions 322 

experimentally, or because wild type genotypes are not well adapted to their environment), it 323 

is perhaps not very surprising that sometimes “cost free” resistance mutation or even 324 

“negative cost” are found. All these situations can occur but are unrelated to the pleiotropic 325 

effects of the resistance mutation (as defined in the previous section). Importantly, finding an 326 

absence of cost or even ‘negative costs’ do not indicate necessarily that there is no phenotypic 327 

trade-off between the treated and non-treated environment (and indeed, on the Figure 2, A and 328 

B are distinct points, indicating that there is a phenotypic trade-off, despite that no cost is 329 

detected). It can just indicate that the wild-type reference is not adapted well to the non-330 

treated environment. At this point, one might argue that all this confusion arises because the 331 

mutation R was not a “resistance” mutation to begin with. The mutation R is beneficial in 332 

both the treated and non- treated environment, and so, it may be better interpreted as a 333 
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beneficial mutation to the non-treated environment than as a ‘resistance’ mutation. For 334 

instance, if we are talking of a bacteria mutant showing this property in a laboratory test, we 335 

may want to say that the mutation R corresponds to adaptation to the “laboratory condition”, 336 

not really to the drug per se. But, then, how is a resistance mutation truly defined? 337 

What is a resistance mutation? 338 

If resistance mutations cannot be defined by the fact that they are beneficial in the treated 339 

environment, relative to wild type (as we did up to now), then, how do we classify them? In 340 

fact, it might be possible to define them more specifically by saying that they are beneficial in 341 

the treated environment relatively to wild type, provided that the wild type is perfectly well 342 

adapted to the corresponding non-treated environment. In principle, this definition makes 343 

sense, as it avoids conflating adaptation to conditions that are shared by both treated and non- 344 

treated environments, with adaptation to the drug itself. Yet, with this definition, the mutation 345 

R illustrated on Figure 2 would still be a beneficial mutation in the treated environment. R is 346 

closer to A (the optimum with the drug) than would a wild type well adapted to the non-347 

treated environment (distance RA < AB). In such a case, the phenotypic direction 348 

corresponding to resistance would be the AB axis (and the pleiotropic effects best defined on 349 

axes orthogonal to AB). This would be in general clearer and more insightful. With such a 350 

definition, it is possible to distinguish mutation R and R’ on Figure 3 for instance. Both would 351 

be beneficial in both treated and non-treated environment, relative to a wild-type in O, but 352 

only R would be beneficial in the treated environment relative to a wild-type in B.  353 

 354 
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Figure 3. Sketch of treated and non-treated environments, with distinct phenotypic 355 

requirements (phenotypic optima A and B, respectively) in a two-trait space. Relative to a 356 

wild-type positioned in O, both the resistance mutation R and R’ brings the phenotype closer to 357 

A. As in Figure 1, they are therefore both beneficial mutations, to the treated environment, 358 

relative to the wild type O. However, if resistance is defined by comparing to a wild-type well 359 

adapted to the non-treated environment (i.e. to a wild type located on B), then only mutation R 360 

would be beneficial, and therefore could qualify as being a resistance mutation. With this 361 

comparison, costs would also be better defined (i.e. would always be positive). As with Figure 362 

1 and 2, fitness depends on phenotypic distance and a mapping, which is not illustrated but 363 

would correspond to a third orthogonal axis.  364 

 365 

The problem is that measures of fitness will be made against a wild-type and it may not be 366 

straightforward to determine whether this wild type is well adapted to the non-treated 367 

environment (but not impossible, as e.g. in cases of experimental evolution in the laboratory 368 

where the wild type can be chosen as the type that evolved in the non treated environment for 369 

a long time). Without this knowledge, it may be very difficult to classify mutations that are 370 

specifically beneficial in the treated environment (i.e. “resistance” mutations as defined here), 371 

versus mutations that are beneficial in both treated and non-treated environments (see e.g. 372 

Marcusson et al. 2009 for an example of this problem). 373 

There is yet another difficulty lurking in the vast range of possible natural situations. Just as 374 

there are many non-treated environments, there may be many treated environments as well. In 375 

particular, any drug may be added in different quantities or concentrations to any given 376 

environment. Here resides a problem, which is rarely addressed in studies on resistance: 377 

different drug concentrations can correspond to different intensity of selection (Milesi et al. 378 

2016), but they can also correspond to different optimum phenotypes (Harmand et al. 2017).  379 

This possibility needs to be demonstrated empirically (as in Harmand et al. 2018), and cannot 380 

be ignored a priori. Admitting that natural processes have some degree of continuity, it is 381 

likely that differing doses end up corresponding to different phenotypic optima. Indeed, it is 382 

difficult to conceive that adding a vanishingly small quantity of drug suddenly shifts away 383 

phenotypic requirements, and that further increases in doses only change the selection 384 

intensity around that shifted phenotypic peak.  385 
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 386 

Figure 4. Sketch of a non-treated environment (phenotypic optimum in B) and two treated 387 

environments, with different doses of drug (optima A1 and A2). Two mutations are illustrated, 388 

with fitness effects compared to a wild type well adapted to the non-treated environment (i.e. 389 

located at B). Using the definition from Figure 3, R1 is a resistance mutation with respect to 390 

environment A1, but not with respect to environment A2, and reciprocally for mutation R2. 391 

Nevertheless, both mutations have the same cost. As with Figure 1 to 3, fitness depends on 392 

phenotypic distance and a mapping, which is not illustrated but would correspond to a third 393 

orthogonal axis.   394 

 395 

If different drug doses correspond to different optima (say A1 and A2 on Figure 4), it is fairly 396 

easy to imagine two mutations R1 and R2 that would qualify as resistance mutations, in each 397 

of the two environments, but not in the other. On Figure 4, R1 is a resistance mutation for drug 398 

dose 1 (optimum A1), but not for drug dose 2 (optimum A2), and reciprocally for R2. This 399 

difference does not arise because these mutations have different “costs”. In fact, the two 400 

mutations illustrated on Figure 4 have the same cost (the same fitness in non-treated 401 

environment B). This situation occurs because phenotypic requirement is different with 402 

different doses, such that a phenotypic change can be favourable in one environment (here 403 

one dose), but not another. ‘Resistance mutations’ can differ not only in their benefit and costs 404 

at a given drug dose, but also in their fitness effects at other doses. When optima for doses are 405 

different, there are many underlying trade-offs, which are not necessarily caused by differing 406 

costs in the non-treated environment (Harmand et al. 2018). Trade-offs among doses are not 407 

captured by studying costs. A common view is that mutations conferring strong resistance 408 

(i.e. resistance to a high dose) may carry strong costs (Melnyk et al. 2015), explaining perhaps 409 
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why they may not be beneficial at a lower dose. This may well be true, but not necessarily 410 

(Harmand et al. 2017). A mutation favourable at high dose may be deleterious at low dose, 411 

irrespectively of its cost. This is the case illustrated on Figure 4. Studying “cost” and “benefit” 412 

at one particular dose may give the illusion that all trade-offs are understood. In fact, this is 413 

not the case: all trade-offs among doses will be missed.  414 

Summary, conclusion and practical implications 415 

Taking into account the ‘cost of resistance’ has been a major progress because it is essential to 416 

distinguish the fitness effects of resistance mutations in treated versus non-treated 417 

environments. However, this cost is also very expensive conceptually as it is associated with 418 

too many simplifications, to the point that it may even be misleading. In practical terms, 419 

should the term ‘cost of resistance’ be avoided? The term is extremely widespread and in 420 

many cases, it has at least the merit to attract the attention to the fact that fitness effects are 421 

different in different environments. In most cases and depending on context, the more robust 422 

concepts of fitness trade-off across environments or pleiotropy could be used, although the 423 

concision of the expression “cost of resistance” will be difficult to match. We hope that this 424 

perspective will help correcting some of the sloppy usage of the term and dismiss the implicit 425 

expectations based on this terminology. 426 

First, the interpretation of “cost” in terms of pleiotropic effects is very unclear. Pleiotropic 427 

effects may be better defined as effects projected on phenotypic axes orthogonal to resistance 428 

phenotype, than in terms of fitness effect in the non-treated environment (see Figure 1). In 429 

practical terms, this indicates that the fitness effects across environments should be better 430 

distinguished from pleiotropic effects. Pleiotropy is not necessarily the cause of fitness trade-431 

off. A single trait can present different optimal values in different environments and primary 432 

resistance traits can exhibit a trade-off without having a pleiotropic effect. This clarifies our 433 

expectation about the process of adaptation:  compensatory evolution is not expected to 434 

systematically reduce the “cost of resistance” to zero. 435 

Second, there are as many costs as there are non-treated environments. The idea that there is 436 

one cost associated with a resistance mutation is an extreme and naïve simplification. In 437 

practice, this indicates that studying the fitness effects of resistance mutations “in the wild” 438 

(i.e. beyond the simplified laboratory conditions) is very important. 439 

Third, costs of resistance are ill defined when several precautions are not taken. For instance, 440 

failing to measure costs relative to a well-adapted wild type to the non-treated environment 441 
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can lead to absurd notions, such as ‘negative costs’ that serve no conceptual clarification 442 

(Figure 2). In practice, these precautions can be very difficult to meet, as the degree of 443 

adaptation of the wild type to the non-treated environment will be in general difficult to 444 

assess, but steps can be taken in that direction (e.g. by carefully choosing the reference 445 

genotype and the reference environment). In any case, this issue is important to keep in mind 446 

when interpreting results.  447 

Fourth, the concept of cost leads to an oversimplified and often erroneous view of trade-offs 448 

across environments. Finding costs equal to zero (i) cannot be used to say that there is no 449 

trade-offs between treated and non-treated environments; (ii) cannot be interpreted by saying 450 

that pleiotropic effects were compensated; (iii) completely misses the possibility that fitness 451 

trade-off may occur among different doses. In practice, finding a mutation with no “cost” (or 452 

a “negative cost”), should not be surprising. It does not prove the existence of “Darwinian 453 

demons”; it should not be used to imply that there are no trade-off across environments and 454 

therefore that resistance management strategies will necessary fail. As we have shown, this 455 

finding can simply result from a particular choice for the reference genotype and 456 

environment. Considering fitness effects across the range of possible doses is also important 457 

beyond the simplified conditions of most lab-based ecotoxicological tests and 458 

ecotoxicological fitness proxies such as LD50, MIC, dose responses etc. Importantly, finding 459 

that resistance mutations are not favourable at all doses cannot be attributed to their “cost”. 460 

For instance, high resistance mutations may not be beneficial at low doses, not because they 461 

have a high cost, but simply because they do not match phenotypic requirements that are 462 

optimal at low dose. Here again, the concept of cost leads in practice to biased expectations. 463 

Finally, observing that a resistance mutation does not decrease in frequency after an arrest of 464 

treatment, is not proving that there is “no cost” or no trade-off across environments. Other 465 

causes of frequency changes must be first investigated (i.e. effect of gene flow, effect of 466 

residual or hidden treatments, drift, indirect selection) as well as possible ascertainment biases 467 

(low power to detect slow frequency change).  468 

Overall, it may be safer in most cases to simply discuss and measure the fitness effects of 469 

mutation in different environments and to carefully consider the role of the reference 470 

genotype/phenotype when interpreting relative fitnesses. All these points hold for many other 471 

situations of adaptation besides resistance, but this is perhaps where the vocabulary and the 472 

conceptual issues are the most acute and widespread. Differences among selective conditions 473 

and the occurrence of pleiotropy are both important ideas in evolutionary ecology. However, 474 
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they cannot be solely summarized by assigning resistance mutations a ‘benefit’ and ‘a cost’ 475 

and essentialize their properties. There is a problem with a reduction of evolutionary thinking 476 

to a cost-benefit thinking, with “fitness” as a universal currency, valid regardless of ecological 477 

conditions. Although fitness is a general concept and a universal currency for adaptation, 478 

different conditions entail different fitnesses and possibly different phenotypic requirements 479 

(different adaptations). The vocabulary that we use should not oversimplify these ideas. 480 

Acknowledgments 481 

We thank Helen Alexander, Danna Gifford, Inês Fragata and Claudia Bank for comments on 482 

the manuscript. We thank G. Martin for insightful discussions. 483 

References 484 

Abedi Z. H., Brown A. W. A., 1960 Development and reversion of DDT resistance in Aedes 485 

aegypti. Can. J. Genet. Cytol. 2: 252–261. 486 

Anderson R. M., May R. M., 1982 Coevolution of hosts and parasites. Parasitology 85: 411–487 

426. 488 

Andersson D. I., Levin B. R., 1999 The biological cost of antibiotic resistance. Curr. Opin. 489 

Microbiol. 2: 489–93. 490 

Andersson D. I., Hughes D., 2010 Antibiotic resistance and its cost: is it possible to reverse 491 

resistance? Nat. Rev. Microbiol. 8: 260–271. 492 

Angst D. C., Hall A. R., 2013 The cost of antibiotic resistance depends on evolutionary 493 

history in Escherichia coli. BMC Evol. Biol. 13. 494 

Antonovics J., 1977 Metal tolerance in plants: perfecting an evolutionary paradigm. In: 495 

Institute for Environmental Studies U of T (Ed.), International Conference on Heavy 496 

Metals in the Environment, Toronto, Ontario, Canada, Toronto, pp. 169–186. 497 

Bataillon T., Zhang T., Kassen R., 2011 Cost of adaptation and fitness effects of beneficial 498 

mutations in Pseudomonas fluorescens. Genetics 189: 939–49. 499 

Bell G., 2008 Selection. Oxford Univ. Press, Oxford. 500 

Bergelson J., Purrington C. B., 1996 Surveying Patterns in the Cost of Resistance in Plants. 501 

Am. Nat. 148: 536–558. 502 

Björkman J., Nagaev I., Berg O. G., Hughes D., Andersson D. I., 2000 Effects of environment 503 

.CC-BY-NC-ND 4.0 International licensea
certified by peer review) is the author/funder, who has granted bioRxiv a license to display the preprint in perpetuity. It is made available under 

The copyright holder for this preprint (which was notthis version posted May 17, 2018. ; https://doi.org/10.1101/276675doi: bioRxiv preprint 

https://doi.org/10.1101/276675
http://creativecommons.org/licenses/by-nc-nd/4.0/


 18

on compensatory mutations to ameliorate costs of antibiotic resistance. Science 287: 504 

1479–1482. 505 

Bourguet D., Prout M., Raymond M., 1996 Dominance of insecticide resistance presents a 506 

plastic response. Genetics 143: 407–416. 507 

Bradshaw A. D., 1984 Adaptation of plants to soils containing toxic metals - a test for conceit. 508 

In: Evered D,  Collins GM (Eds.), Origins and development of adaptation, Pitman 509 

Books, London, p. 273. 510 

Carrière Y., Deland J., Roff D., Vincent C., 1994 Life-history costs associated with the 511 

evolution of insecticide resistance. Proc. R. Soc. London B Biol. Sci. 258. 512 

Chevin L. M., Hospital F., 2008 Selective sweep at a quantitative trait locus in the presence of 513 

background genetic variation. Genetics 180: 1645–1660. 514 

Cohan F. M., King E. C., Zawadzki P., 1994 Amelioration of the deleterious pleiotropic 515 

effects of an adaptive mutation in Bacillus subtilis. Evolution 48: 81–95. 516 

Curtis C. F., Cook L. M., Wood R. J., 1978 Selection for and against insecticide resistance 517 

and possible methods of inhibiting the evolution of resistance in mosquitoes. Ecol. 518 

Entomol. 3: 228–273. 519 

Cvijović I., Good B. H., Jerison E. R., Desai M. M., 2015 Fate of a mutation in a fluctuating 520 

environment. Proc. Natl. Acad. Sci. U. S. A. 112: E5021-8. 521 

Davies A. G., Game A. Y., Chen Z., Williams T. J., Goodall S., et al., 1996 Scalloped wings 522 

is the Lucilia cuprina Notch homologue and a candidate for the Modifier of fitness and 523 

asymmetry of diazinon resistance. Genetics 143: 1321–1337. 524 

Day T., Huijben S., Read A. F., 2015 Is selection relevant in the evolutionary emergence of 525 

drug resistance? Trends Microbiol. 23: 126–33. 526 

Depledge M., 2011 Reduce drug waste in the environment. Nature 478: 36. 527 

Dobzhansky T., 1951 Genetics and the origin of species. Columbia university press, New 528 

York. 529 

Endler J. A., 1977 Geographic variation, speciation and clines. Princeton University Press, 530 

Princeton. 531 

Eyre-Walker A., Keightley P. D., 2007 The distribution of fitness effects of new mutations. 532 

Nat. Rev. Genet. 8: 610–618. 533 

.CC-BY-NC-ND 4.0 International licensea
certified by peer review) is the author/funder, who has granted bioRxiv a license to display the preprint in perpetuity. It is made available under 

The copyright holder for this preprint (which was notthis version posted May 17, 2018. ; https://doi.org/10.1101/276675doi: bioRxiv preprint 

https://doi.org/10.1101/276675
http://creativecommons.org/licenses/by-nc-nd/4.0/


 19

Foucault M. L., Courvalin P., Grillot-Courvalin C., 2009 Fitness cost of VanA-type 534 

vancomycin resistance in methicillin-resistant Staphylococcus aureus. Antimicrob. 535 

Agents Chemother. 53: 2354–2359. 536 

Gallet R., Latour Y., Hughes B. S. B. S., Lenormand T., 2014 The dynamics of niche 537 

evolution upon abrupt environmental change. Evolution 68: 1257–1269. 538 

Gassmann A. J., Carrière Y., Tabashnik B. E., 2009 Fitness Costs of Insect Resistance to 539 

Bacillus thuringiensis. Annu. Rev. Entomol. 54: 147–163. 540 

Georghiou G. P., Taylor C. E., 1977 Genetic and biological influences in the evolution of 541 

insecticide resistance. J. Econ. Entomol. 70: 319–323. 542 

Gifford D., Moss E., MacLean R., 2016 Environmental variation alters the fitness effects of 543 

rifampicin resistance mutations in Pseudomonas aeruginosa. Evolution 70: 725–730. 544 

Gillespie J. H., 1975 Natural selection for resistance to epidemics. Ecology 56: 493–495. 545 

Gonthier A., Guerin-Faublee V., Tilly B., Delignette-Muller M.-L., 2001 Optimal growth 546 

temperature of O157 and non-O157 Escherichia coli strains. Lett. Appl. Microbiol. 33: 547 

352–356. 548 

Guillemaud T., Lenormand T., Bourguet D., Chevillon C., Pasteur N., et al., 1998 Evolution 549 

of resistance in Culex pipiens: allele replacement and changing environment. Evolution 550 

52: 443–453. 551 

Haldane J. B. S., 1948 The theory of a cline. J. Genet. 48: 277–284. 552 

Harmand N., Gallet R., Jabbour-Zahab R., Martin G., Lenormand T., 2017 Fisher’s 553 

geometrical model and the mutational patterns of antibiotic resistance across dose 554 

gradients. Evolution 71: 23–37. 555 

Harmand N., Gallet R., Martin G., Lenormand T., 2018 Evolution of bacteria specialization 556 

along an antibiotic dose gradient. Evol. Lett. in press. 557 

Hartl D. L., Taubes C. H., 1998 Towards a theory of evolutionary adaptation. Genetica 103: 558 

525–533. 559 

Hickey D. A., McNelly T., 1975 Competition Between Metal Tolerant and Normal Plant 560 

Populations�; A Field Experiment on Normal Soil. Evolution 29: 458–464. 561 

Jacobs B. F., Duesing J. H., Antonovics J., Patterson D. T., 1988 Growth performance of 562 

triazine-resistant and -susceptible biotypes of Solanum nigrum over a range of 563 

.CC-BY-NC-ND 4.0 International licensea
certified by peer review) is the author/funder, who has granted bioRxiv a license to display the preprint in perpetuity. It is made available under 

The copyright holder for this preprint (which was notthis version posted May 17, 2018. ; https://doi.org/10.1101/276675doi: bioRxiv preprint 

https://doi.org/10.1101/276675
http://creativecommons.org/licenses/by-nc-nd/4.0/


 20

temperatures. Can. J. Bot. 66: 847–850. 564 

Jain S. K., Bradshaw A. D., 1966 Evolutionnary divergence among adjacent plant 565 

populations. I. The evidence and its theoretical analysis. Heredity 21: 407–441. 566 

Kassen R., Bataillon T., 2006 Distribution of fitness effects among beneficial mutations 567 

before selection in experimental populations of bacteria. Nat. Genet. 38: 484–488. 568 

Labbé P., Sidos N., Raymond M., Lenormand T., 2009 Resistance Gene Replacement in the 569 

mosquito Culex pipiens: fitness estimation from long-term cline series. Genetics 182: 570 

303–12. 571 

Lande R., 1980 The Genetic Covariance between Characters Maintained by Pleiotropic 572 

Mutations. Genetics 94: 203–215. 573 

Lande R., 1983 The response to selection on major and minor mutations affecting a metrical 574 

trait. Heredity 50: 47–65. 575 

Lenormand T., Guillemaud T., Bourguet D., Raymond M., 1998 Evaluating gene flow using 576 

selected markers: a case study. Genetics 149: 1383–1392. 577 

Lenormand T., Raymond M., 1998 Resistance management: the stable zone strategy. Proc. R. 578 

Soc. London B 265: 1985–1990. 579 

Lenormand T., Bourguet D., Guillemaud T., Raymond M., 1999 Tracking the evolution of 580 

insecticide resistance in the mosquito Culex pipiens. Nature 400: 861–864. 581 

Lenormand T., Raymond M., 2000 Analysis of clines with variable selection and variable 582 

migration. Am. Nat. 155: 70–82. 583 

Lenormand T., 2002 Gene flow and the limits to natural selection. Trends Ecol. Evol. 17: 584 

183–189. 585 

Lenski R. E., 1988 Experimental studies of pleiotropy and epistasis in Escherichia coli. I. 586 

Variation in competitive fitness among mutant resistant to virus T4. Evolution 42: 425–587 

432. 588 

Lenski R. E., 1998 Bacterial evolution and the cost of antibiotic resistance. Int. Microbiol. 1: 589 

265–70. 590 

Leonard K. J., Czochor R. J., 1980 Theory of genetic interactions among populations of plants 591 

and their pathogens. Annu. Rev. Phytopathol. 18: 237–258. 592 

Levene H., 1953 Genetic equilibrium when more than one ecological niche is available. Am. 593 

.CC-BY-NC-ND 4.0 International licensea
certified by peer review) is the author/funder, who has granted bioRxiv a license to display the preprint in perpetuity. It is made available under 

The copyright holder for this preprint (which was notthis version posted May 17, 2018. ; https://doi.org/10.1101/276675doi: bioRxiv preprint 

https://doi.org/10.1101/276675
http://creativecommons.org/licenses/by-nc-nd/4.0/


 21

Nat. 87: 331–333. 594 

Levin B. R., Perrot V., Walker N., 2000 Compensatory mutations, antibiotic resistance and 595 

the population genetics of adaptive evolution in bacteria. Genetics 154: 985–997. 596 

Levison M. E., Levison J. H., 2009 Pharmacokinetics and pharmacodynamics of antibacterial 597 

agents. Infect Dis Clin North Am. 23: 791–797. 598 

MacLean R. C., Vogwill T., 2015 Limits to compensatory adaptation and the persistence of 599 

antibiotic resistance in pathogenic bacteria. Evol. Med. Public Heal. 2015: 4–12. 600 

Manna F., Martin G., Lenormand T., 2011 Fitness landscapes: An alternative theory for the 601 

dominance of mutation. Genetics 189. 602 

Marcusson L. L., Frimodt-Møller N., Hughes D., 2009 Interplay in the selection of 603 

fluoroquinolone resistance and bacterial fitness. PLoS Pathog. 5. 604 

Martin G., Lenormand T., 2006a A general multivariate extension of Fisher’s geometrical 605 

model and the distribution of mutation fitness effects across species. Evolution 60: 893–606 

907. 607 

Martin G., Lenormand T., 2006b The fitness effect of mutations across environments: a 608 

survey in the light of fitness landscape models. Evolution 60: 2413–2427. 609 

Martin G., Lenormand T., 2015 The fitness effect of mutations across environments: Fisher’s 610 

geometrical model with multiple optima. Evolution 69: 1433–1447. 611 

May R. M., Dobson A. P., 1986 Population Dynamics and the Rate of Evolution of Pesticide 612 

Resistance. In: Pesticide Resistance: Strategies and Tactics for Management, The 613 

National Academies Press, Washington, DC, pp. 170–193. 614 

McKenzie J. A., Whitten M. J., Adena M. A., 1982 The effect of genetic background on the 615 

fitness of diazinon resistance genotypes of the australian sheep blowfly, Lucilia cuprina. 616 

Heredity 49: 1–9. 617 

Melnyk A. H., Wong A., Kassen R., 2015 The fitness costs of antibiotic resistance mutations. 618 

Evol. Appl. 8: 273–283. 619 

Milesi P., Lenormand T., Lagneau C., Weill M., Labbé P., 2016 Relating fitness to long-term 620 

environmental variations in natura. Mol. Ecol. 25: 5483–5499. 621 

Nagylaki T., 1975 Conditions for the existence of clines. Genetics 80: 595–615. 622 

Neve P., Powles S., 2005 High survival frequencies at low herbicide use rates in populations 623 

.CC-BY-NC-ND 4.0 International licensea
certified by peer review) is the author/funder, who has granted bioRxiv a license to display the preprint in perpetuity. It is made available under 

The copyright holder for this preprint (which was notthis version posted May 17, 2018. ; https://doi.org/10.1101/276675doi: bioRxiv preprint 

https://doi.org/10.1101/276675
http://creativecommons.org/licenses/by-nc-nd/4.0/


 22

of Lolium rigidum result in rapid evolution of herbicide resistance. Heredity 95: 485–624 

492. 625 

Nguyen T. N., Phan Q. G., Duong L. P., Bertrand K. P., Lenski R. E., 1989 Effects of carriage 626 

and expression of the Tn10 tetracycline-resistance operon on the fitness of Escherichia 627 

coli K12. Mol. Biol. Evol. 6: 213–225. 628 

Orr H. A., 1998 The population genetics of adaptation: The distribution of factors fixed 629 

during adaptive evolution. Evolution 52: 935–949. 630 

Orr H. A., 2005 The genetic theory of adaptation: A brief history. Nat. Rev. Genet. 6: 119–631 

127. 632 

Regoes R. R., Wiuff C., Zappala R. M., Garner K. N., Baquero F., et al., 2004 633 

Pharmacodynamic functions: a multiparameter approach to the design of antibiotic 634 

treatment regimens. Antimicrob. Agents Chemother. 48: 3670–6. 635 

Sampah M. E. S., Shen L., Jilek B. L., Siliciano R. F., 2011 Dose-response curve slope is a 636 

missing dimension in the analysis of HIV-1 drug resistance. Proc. Natl. Acad. Sci. U. S. 637 

A. 108: 7613–8. 638 

Schoustra S. E., Debets  a J. M., Slakhorst M., Hoekstra R. F., 2006 Reducing the cost of 639 

resistance; experimental evolution in the filamentous fungus Aspergillus nidulans. J. 640 

Evol. Biol. 19: 1115–27. 641 

Schrag S. J., Perrot V., Levin B. R., 1997 Adaptation to the fitness costs of antibiotic 642 

resistance in Escherichia coli. Proc. Biol. Sci. 264: 1287–91. 643 

Simms E. L., Rausher M. D., 1987 Costs and Benefits of Plant Resistance to Herbivory. Am. 644 

Nat. 130: 570–581. 645 

Smith P., Townsend M. G., Smith R. H., 1991 A Cost of Resistance in the Brown Rat? 646 

Reduced Growth Rate in Warfarin-Resistant Lines. Funct. Ecol. 5: 441–447. 647 

Sousa A., Magalhães S., Gordo I., 2012 Cost of antibiotic resistance and the geometry of 648 

adaptation. Mol. Biol. Evol. 29: 1417–28. 649 

Suckling D. M., Khoo J. G. I., 1993 Cline in frequency of azinphosmethyl resistance in light 650 

brown apple moth (Lepidoptera: Tortricidae). J. Econ. Entomol. 86: 1308–1316. 651 

Thiele-Bruhn S., 2003 Pharmaceutical antibiotic compounds in soils - a review. J. plant Nutr. 652 

soil Sci. 166: 145–167. 653 

.CC-BY-NC-ND 4.0 International licensea
certified by peer review) is the author/funder, who has granted bioRxiv a license to display the preprint in perpetuity. It is made available under 

The copyright holder for this preprint (which was notthis version posted May 17, 2018. ; https://doi.org/10.1101/276675doi: bioRxiv preprint 

https://doi.org/10.1101/276675
http://creativecommons.org/licenses/by-nc-nd/4.0/


 23

Ventola C. L., 2015 The antibiotic resistance crisis: part 1: causes and threats. P T 40: 277–654 

83. 655 

Vila-Aiub M. M., Neve P., Powles S. B., 2009 Fitness costs associated with evolved herbicide 656 

resistance alleles in plants. New Phytol. 184: 751–767. 657 

Wen X., Gehring R., Stallbaumer A., Riviere J. E., Volkova V. V., 2016 Limitations of MIC 658 

as sole metric of pharmacodynamic response across the range of antimicrobial 659 

susceptibilities within a single bacterial species. Sci. Rep. 6: 37907. 660 

Wilson J. B., 1988 The cost of heavy-metal tolerance: an example. Evolution 42: 408–413. 661 

Windle P. N., Franz E. H., 1979 The Effects of Insect Parasitism on Plant Competition�: 662 

Greenbugs and Barley. Ecology 60: 521–529. 663 

World Health Organization, 2014 Antimicrobial Resistance Global Report on Surveillance. 664 

  665 

.CC-BY-NC-ND 4.0 International licensea
certified by peer review) is the author/funder, who has granted bioRxiv a license to display the preprint in perpetuity. It is made available under 

The copyright holder for this preprint (which was notthis version posted May 17, 2018. ; https://doi.org/10.1101/276675doi: bioRxiv preprint 

https://doi.org/10.1101/276675
http://creativecommons.org/licenses/by-nc-nd/4.0/

