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Abstract

White matter hyperintensities (WMH), also known as white matter lesions, are localised
white matter areas that appear hyperintense on MRI scans. WMH commonly occur in
the ageing population, and are often associated with several factors such as cognitive
disorders, cardiovascular risk factors, cerebrovascular and neurodegenerative diseases.
Despite the fact that some links between lesion location and parametric factors such
as age have already been established, the relationship between voxel-wise spatial dis-
tribution of lesions and these factors is not yet well understood. Hence, it would be
of clinical importance to model the distribution of lesions at the population-level and
quantitatively analyse the effect of various factors on the lesion distribution model.

In this work we compare various methods, including our proposed method, to gener-
ate voxel-wise distributions of WMH within a population with respect to various factors.
Our proposed Bayesian spline method models the spatio-temporal distribution of WMH
with respect to a parametric factor of interest, in this case age, within a population.
Our probabilistic model takes as input the lesion segmentation binary maps of subjects
belonging to various age groups and provides a population-level parametric lesion prob-
ability map as output. We used a spline representation to ensure a degree of smoothness
in space and the dimension associated with the parameter, and formulated our model
using a Bayesian framework.

We tested our algorithm output on simulated data and compared our results with
those obtained using various existing methods with different levels of algorithmic and
computational complexity. We then compared the better performing methods on a real
dataset, consisting of 1000 subjects of the UK Biobank, divided in two groups based on
hypertension diagnosis. Finally, we applied our method on a clinical dataset of patients
with vascular disease.
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On simulated dataset, the results from our algorithm showed a mean square error
(MSE) value of 7.27 × 10−5, which was lower than the MSE value reported in the
literature, with the advantage of being robust and computationally efficient. In the
UK Biobank data, we found that the lesion probabilities are higher for the hypertension
group compared to the non-hypertension group and further verified this finding using a
statistical t-test. Finally, when applying our method on patients with vascular disease,
we observed that the overall probability of lesions is significantly higher in later age
groups, which is in line with the current literature.

Keywords: White matter hyperintensities, structural MRI, parametric lesion
probability maps, bayesian inference, spline approximation, UK Biobank

1. Introduction

White matter hyperintensities of presumed vascular origin (WMH), also called white
matter lesions (Wardlaw et al. (2013)), are common findings in the brain white matter
that appear hyperintense on T2-weighted, fluid attenuated inversion recovery (FLAIR),
and proton density-weighted brain MRI images. Even though the pathogenesis of WMH
has not yet been well understood (Wardlaw et al. (2013)), WMH are strongly associated
with cerebrovascular disease and vascular risk factors (Li et al. (2013)), and they are also
frequently found in neurodegenerative diseases such as Alzheimers disease (Debette and
Markus (2010), Prins and Scheltens (2015)). In the general population, they have been
associated with increased risk of stroke, dementia and death (Debette et al. (2010)).

Several visual rating scales for WMH are available and commonly used (Wahlund
et al. (2001), Fazekas et al. (1987)). However, determining the voxel-wise distribution
of WMH at the population-level is important in order to investigate the relationship
between the spatial distribution of lesions and various factors such as age, vascular risk
factors and cognitive function. This would aid in studying differences in lesion distri-
bution between normal and pathological ageing (Biesbroek et al. (2013), Duering et al.
(2014)). In fact, although the occurrence of WMH is common in the ageing popula-
tion, clear relationships between amount and distribution of lesions and the cognitive,
demographical, and risk factors is not yet well understood.

The simplest method used in the literature for correlating voxel-wise lesion distri-
bution maps with various parametric factors (such as age, cognitive function and so
on) includes averaging subject-level lesion probability maps (Rostrup et al. (2012)) that
are grouped according to those parametric factors. However, this approach does not
necessarily provide continuity or smoothness in space or across the parametric dimen-
sion for the lesion probabilities. Alternatively, several mass-univariate methods such as
voxel-based lesion-symptom mapping (VLSM) (Bates et al. (2003)) and voxel-wise lin-
ear regression of lesion probabilities against various factors (Charil et al. (2003), Charil
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et al. (2007)) have been proposed. For example, Charil et al. (2007) studied the corre-
lation between the cortical thickness and various factors including lesion distribution in
multiple sclerosis using voxel-wise linear regression. However, these methods are based
on models that work independently in each voxel and do not capture the relationship
between neighbouring voxels. Hence, they are not ideal for modelling the lesion distribu-
tion, since lesions are clustered regions rather than isolated voxels. Moreover, the linear
models used in these methods are not optimal for binary data (Charil et al. (2007),
Bates et al. (2003)).

Spatially varying coefficient processes establish a local spatial relationship between
the coefficients of regression models (Gelfand et al. (2003); Gamerman et al. (2003);
Ge et al. (2014)). For example, Bayesian Spatial Generalized Linear Mixed Model
(BSGLMM) proposed by Ge et al. (2014) is based on spatially varying coefficients to
determine the relationship between the spatial distribution of lesions and subject specific
covariates such as multiple sclerosis (MS) subtype, age, gender, disease duration and
disease severity measures. The spatially varying coefficients are modelled jointly using
a multivariate pairwise difference prior model, a particular instance of the Multivariate
Conditional Autoregressive model. However, the dimension of the correlation matrices
involved in spatially varying coefficient processes is very high and their inversion becomes
computationally infeasible for very large imaging datasets (Ge et al. (2014)). In fact,
the computational load of the model proposed by Ge et al. (2014) requires the use of
graphical processing units for parallel computing.

Several solutions have been proposed to overcome this problem, including Gaussian
predictive processes (Banerjee et al. (2008)), using a truncated Karhunen-Love expansion
to estimate spatially varying coefficients (Crainiceanu et al. (2009)), functional principal
component analysis approach (Reiss and Ogden (2010)) and covariance tapering (Kauf-
man et al. (2008)). However, all of them perform data reduction (unlike Ge et al. (2014))
and depend on strict assumptions (Crainiceanu et al. (2009)).

In this paper, we propose an alternative approach by developing a probabilistic model
to obtain a parametric lesion probability map in order to investigate the relationship
between distribution of WMH and various parametric factors. Our method is not compu-
tationally intensive, and uses a spline representation to ensure continuity and smoothness
between neighbouring voxels in both spatial and parametric dimensions. In our model,
the lesion distribution at each voxel is obtained by the linear combination of all the
splines on the neighbouring voxels. Moreover, our model adopts a Bayesian framework
in order to overcome the discretely sampled nature of the input binary maps obtained
from lesion segmentation. Our approach for modelling the spatial distribution of lesions
is suitable for very large imaging datasets such as UK Biobank (Miller et al. (2016)) and
allows the flexibility of observing the effect of various parametric factors on the lesion
distribution. Although in principle our model could work with any factor, in this work
we analysed the voxel-wise distribution of lesions with respect to age since a strong rela-
tionship between the progression of WMH and age has already been established (Simoni
et al. (2012)).

We first evaluated our model on a simulated dataset and compared it to existing
methods. We then validated our model on two real datasets. The first one is a sub-
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sample of the UK Biobank, in which we tested the relationship between WMH and
age comparing subjects with and without hypertension. We chose hypertension as our
grouping variable, since it has been found to be one of the important risk factors of
WMH (Dufouil et al. (2001), Gottesman et al. (2010)) in addition to age. Also in this
case we compared our results against the existing methods. As a final validation, we
applied our model to a clinical population (vascular population of subjects who had a
transient ischemic attack or minor stroke) and analysed the results with respect to age.

2. Methods

2.1. Modelling the distribution of WMH using Bayesian inference

Our proposed Bayesian spline model takes as input the binary lesion map and the
age (or other parametric factor of interest) for each individual subject. We model the
distribution of lesions in three steps: 1) constructing a representation for the lesion
probability distribution using by spline basis functions, 2) formulation of the poste-
rior lesion probability; and 3) maximisation of the posterior probability by constrained
optimisation.

Let Ds be the 3D binary lesion map of individual subject S. Our aim was to form a
4D spatio-temporal parametric lesion probability map with the 4th dimension indicating
the parametric factor of interest.

2.1.1. Constructing a representation for the lesion probability distribution using by spline
basis functions

Since the binary lesion maps contains localised areas, the lesion voxels are sparse
and have discrete values (0 or 1). Therefore, to ensure spatial and temporal continuity
in the probability distribution of lesions, we approximate the lesion probabilities using
cubic b-splines.

Consider cubic b-splines with spline coefficients Ci and basis functions Bij, where
i denotes the indices of knot points of the basis functions and j = (x, y, z, t) indicate
the spatial coordinates in the first 3 dimensions and the parametric factor in the 4th

dimension. The lesion probability θj at each voxel is related to Ci and Bij by Eqn. 1:

θj =
∑
i

CiBij = CTB (1)

The probability value at each voxel is calculated as the linear combination of spline
basis functions. We formulated the splines as a separable outer product of individual 1D
splines in 4 dimensions (3 in space and one in the parametric dimension). To implement
the above calculation, we generated 1-dimensional cubic b-splines and convolved the
binary map with scaled 1D b-splines independently in all 4 dimensions to get spatially
continuous lesion probabilities θ as shown in Figure 1. This operation is more compu-
tationally efficient than off-the-shelf spline fitting toolboxes and is well suited to large
datasets.

It is worth noting that after each convolution edge artefacts occurred due to con-
volution with the tails of the splines and zero padding. In order to get the corrected
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Figure 1: Spline modelling with cubic b-splines. (a) Average of binary lesion maps that are grouped
according to a parametric factor, (b) Cubic b-spline used for modelling, (c) Spatially continuous lesion
probability map obtained as a result of spline fitting. The convolution of (b) with (a) is done in all 4
dimensions independently to get (c).

.

convolution output fnorm, we divided the convolution output fin with a normalizing
image (formed by convolving the same b-splines B with an unity image u(x), where
u(x) = 1 inside the valid FOV - brain voxels - and 0 outside, thus forming a similar
pattern at the edges) as shown in eqn. 2.

fnorm(x0) =

∑
x fin(x).B(x0 − x)∑
x u(x).B(x0 − x)

(2)

2.1.2. Formulation of the posterior lesion probability

The most common lesion probability estimation method is averaging lesion maps
across subjects. However, the accuracy of this approach is sensitive to the amount of
data, especially considering the fact that there might not be any subject representing
specific age groups or a few subjects might not have any WMH. Bayesian methods are
well suited to this problem since they allow for the uncertainty associated with the lim-
ited amount of data, while the spline model ensures continuity between the neighbouring
voxels.

As we consider age as our parametric factor, the 4th dimension, t, of our data indicates
the bin number corresponding to the age groups. We formed these bins t by grouping
the subjects into age groups aget (e.g., age1 = (20, 22], age2 = (23, 25], etc.). The age
groups can be defined to have a duration as short as we require (even in months) and
hence binning the ages does not necessarily restrict the values to be overly discretised
in the parametric dimension. Let R (shown in Figure. 2(a)) be the 4D spatio-temporal
volume formed by summing the binary lesion maps of the subjects in each age group
aget. The value at each voxel Rj = R(x, y, z, t) denotes the number of subjects having
lesions at that voxel in the age group aget. Let N be a 4D volume in which the value
at each voxel Nj = N(x, y, z, t) denotes the number of subjects in each age group aget.
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Figure 2: Accumulation of data. (a) In each age group aget, the number of subjects having lesions
(Rj). (b) Gradient of the log-probability distribution obtained by Eqn. 16

R and N are formed by,

Rj =
∑
S∈T

DSj, where T = {S | age of S ∈ aget} (3)

Nj = # subjects in aget (4)

For an age group aget, Rj indicates number of observations of binary data (lesion
occurrence) in the subjects belonging to this age group aget, with the total number of
subjects in aget given by Nj. Thus the probability of observing Rj number of binary
outputs given Nj and probability of lesion occurrence θj for an age group aget is given
by the binomial likelihood distribution,

p(Rj | Nj, θj) = NjCRj
θ
Rj

j (1− θj)(Nj−Rj) (5)

where NjCRj
=

Nj !

Rj !(Nj−Rj)!
. The full likelihood distribution (assuming independence

between age groups and voxel locations) for all age groups and at all voxel locations is
given by the product of individual likelihoods,

p(R | N, θ) =
∏
j

p(Rj | Nj, θj) (6)

=
∏
j

(NjCRj
θ
Rj

j (1− θj)(Nj−Rj)) (7)

Using Bayes theorem, the posterior lesion probability distribution p(θ | N,R) is given
by,

p(θ | N,R) ∝ p(R | N, θ) p(θ | N) (8)

= α p(R | N, θ) p(θ | N) (9)
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We will assume that the prior probability of lesion occurrence is the same for any point
in space and time. Hence with uniform prior p(θ) = 1,

p(θ | N,R) = α p(R | N, θ) (10)

= α
∏
j

(NjCRj
θ
Rj

j (1− θj)(Nj−Rj)) (11)

Our aim is to maximize p(θ | N,R) to obtain a parametric model of the lesion proba-
bility distribution over a population. To make the calculation of derivatives simpler, we
determine the log-posterior function since the logarithm is a monotonically increasing
function. Log-posterior L(θ | N,R) is given by,

L(θ | N,R) = log(p(θ | N,R)) (12)

= log(α
∏
j

(NjCRj
θ
Rj

j (1− θj)(Nj−Rj))) (13)

= log(α) +
∑
j

log(NjCRj
) +

∑
j

Rj log(θj) +
∑
j

(Nj −Rj) log(1− θj)

(14)

Since the lesion probability values θ have been approximated with spline basis functions
as explained in the section above, we substitute the values of θ from the eqn. 1 in the
above log-posterior equation,

L(θ | N,R) = log(α) +
∑
j

log(NjCRj
) +

∑
j

Rj log(
∑
i

CiBij)

+
∑
j

(Nj −Rj) log(1−
∑
i

CiBij)
(15)

The derivative of L(θ|N,R) (shown in Figure. 2(c)) with respect to the spline coefficients
Ck is given by,

∂(L(θ | N,R))

∂Ck
=
∑
j

(
RjBkj∑
iCiBij

)
+
∑
j

(
(Nj −Rj)Bkj∑

iCiBij − 1

)
(16)

Note that the derivative function requires more spline modelling steps (basically, each
summation requires a 4D spline approximation), however, performing 1D convolutions
independently in 4 dimensions considerably reduces the running time.

2.1.3. Maximisation of the posterior probability by constrained optimisation

In order to estimate the final lesion probability θi, we need to determine the spline
coefficient values that would maximise the log-posterior. Also, by maintaining the value
of Ci within the range [0,1] the final θi values will be constrained to the range [0,1]. Hence,
to determine the value of Ci corresponding to the maximum a posteriori estimate, we
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formulated it as a constrained optimisation problem as specified below:

argmin
C

− L(θ | N,R)

Subject to 0 ≤ Ci ≤ 1∑
i

Ci = 1

(17)

We used the steepest gradient descent algorithm, which is a first order optimisation algo-
rithm that uses an iterative polynomial line search method for the above optimisation.
The step size γ for each iteration is determined by a polynomial line search method
satisfying Armijo - Wolfe conditions (Wolfe (1969)). In our case, the function to be
minimised is −L(θ | N,R). For L : Rn → R, the step size for each iteration follows the
following condition:

min
C

−L(θk + γqk) (18)

where, θk is the current guess, qk indicates the search direction and γ is the step size.
Moreover, in order to speed up the convergence, we redefined Ci using a normalising
function (with parameter λi ∈ (−∞,+∞)) in order to maintain the range of Ci within
[0,1] and relax the optimisation constraints as given by,

argmin
λ

− L(θ | N,R)

Subject to −∞ < λi <∞∑
i

Ci = 1

(19)

where Ci = (1 + tanh(λi))/2 so that Ci ∈ [0, 1] when λi ∈ (−∞,+∞). Using the chain
rule, the derivative of L(θ|N,R) (eqn(16)) can be modified as

∂(L(θ | N,R))

∂λ
=
∂(L(θ | N,R))

∂Ck

∂Ck
∂λk

(20)

=

[( ∑
j Rj∑

iCiBij

)
Bkj +

(∑
j(Nj −Rj)∑
iCiBij − 1

)
Bkj

]
sech2(λi)

2
(21)

We perform a step of spline modelling (given by eqn. 1) on the optimal Ci that maximises
the log-posterior −L(θ | N,R) to get the final estimated parametric lesion probability
map θ̂. We determined the average of lesion binary maps of subjects within the age
group aget to get the age group-wise average 4D lesion map Average =

∑
j(Rj/Nj). We

provided smoothed Average as the initial estimate for Ci during optimisation.

Figure 3 illustrates the initial and final values of Ci and λi involved in the optimization
step for two different age groups (taken from different age bins of the 4D spatio-temporal
map). The initial θ values (fig. 3(d)) and the final θ̂ values (fig. 3(e)) are shown with
their difference (fig. 3(f)). The results show little difference between the initial θ values
and final θ̂ values for the younger age group (≤ 0.005 in fig. 3(f, bottom row)) and a
higher difference (≈ 0.01 in fig. 3(f, top row)) in the elder age group. This could be
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attributed to the difference in the amount of lesion voxels between the age groups.

Figure 3: An instance of initial and final values in the optimisation step. The instances relate to two
different age groups (younger age group in top rows). All the images are shown at slice z = 45. (a)
Average of lesions across the age group (Rj/Nj). (b) Initial C values obtained by smoothing Rj/Nj ,

(c) Final C values after convergence, (d) θ values from initial C values, (e) θ̂ values estimated from final

C values after convergence. (f) Difference between initial θ values and final θ̂ values. Note that in the
younger age group there is not much difference (top row) in θ before (d) and after (e) convergence, since

the neighbouring voxels are mostly non-lesions in the young population, whereas θ̂ values are larger and
differ more in the bottom row between (d) and (e) as shown in (f) in older population.
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Figure 4: An instance of simulated lesion data (shown at slice z = 45 and age bin number t = 20). (a)
Addition of random noise to µ indicating randomly sampled voxels, (b) lesion voxels after smoothing
(a) with K, (c) K ∗µ, (d) Sum of binary lesion maps (Rsim) in a specific age group, (e) Simulated θtrue
image

2.1.4. Convergence analysis

Implementation of steepest gradient descent optimisation algorithm was done in
MATLAB (Bortz and Kelley (1998)). We specified the initial step-size γ to be 1× 10−3,
while step sizes for the subsequent iterations were determined by the polynomial line
search algorithm, for which lower and upper bounds were set to 0.1 × initial γ and
0.5× initial γ respectively. We specified the maximum number of iterations as 50. The
main parameter for determining γ for each iteration is the 2-norm ‖G‖ of the 4D gradient
matrix G (calculated from eqn. 20). We set the final convergence tolerance value for the
decrease in ‖G‖ as 1× 10−4 (since gradient of the function must be zero at the function
minimum).

2.2. Simulations

In order to evaluate the accuracy of our model, we initially tested it on a simulated
dataset. To this aim, we compared the ground truth distribution (θtrue) with the proba-
bility distribution (θ̂) estimated by our algorithm and compared it with other methods.

We simulated volumes of size 91 × 109 × 91 arranged in 6 months age bins to form
60 age groups, thus creating a simulated set of subject images with dimensions 91 ×
109×91×60. For this simulation, we assigned a random number of subjects in each age
group Nsim ∈ [1, 50]. For each subject, we generated a lesion map by randomly sampling
voxels within a specified ROI (in our case, the MNI brain mask). For sampling, we used
the smoothed average of lesion probability maps from a previous study (vascular cohort
in Griffanti et al. (2016)) as the ground truth probabilities to obtain a realistic WMH
spatial distribution. The probability of sampling each lesion voxel in the data is initially
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represented by a random normal variable N(µ(x), 1). In order to avoid isolated lesion
voxels and to establish spatial dependencies between the neighbouring voxels (so that
sampled voxels would look like plausible lesions), we smoothed the sampled lesion voxels
using a Gaussian kernel K with a standard deviation of 0.8. We obtained binary lesion
maps by thresholding the smoothed lesion map K ∗ N(µ(x), 1) above 0. As a result
of convolution with K, the ground truth distribution at voxel x is now represented
by N(K ∗ µ,K2 ∗M), where M is a binary brain mask. We obtained the true lesion
probability for the simulation, θtrue, by calculating the cumulative distribution function
of the normal variate z = K ∗ µ/

√
K2 ∗M or more specifically, p(z > 0).

Repeating the above process Nsim times for each age group, we accumulated the sum
of binary volumes as Rsim and applied our algorithm to Rsim and Nsim to model the
distribution of lesions over the simulated population, to get θ̂ (algorithm output). An
instance of data obtained from the simulation is shown in Figure 4.

2.2.1. Comparison with the existing alternative methods

We applied our algorithm to the simulated data and compared its performance with
respect to some alternative methods with different levels of complexity. The simplest
method for estimating the lesion probability with respect to age groups is to determine
the group-level average of lesion probability maps as done in Rostrup et al. (2012). We
performed the similar average on binary lesion maps and calculated Average = Rt/Nt for
each age group aget. However, the resulting lesion probability map Average is limited
by the number of subjects in each aget and does not provide a continuous/generalized
estimate of lesion distribution. Hence another option is to smooth the average lesion
distribution map Average, using a Gaussian kernel with different standard deviations
σ (0.5, 1.5 and 3.0) to get a more spatio-temporally continuous lesion probability map
Smoothed Average(σ). We also applied the Bayesian Spatial Generalized Linear Mixed
Model (BSGLMM) based on spatially varying coefficients proposed by Ge et al. (2014).
We evaluated the performance of the above methods by determining the error values
(difference between the ground truth probabilities and the outputs of the above methods)
and the corresponding mean-squared error (MSE) values.

2.3. Application to real data

We applied our algorithm to two different groups from the UK Biobank data and
compared the lesion distribution between the two groups using the methods that pro-
vided better MSE values than those reported in the literature, as determined from tests
on the simulated dataset. We further validated our observations by applying our method
on a clinical dataset consisting of a vascular population of subjects who had experienced
a transient ischemic attack or minor stroke.

The dataset used for initial validation is a subset of UK Biobank data (Miller et al.
(2016)). In the UK biobank data, about 10% of the sample has been identified as being
diagnosed with hypertension, corresponding to around 7,975 subjects. Our goal was to
model the lesion distribution with respect to age, comparing the subjects diagnosed with
hypertension (HT group) to subjects without hypertension, where the latter acts like a
control group (non-HT group). In this case, to reduce the amount of computation, we
selected a balanced subset of randomly sampled 1000 subjects, 500 subjects from the
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HT group (age range 45.5 - 78.3, mean age 66.3 ± 6.1 years, with female to male ratio,
F:M = 202:298), while the remaining were from the non-HT group (age range 45.5 -
78.4, mean age 62.0 ± 7.6 years, with female to male ratio, F:M = 257:243).

For these subjects we generated binary lesion masks to be used as input for our algo-
rithm. This was performed using BIANCA (Griffanti et al. (2016)) on FLAIR images,
also using information from T1-weighted images (Alfaro-Almagro et al. (2018)). The
lesion probability maps obtained were binarised after thresholding at 0.8. We then reg-
istered the single subject binary lesion maps to the MNI space using linear and non-linear
registration, thresholded them at 0.5 and binarised them to compensate for interpolation.
We then applied our algorithm to the two groups separately and compared the results
with those from other methods. When applying our method, we arranged the subjects
in each group into one year age bins to form a 4D image of dimension 91×109×91×33.
We compared the two groups using an unpaired t-test using permutation testing (ran-
domise, Winkler et al. (2014)) to analyse the significance of the difference in the lesion
probability values between HT and non-HT groups, and calculated the corresponding
z-scores. Results were considered significant for pcorr < 0.05, corrected for multiple
comparisons by using the null distribution of the max (across the image) voxelwise test
statistic. For BSGLMM, the t-values were obtained by dividing the posterior mean by
posterior standard deviation (Ge et al. (2014)).

Finally, we validated our algorithm on a clinical dataset of subjects at risk of vascular
cognitive impairment. The dataset consists of MRI data from 474 consecutive eligible
participants from Oxford Vascular Study (OXVASC) (Rothwell et al. (2004)), who had
recently experienced a minor non-disabling stroke or transient ischemic attack (TIA)
(age range 20 - 102 years, mean age 67.4 ± 14.3 years, with female to male ratio, F:M
= 240:234) (see Griffanti et al. (2016) for more details). Similar to the UK Biobank
dataset, we obtained the lesion binary masks using BIANCA and registered the single-
subject masks to the MNI space. We grouped the data in age bins of 3 years to form a
4D image of dimensions 91× 109× 91× 27 and applied our model. We also performed
permutation-based statistical analysis (corrected for multiple comparisons) to test the
statistical significance of the effect of age on the lesion probabilities. For this analysis,
in each iteration, we permuted the data with respect to the age groups and applied our
model on the permuted data to generate results for that permutation, that were then
used to assess statistical significance, with correction for multiple comparisons (using
the maximum statistic across space).

3. Results

3.1. Results on the simulated data

Figure 5 shows the error values of the outputs of the different methods with respect
to ground truth, while Table 1 reports the corresponding MSE values and running time.
For the Smoothed Average(σ) method, we tried various values of standard deviations σ
for the Gaussian kernel and have shown the results for the three σ values that provided
minimum MSE values for this simulated dataset.

On a simulated dataset consisting of 698 subjects, we obtained an MSE value of
7.27× 10−5 for our Bayesian spline method, while BSGLMM method gave a lower MSE
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Figure 5: Comparison of simulation analysis results using different methods. The results are shown
at slice z = 45 and age bin number t = 33. Ground truth distribution θtrue shown along with the
outputs of various methods θ̂ (a - f) and the corresponding error maps immediately underneath the
probability maps. The outputs are shown for our Bayesian spline method (a), BSGLMM (b), Average
(c), Smoothed Average(σ = 0.5) (d), Smoothed Average(σ = 1.5) (e) and Smoothed Average(σ = 3)
(f).

value of 5.22×10−5 with ≈ 15 times slower running time. Average is the fastest (with <
1 second running time) but gives twice as much as error (18.790× 10−5) as our method.
Ge et al. (2014) reported an MSE value of 12 × 10−5 on simulated data consiting of
100 randomly sampled subjects. From Table 1, we can observe that only Average and
Smoothed Average(σ = 3) give MSE values greater than 12 × 10−5 (reported in Ge
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Method MSE values Running time / Processor specs

Our Bayesian spline method 7.27× 10−5
< 20 mins (84 secs per iteration) /
iMac CPU with 2.9 GHz Intel Core i5
processor

BSGLMM (Ge et al. (2014)) 5.22× 10−5 ≈ 293 mins / NVIDIA Tesla K80
GPU with 12GB

Average 18.79× 10−5 < 1 sec / iMac CPU with 2.9 GHz
Intel Core i5 processor

Smoothed Average(σ = 0.5) 3.86× 10−5 ≈ 8 secs / iMac CPU with 2.9 GHz
Intel Core i5 processor

Smoothed Average(σ = 1.5) 8.56× 10−5 ≈ 11 secs / iMac CPU with 2.9 GHz
Intel Core i5 processor

Smoothed Average(σ = 3) 33.71× 10−5 ≈ 17 secs / iMac CPU with 2.9 GHz
Intel Core i5 processor

Table 1: Comparison of MSE values and running time of different methods on simulation data

et al. (2014)). Moreover, both MSE values and running times increases as the standard
deviation σ of the smoothing kernel increases due to increase in the kernel size.

Figure 6 shows the lesion probability with respect to age at a representative periven-
tricular (a) and deep (b) voxel for the tested methods. It is worth noting that BSGLMM
posterior probabilities tend to increase monotonically with age throughout the white
matter irrespective of the location of the lesions.

We also tested the effect of change in cubic b-spline knot spacing and the standard
deviation of kernel K used in the ground truth estimation on the error values (see
supplementary material). We observed that the cubic b-splines with knot spacing of
2 voxels provided the best result on the simulated data and hence we used the same
specifications henceforth on the real data experiments.

3.2. Results on the real data

We show the results of our algorithm on UK Biobank data to estimate the lesion
distribution probabilities with respect to age within the HT and non-HT subjects in
Figure 7.
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Figure 6: Lesion probability values plotted versus age. The plot of lesion probability values shown for
a periventricular voxel (a) and a deep voxel (b). The red dot on the ground truth images indicate the
voxel locations corresponding to the plot.
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Figure 7: Results on UK Biobank data. Output of our Bayesian spline method on HT group (a) and
non-HT group (b) shown along with their difference maps (c). First column shows the age group t =
20 (aget = 64.4 - 65.4 years) and second column shows t = 33 (aget = 77.4 - 78.4 years). All the results
have been shown at the slice z = 45 (MNI template on the left)
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The lesion probabilities increased with age for both the groups and are higher in the
HT group (≈ 0.4 as shown in fig. 7(c)) than the non-HT group. We can observe that
this difference is higher in the periventricular regions compared to deep regions, and
higher in the older age groups (≈ 0.3 between the columns in row (c)) compared with
the younger group. So not only is there a strong relationship between lesion probabilities
and hypertension, but also this relationship is more pronounced as the population gets
older.

In figure 8 and figure 9, we show the results of our algorithm compared with the
posterior probabilities obtained from the BSGLMM method and the outputs of smoothed
average maps (Smoothed Average(σ = 0.5), Smoothed Average(σ = 1.5)) respectively.
We chose to compare the above methods with our Bayesian spline algorithm since these
methods gave MSE values lesser than 12×10−5 (Ge et al. (2014)) on the simulated data
(Table 1). We observed that the lesion probabilities in periventricular regions increased
with age for both HT and non-HT groups, while the probabilities in deeper regions
increased only in the HT group (between the first two rows in (a) in fig. 8 and 9). The
bottom rows of figures 8 and 9 show the z-scores for significant regions (pcorr < 0.05),
obtained from a statistical test to determine the significance of differences between the
HT and non-HT groups. We observed increased lesion probabilities in the HT group
compared with non-HT group, especially in the deep regions. This effect is particularly
strong in our method and Smoothed Average(σ = 1.5) when compared with BSGLMM
and Smoothed Average(σ = 0.5) (fig. 8 and 9 (bottom row)).

Figure 10 (top row) shows the estimated lesion probabilities from our Bayesian spline
method on OXVASC data for two representative age groups. Similar to our results on
UK Biobank data, it can be observed that the overall lesion probability values are
relatively higher in the older age group compared to the younger age group (≈ 0.2,
between second and third columns). On performing the permutation test, we observed
that periventricular voxels change significantly with age (p < 0.05) as shown in Figure 10
(bottom row).

4. Discussion and conclusion

In this work we compared several methods including our proposed Bayesian spline
method to model the distribution of white matter lesions with respect to a parametric
factor within different populations. For the experiments in this paper, we considered
age as our parameter of interest, but the framework is general and can work with any
continuous parameter of interest.

During the development, we analysed the effect of various parameters of our algo-
rithm on the resulting lesion probabilities. One of the most important parameters in the
algorithm is the knot spacing in the spline model. We studied its effect and how it re-
lates to the size of smoothing kernel K used for the generation of the simulation data by
varying them independently and evaluated their combined effect on the algorithm result
θ̂ (see supplementary material). The best results were obtained for the knot spacing of
2 with MSE of 7.270× 10−5. We also evaluated the effect of the initialization provided
for the optimization function and observed that the algorithm converges quicker when
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Figure 10: Results on OXVASC data. (Top row) From left to right: MNI brain, lesion probability
distribution at bin numbers t = 3 (aget = 29 - 31 years) and t = 13 (aget = 59 - 61 years). The results
are shown at slice z = 45. (Bottom row) Results of permutation analysis. From left to right: Voxels
that change significantly (p < 0.05) with age (red) shown on slices z = 39, 45 and 49

we provide the smoothed average lesion map as the initial value for λi, whereas it fails
to converge when a zero image or unity image is provided as initialization for λi. Also,
our algorithm converges to the same output when the average lesion maps are smoothed
with kernels of similar standard deviation.

When comparing the results of different methods on the simulated dataset, we found
that the MSE values are lower than that reported in Ge et al. (2014) for most of the
methods, except Average and Smoothed Average(σ = 3.0). We obtained the highest
MSE value and highest speed for the simplest method Average. However, this also gave a
resulting image that was not as spatially continuous as the other methods. Moreover, the
accuracy of Average (as well as of its Gaussian smoothed results Smoothed Average(σ))
depends on the number of subjects in the age groups. While they provide reliable
estimates in larger populations, their estimates are not so accurate when there are fewer
subjects or when the lesion load is lower, since the data becomes sparse. Also, in
the case of smoothed Smoothed Average(σ) method, determining the optimum value of
standard deviations σ for the Gaussian kernel is dependent on the dataset and the lesion
characteristics. However, the smoothed Smoothed Average(σ) outputs provide good
initial estimates for our method and lead to better convergence, as we discussed above.
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We observed that, while results of both the Bayesian spline method and BSGLMM show
relatively similar MSE values, the spline modelling in our algorithm is spatially more
robust when compared to BSGLMM method. For instance, from Figure 6, while lesion
probabilities obtained from BSGLMM method fit well in periventricular areas, they do
not fit the ground truth distribution as well in deep areas (figure 6). Another important
advantage of our method is that it is much faster than BSGLMM (Table 1) and can easily
scale up to very large numbers of subjects. Our modelling algorithm takes less than 20
minutes (84 seconds per iteration), when run on an iMac with 2.9 GHz Intel Core i5
processor. This is due to the fact that we independently perform the convolution in all 4
dimensions with a 1D spline which reduces the computational load. Also, by calculating
the analytical gradient (Eqn. 16) we avoid the numerical computation of gradient for 4D
data in the optimization step. Even though the maximum number of iterations allowed
for the optimization step is 50, our algorithm typically converges earlier (10 iterations
on simulated data and < 10 on real data). On the other hand, the BSGLMM algorithm
is computationally demanding since it has to estimate the posterior distribution via
Markov Chain Monte Carlo model using Gibbs sampler at each voxel.

Our results on the real data (UK Biobank and OXVASC datasets) show that the
lesion distribution probabilities are higher in the later ages, which is in line with the ex-
isting literature (Simoni et al. (2012), Alfaro-Almagro et al. (2018)). Moreover, the fact
that we observed an increase in lesion probabilities in deep white matter regions in the
HT group with respect to the non-HT group for all the methods (fig. 8 and 9), suggests
that deep lesions might be associated with hypertension. The same phenomenon has
also been reported in Rostrup et al. (2012). We further verified it with our statistical
tests and observed higher value of z-scores with greater significance (p < 0.05), particu-
larly in the deep regions between the HT and non-HT groups. Though this is generally
observable in all the methods, it is more evident for for our Bayesian spline method
and smoothed average map Smoothed Average(σ = 1.5) i.e. deep regions are affected
significantly in the HT group compared with the non-HT group for these two methods.

The results on the UK Biobank data are similar to those on the simulated data when
comparing the Bayesian spline method with BSGLMM and Smoothed Average(σ =
0.5). In particular, we found that the results of our method appear smoother by com-
parison to the other two. In the case of Smoothed Average(σ = 0.5), although the
method gave MSE value lower than our method on simulated data, on a real dataset
like UK biobank it did not yield a smooth lesion distribution and had isolated voxels in
the lesion probability maps. This is because the method is affected by the sparsity of
the real data and hence is dependent on data/lesion characteristics. Also, statistical test
result of Smoothed Average(σ = 0.5) shows only a few isolated voxels that are affected
significantly more in the HT group, when compared with the non-HT group.

To conclude, we compared different methods to model the distribution of white mat-
ter hyperintensities within a population with respect to a parametric factor of interest,
such as age. The evaluation of the proposed Bayesian spline method on the simulated
data provides an MSE value of 7.27×10−5, with the advantage of being computationally
more efficient. We compared the results of various methods on a real dataset between
hypertension and control groups and found that deep lesions increase significantly with
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hypertension, which is inline with existing work. We validated our model on real data
showing that periventricular lesions increase significantly with age, which is well estab-
lished in the literature. The results are consistent between the two datasets, showing
that our model is robust across datasets. As future work, the Bayesian spline method
could be used to model the distribution of lesions with respect to other factors. In addi-
tion, the lesion probability distribution map obtained from our model can be used either
as an additional feature or as a spatial prior to improve lesion segmentation algorithms.

Funding

UK Biobank brain imaging is funded by the UK Medical Research Council and the
Wellcome Trust. The Wellcome Centre for Integrative Neuroimaging is supported by
core funding from the Wellcome Trust (203139/Z/16/Z). The Oxford Vascular Study
is funded by the National Institute for Health Research (NIHR) Oxford Biomedical
Research Centre (BRC), Wellcome Trust, Wolfson Foundation, and British Heart Foun-
dation. Professor PMR is in receipt of a NIHR Senior Investigator award. The views
expressed are those of the author(s) and not necessarily those of the NHS, the NIHR
or the Department of Health. VS is supported by the Oxford India Centre for Sustain-
able Development, Somerville College, University of Oxford and would like to acknowl-
edge the Engineering and Physical Sciences Research Council (EPSRC) and Medical
Research Council (MRC) (grant number EP/L016052/1). LG is supported by the Mon-
ument Trust Discovery Award from Parkinsons UK (Oxford Parkinsons Disease Centre)
and by the National Institute for Health Research (NIHR) Oxford Biomedical Research
Centre (BRC). FAA is funded by the UK Medical Research Council and the Wellcome
Trust. TEN is supported by the Wellcome Trust (100309/Z/12/Z). MJ and GZ are
supported by the National Institute for Health Research (NIHR) Oxford Biomedical
Research Centre (BRC).

Acknowledgements

We acknowledge all the participants. We acknowledge the use of the facilities of the
Acute Vascular Imaging Centre, Oxford. The data used in this work was obtained from
UK Biobank under Data Access Application 8107. We are grateful to UK Biobank for
making the resource data available, and are extremely grateful to all UK Biobank study
participants, who generously donated their time to make this resource possible.

The authors report no biomedical financial interests or potential conflicts of interest.

References

Alfaro-Almagro, F., Jenkinson, M., Bangerter, N.K., Andersson, J.L., Griffanti, L., Douaud, G.,
Sotiropoulos, S.N., Jbabdi, S., Hernandez-Fernandez, M., Vallee, E., et al. Image processing and
quality control for the first 10,000 brain imaging datasets from uk biobank. NeuroImage 2018;166:400–
424.

Banerjee, S., Gelfand, A.E., Finley, A.O., Sang, H.. Gaussian predictive process models for
large spatial data sets. Journal of the Royal Statistical Society: Series B (Statistical Methodol-
ogy) 2008;70(4):825–848.

21

.CC-BY-ND 4.0 International licenseavailable under a
not certified by peer review) is the author/funder, who has granted bioRxiv a license to display the preprint in perpetuity. It is made 

The copyright holder for this preprint (which wasthis version posted May 21, 2018. ; https://doi.org/10.1101/327205doi: bioRxiv preprint 

https://doi.org/10.1101/327205
http://creativecommons.org/licenses/by-nd/4.0/


Bates, E., Wilson, S.M., Saygin, A.P., Dick, F., Sereno, M.I., Knight, R.T., Dronkers, N.F..
Voxel-based lesion–symptom mapping. Nature neuroscience 2003;6(5):448–450.

Biesbroek, J.M., Kuijf, H.J., van der Graaf, Y., Vincken, K.L., Postma, A., Mali, W.P., Biessels,
G.J., Geerlings, M.I., Group, S.S., et al. Association between subcortical vascular lesion location
and cognition: a voxel-based and tract-based lesion-symptom mapping study. the SMART-MR study.
PloS One 2013;8(4):e60541.

Bortz, D., Kelley, C.. The simplex gradient and noisy optimization problems. In: Computational
methods for optimal design and control. Springer; 1998. p. 77–90.

Charil, A., Dagher, A., Lerch, J.P., Zijdenbos, A.P., Worsley, K.J., Evans, A.C.. Focal cortical
atrophy in multiple sclerosis: relation to lesion load and disability. NeuroImage 2007;34(2):509–517.

Charil, A., Zijdenbos, A.P., Taylor, J., Boelman, C., Worsley, K.J., Evans, A.C., Dagher, A.. Statis-
tical mapping analysis of lesion location and neurological disability in multiple sclerosis: application
to 452 patient data sets. NeuroImage 2003;19(3):532–544.

Crainiceanu, C.M., Staicu, A.M., Di, C.Z.. Generalized multilevel functional regression. Journal of
the American Statistical Association 2009;104(488):1550–1561.

Debette, S., Beiser, A., DeCarli, C., Au, R., Himali, J.J., Kelly-Hayes, M., Romero, J.R., Kase,
C.S., Wolf, P.A., Seshadri, S.. Association of mri markers of vascular brain injury with incident
stroke, mild cognitive impairment, dementia, and mortality: the framingham offspring study. Stroke
2010;41(4):600–606.

Debette, S., Markus, H.. The clinical importance of white matter hyperintensities on brain magnetic
resonance imaging: systematic review and meta-analysis. BMJ 2010;341:c3666.

Duering, M., Gesierich, B., Seiler, S., Pirpamer, L., Gonik, M., Hofer, E., Jouvent, E., Duchesnay,
E., Chabriat, H., Ropele, S., et al. Strategic white matter tracts for processing speed deficits in
age-related small vessel disease. Neurology 2014;82(22):1946–1950.

Dufouil, C., de Kersaint-Gilly, A., Besancon, V., Levy, C., Auffray, E., Brunnereau, L., Alperovitch,
A., Tzourio, C.. Longitudinal study of blood pressure and white matter hyperintensities the eva mri
cohort. Neurology 2001;56(7):921–926.

Fazekas, F., Chawluk, J.B., Alavi, A., Hurtig, H.I., Zimmerman, R.A.. MR signal abnormalities at
1.5 T in alzheimer’s dementia and normal aging. American Journal of Neuroradiology 1987;8(3):421–
426.

Gamerman, D., Moreira, A.R., Rue, H.. Space-varying regression models: specifications and simula-
tion. Computational Statistics & Data Analysis 2003;42(3):513–533.

Ge, T., Müller-Lenke, N., Bendfeldt, K., Nichols, T.E., Johnson, T.D.. Analysis of multiple sclerosis
lesions via spatially varying coefficients. The annals of applied statistics 2014;8(2):1095.

Gelfand, A.E., Kim, H.J., Sirmans, C., Banerjee, S.. Spatial modeling with spatially varying
coefficient processes. Journal of the American Statistical Association 2003;98(462):387–396.

Gottesman, R.F., Coresh, J., Catellier, D.J., Sharrett, A.R., Rose, K.M., Coker, L.H., Shibata, D.K.,
Knopman, D.S., Jack, C.R., Mosley, T.H.. Blood pressure and white-matter disease progression
in a biethnic cohort: Atherosclerosis risk in communities (aric) study. Stroke 2010;41(1):3–8.

Griffanti, L., Zamboni, G., Khan, A., Li, L., Bonifacio, G., Schulz, U.G., Kuker, W., Battaglini,
M., Rothwell, P.M., Jenkinson, M.. BIANCA (brain intensity abnormality classification algorithm):
a new tool for automated segmentation of white matter hyperintensities. NeuroImage 2016;.

Kaufman, C.G., Schervish, M.J., Nychka, D.W.. Covariance tapering for likelihood-based estimation
in large spatial data sets. Journal of the American Statistical Association 2008;103(484):1545–1555.
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