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Swarming colonies of the light sensitive bacteria Serratia marcescens grown on agar exhibit ro-
bust, fluctuating, collective flows that include vortices, jets and sinuous streamers spanning multiple
bacterial lengths. Here, we study the effects of light with a substantial ultra-violet component on
these collective flows. We explore two features of the response to high intensity light: (i) the re-
versible versus irreversible nature of the bacterial response and (ii) the effects of exposure time and
light intensities on the growth rate of the paralyzed region during exposure and its dissolution rate
post-exposure. For small exposure times and low intensities, we find collective mobility to be neg-
ligibly affected. Increasing exposure times and/or intensity to higher values temporarily suppresses
collective mobility. However, when exposure is stopped, bacteria regain motility at the single cell
level and eventually reestablish large scale flows. For long exposure times or high intensities, exposed
bacteria become paralyzed and in the process form jammed, highly aligned domains. Post exposure,
unexposed bacteria dislodge exposed bacteria from these caged configurations; consequently, the
dissolution rate upon cessation of exposure depends on duration of exposure. Our results comple-
ment previous studies on the effects of light on planktonic bacteria and inform models of light-driven
patterning in clusters of deactivating bacteria.

I. INTRODUCTION

Swarming motility is a flagella driven form of bacterial
surface migration that allows for rapid colonization of en-
vironments [1–8]. Widespread in both Gram-positive and
Gram-negative bacteria [3, 8], swarming is usually ob-
served when free-swimming (planktonic) bacteria grown
in fluids are subsequently transferred to soft wet agar
gels [5]. The transfer triggers a change in phenotype;
individual cells become significantly elongated and the
number of flagella increases to 10–100 [1, 7]. At high
densities, the colony develops complex, long-range in-
termittent collective flow features that involving multi-
ple bacteria traveling in rafts or flock-like clusters. The
velocity fields are most prominent and intense near the
edge of the expanding colony with intensity decreasing
far from the propagating edge [2, 4, 5, 9]. Recent stud-
ies [10–12] demonstrate that swarming confers multiple
benefits including enhanced colonization rates and ele-
vated resistance to antibiotics when compared to other
forms of bacterial motility. Swarming is also found to be
co-regulated with virulence, and implicated in infectious-
ness and fitness of pathogenic bacterial species [3, 7].

Healthy bacterial cells sense spatiotemporally dis-
tributed cues, continuously process these inputs and
transduce them to variations in motility and other re-
sponses [1, 4, 9, 13]. The effects of external stimuli in-
cluding light have been studied in free-swimming (plank-
tonic) bacteria; for instance, free-swimming bacteria are
observed to respond to external stimuli by modulating
and controlling the molecular motors underlying flagel-
lar motion [14–18]. Intense light with wavelengths in

the range 290-530 nm encompassing the ultraviolet (UV)
range is known to trigger changes in the motility of plank-
tonic chemotactic bacteria [19–21]. Prolonged exposure
to high-intensity light results in progressively slow swim-
ming with paralysis occurring eventually [19, 20] due to
irreversible motor damage. Changes in motility of Es-
cherichia coli and Streptococcus are hypothesized to arise
from controlled variations in the tumble frequency, a be-
havior that requires requires the chemotaxis signal pro-
tein CheY [20, 22].

From a medical perspective, light treatments employ-
ing UV-A, UV-B and UV-C radiation are emerging as at-
tractive alternatives to antibiotic treatment of pathogenic
bacteria. Light exposure is known to inhibit cell growth
and induce gene damage [23] in marine organisms (al-
phaprotobacteria and bacterioplankton, [24]), airborne
bacteria [25], as well in bacterial biofilms [26, 27]. Ir-
radiation of surfaces using blue light and phototherapy
that activates endogenous or exogenous photosensitizers
[13, 28, 29] has been shown to sterilize and disinfect
bacteria laden surfaces. Swarming bacteria are suscep-
tible to light in the presence of photosensitizer [13, 30]
which disrupts the swarm motility by releasing reactive
oxygen species (similar to other photosensitizing dyes).
The effect of light on Bacillus subtilis [30] in the pres-
ence of photosensitizer reveals that as the bacterial cells
become sluggish, the tendency to form flocks and large
packs reduces and instead smaller clusters are observed.
The overall reduction in cluster size and a less ordered
motion within individual clusters gives rise to decreased
correlation lengths with swarming eventually reverting to
random motion in the presence of photodynamic effects.
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During exposure, the collective swarm velocity decays,
a feature that can be recovered after exposure. Intense
light is also known to promote wound healing [29, 31]
with visible light recently approved to treat bacterial in-
fections such as acne [32].

Given these promising studies and the timeliness of
light treatments, understanding the connection between
motility, infectiousness and light exposure is particularly
important. However, significant challenges remains in
uncovering the role of external stimuli such as light in
modulating relationships between the onset of collective
motion and motility at the single cell level. Similar ques-
tions arise in studies on chemotactic bacteria where mod-
ulation in the functioning of the MotA - MotB pair and
FliG comprising the rotary motor complex in bacterial
flagella is observed during chemotaxis. At the organismal
scale, the net result is change in the trajectory - specifi-
cally, tumble length and turning frequency - that directs
them towards nutrients and away from toxins [15, 17].
These changes may then be transduced into changes at
the collective level by accompanying changes in cell-cell
interactions.

In this article, we report on the effects of wide-
spectrum light with a significant UV component on
the swarming dynamics of Serratia marcesens. In
collectively-moving swarms, individual self-propelling
cells are influenced by steric and hydrodynamic inter-
actions with their neighbors [4–6, 33, 34]. These interac-
tions result in collective (macroscopic) speeds being dif-
ferent from the self-propulsion speed i.e., the speed of an
isolated cell and result in complex features such as fluctu-
ating regions of high vorticity. We first discuss statistics
of unexposed bacterial swarms. Then we present results
obtained by exposing localized regions of the swarm to
wide-spectrum light and systematically identify exposure
times and light intensities that paralyze the active swarm
and render bacteria immotile. This quenching of activ-
ity may happen in either reversible or irreversible man-
ner. In addition to the direct effects of light such as
reduced speed, there are secondary effects, including the
creation of dense strongly jammed domains of immobile
cells as the results of sustained exposure. These dense
immobile domains hinder the penetration of unexposed
bacteria into the region, thereby reducing total damage
to bacteria in the colony. Post-exposure, swarming cells
penetrate into the previously passive domain slowly, dis-
lodging and convecting immobile bacteria away. The
rate at which the dissolution proceeds in its initial stages
depends on the degree of jamming (caging) of the ex-
posed region and therefore on the strength and duration
of light exposure. We observe that bacteria exposed to
sufficiently low light intensities recover their motility and
erode the passive domain from within. Finally, using a
simple agent based Brownian dynamics model of a slowly
diffusing and deactivating cell, we show how changes in
diffusivity and activity (self-propulsion speed) results in
variations in bacterial spreading distances.

FIG. 1. Characteristics of swarming and expanding
colony: Snapshot of a Serratia marcescens colony on an agar
substrate, during exposure to high-intensity light from a mer-
cury lamp source; PIV derived velocity fields are overlaid in
color. Swarming motion is pronounced approximately 50 mi-
crons from the expanding colony front. The inset shows pre-
exposure bacterial alignment and density 150 µm from the
colony front.

II. EXPERIMENTAL METHODS

Swarms of Serratia marcesens (strain ATCC 274, Man-
assas, VA) were grown on agar substrates, prepared by
dissolving 1 wt% Bacto Tryptone, 0.5 wt% yeast extract,
0.5 wt% NaCl , and 0.6 wt% Bacto Agar in deionized
water. Melted agar was poured into petri dishes, adding
2 wt% of glucose solution (25 wt%). The bacteria were
then inoculated on solidified agar plates and incubated at
34oC. Colonies formed at the inoculation sites and grew
outward on the agar substrate from the inoculation site.

Swarms were studied and imaged 12-16 hours after in-
oculation. The bacteria were imaged with the free surface
facing down with an inverted Nikon microscope Eclipse
Ti-U using either a Nikon 10x (NA = 0.3) or 20x (NA
= 0.45) objective. Images were gathered at either 30
frames per seconds with a Sony XCD-SX90 camera or at
60 frames per second with a Photron Fastcam SA1.1 cam-
era. We used videos of the swarm and PIVLab software
[35] to extract the velocity fields of the bacteria with par-
ticle image velocimetry (PIV) techniques. Particle image
velocimetry determines velocity fields by calculating lo-
cal spatial-correlations between successive images. Here,
the images are of bacteria (either active or passive) such
that PIV yields the bacterial velocity fields directly and
not the velocity field of the ambient fluid. We sampled
the velocity field at 3 µm spatial intervals of images; we
checked the frame rate for accurate resolution.
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FIG. 2. Phase space for collective motility after exposure: (a) Changes in collective flows (relative to the unexposed
state) in swarming Serratia marcescens depend strongly on intensity and duration of light exposure. We use a wide spectrum
mercury lamp (bare intensity I0 = 980 mW/cm2 at 535 nm) with filters to selectively expose regions of the swarm to a filtered
maximum intensity I. From subsequent PIV analysis of bacterial velocities, the response can be classified into one of three
types - (I) always active, (II) temporarily passive, and (III) always passive. The yellow (dashed) and pink (dotted) curves
are phase boundaries predicted by equation 1. (b) Velocity fields taken 10 s post exposure are shown for each phase. Colors
reflect speed with the arrows denoting polar orientation. Collective motility of temporarily immobile bacteria is recovered in
approximately 15 seconds past exposure. (c) We plot the average speed of the swarm in the central region, highlighted by the
box in (b) for times encompassing pre-exposure, exposure (yellow band), and post-exposure. Pre-exposure, the average swarm
speed fluctuates between 25 to 50 µm/s. For case (I), the bacteria briefly slow down during exposure, but recover in 6 s. In
(II), the swarm speed approaches zero during exposure and recovers in 12s. In (III), the collective swarm speed drops to and
remains zero.

To mimic the exposure of bacteria to naturally occur-
ring high intensity light, a wide spectrum mercury va-
por lamp[36] and standard microscope optics were used
to focus the light on the swarm. The bare unfiltered
maximum intensity (measured at 535 nm) of the lamp
I0 was reduced to lower, filtered (maximum) intensities
I using neutral density filters. Both I0 and I depend
on the objective: using a spectrophotometer (Thorlabs,
PM100D), we measured intensities I0 = 980 mW/cm2

(at 535 nm) for the 10x and I0 = 3100 mW/cm2 (at 535
nm) for the 20x objectives. Note that the actual intensity
of light I∗(r, t) as measured in the swarm is spatiotempo-
rally varying due to bacterial motion and also due to the

associated point spread distribution as the light passes
through the aperture.

III. RESULTS AND DISCUSSION

A. Collective motility - exposed and unexposed
regions

Figure 1 shows the expanding edge of the colony, a
region of which (white area, exposed using an octago-
nal aperture) is exposed to high-intensity light from a
mercury vapor lamp [36]. The swarm is expanding from
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left to right; the colony edge is indicated in white in the
figure. Bacteria swim in a thin layer above the agar sub-
strate (inset, Figure 1). The thickness of the swarm varies
with distance from the leading edge: studies on E. coli
[37] showed that cells form a monolayer over a signifi-
cant region close to the leading edge, beyond this cells
can form multi-layered regions. Overlaid on the image
in Fig. 1 are bacterial velocity fields gathered from PIV;
the image is taken after 80 seconds of exposure. Outside
of the exposed region, the velocity field exhibits long-
range collective flows. Unexposed bacteria move fastest
approximately 100-400 µm from the colony edge (max-
imum speeds ∼80 µm/s, average speed ∼30 µm/s). In
contrast, inside the exposed region, the bacterial motility
is significantly impaired. This is evident in SI-Movie 1; as
swarming bacteria are exposed to light, they slow down
and are eventually trapped within the exposed region.
This feature is reflected in the trajectories of the small
tracer-like as they slow down and eventually stop moving
when trapped amongst the passive bacteria. The inter-
phase boundary between the unexposed (passive) domain
and the unexposed (active) part of the swarm features
strong vortices, jets, and streamers, extending up to just
a few microns away from the exposed domain.

B. Phase-space for collective motility

The quenching (passivation) of collective mobility of
the initially active bacteria is not immediate and can be
reversible depending on the intensity of light. In the
experiment corresponding to Fig. 1, the exposed bacte-
ria remain passive even after the wide-spectrum mercury
lamp is switched off. In the absence of the light, the pas-
sivated domain does not retain its shape or size; it is un-
stable and erodes as active swarming bacteria penetrate
the passive domain and convect passive bacteria away.
Based on these observations, we explore two features of
the response to high intensity light: (i) the reversible ver-
sus irreversible nature of the bacterial response and (ii)
the effects of exposure time and light intensities on the
passive domain growth rate during exposure and disso-
lution rate post-exposure.

Figure 2 illustrates three different types of bacterial
response to light for varying exposure times and intensi-
ties. We classify the response types based on the time-
dependent velocity fields of the swarm: exposed cells ei-
ther (i) retain mobility with negligible effects, (ii) tran-
siently stop moving, or (iii) permanently stop moving. To
quantify the response, the phase behavior was mapped
onto a phase diagram with exposure time τ and light
intensity I (varied from the bare value I0 using neutral
density filters) as variables. For sufficiently small expo-
sure times (τ ∼ 20−40 s) and intensities (I < 220 mW, at
535 nm), exposed cells remain always active. Conversely,
for large exposure times (τ > 60 s) and sufficiently high
intensities (I > 220mW, at 535 nm), the bacteria are per-
manently passive (over the duration of the experiment).

FIG. 3. Thresholding using intensity fluctuation fields:
(a) We calculate an intensity fluctuation map |I∗(r, t+ ∆t)−
I∗(r, t)|, with ∆t = 0.1 seconds. Intensity fluctuations are low
(black, third tile from left) in the regions where the swarm is
not moving. The map when thresholded allows us to identify
the boundary position (blue contours). The passive phase
shrinks as time goes by as shown at t = 1 sec (top) and
t = 40 sec (bottom) post-exposure (Exposure duration τ = 80
sec, Intensity is 3 W/cm2 measured at wavelength 535 nm).
(b) PIV derived bacteria velocity fields confirm the bound-
ary location obtained from the intensity fluctuation maps.
A mathematically defined diffuse boundary may be obtained
from phase field profiles [38] using order parameters [39]; here
however, we use simple thresholding.

As seen in Fig. 2(a), between these two phases lies the
temporarily passive, reversible case.

The differences between the three (collective) motility
regimes are highlighted in Fig. 2(b) and (c); these show
PIV-derived velocity fields taken 10 seconds past expo-
sure (Fig 2b) and the average bacterial speed 〈vc〉 - in
the exposed region - over time (Fig 2c). Here, 〈vc〉 is the
average speed of the velocity fields in a 22×22 µm2 area,
located at the center of the exposed region. In case (i),
exposed cells remain motile and continue to exhibit long-
range collective motions; the speed decreases but does
not fully reach zero during exposure. The speed recov-
ers to pre-exposure levels approximately 5 seconds after
exposure. In case (ii), bacteria stop moving during ex-
posure, yet spontaneously start moving again ∼ 1-10 s
after the light is switched off. The cell speed 〈vc〉 takes
longer to recovers to pre-exposure levels than case (i),
and the recovery occurs heterogeneously with cells mov-
ing within the temporally-quiescent region (Fig. 2(b)-ii).
This process superficially resembles the heterogeneous,
disconnected melting of a large frozen domain. In case
(iii), cells stop moving during exposure and do not regain
their motility afterward for the whole duration of the ex-
periment (20-300 s). Unlike case (ii), cells in the exposed
region here do not spontaneously regain their motility
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(Fig. 2(b)-iii). We find that, in this case, the passive
domain evolves solely due to its interaction with the ac-
tive swarm at its boundary. The active swarm convects
passive bacteria away from the boundary and the pas-
sive phase is dismantled entirely; the speed 〈vc〉 eventu-
ally increases (Fig. 2(c)-iii) as the swarm recaptures the
quenched area. Similar responses have been observed ear-
lier in studies on E. coli and S. typhimurium [19]. Specif-
ically, prolonged exposure to unfiltered light in both bac-
terial species resulted in constant tumbling, then smooth
swimming, and eventually paralysis. S. typhimurium was
found to responds instantaneously to exposure with re-
covery of normal motility in 2 s or less upon cessation
of exposure provided the duration of exposure was less
than 5s. Similarly, E. coli recovered normal motility in 1
to 10 s after cessation of exposure. Sustained exposure
that ultimately results in paralysis was however found to
be irreversible (with no recovery of motility even after 15
minutes) for both species.

The regimes in the phase-plot Figure 2(a) can be ratio-
nalized by assuming the existence of a lower threshold for
the intensity Imin below which bacteria are not affected.
We note that the curves separating these regions of phase
space do not correspond to a single or unique value of
the light dosage (intensity multiplied by exposure time)
or net power. The response to light involves changes to
the motor complex and possibly involves a cascade of bio-
chemical events. At the same time, while active swarming
bacteria swim in and out of the exposed region close to
the edge; in the interior of the exposed region they are
caged in by their neighbors. To interpret Figure 2, we
treat these independent motility affecting mechanisms in
an approximate phenomenological way using a lumped
time approximation. We invoke an intrinsic time scale
τ∗ that determines the internal organismal response to
light (here quantified using the maximum of the filtered
intensity) resulting in either temporary (τ∗ = τtemp) or
permanent (τ∗ = τperm) passivation. The curves that
separate the different responses in Figure 2(a) may then
be fit by

I(τ)

I0
= A exp(− τ

τ∗
)
(

1 +
τ∗
τ

)
+ Imin (1)

where the constants (A, Imin, τtemp) are (0.2, 0.23, 62)
for the yellow (dashed) curve and (A, Imin, τperm) are
(0.33, 0.23, 100) for the pink (dotted) curve. As stated be-
fore, the bare (unfiltered, maximum) intensity I0 = 980
mW/cm2 at 535 nm. As expected we note that τtemp <
τperm. The variation in A reflects the fact that our ex-
periments do not probe the τ → 0.

The recovery of organism motility when sustained ex-
posure is not maintained has significant implications at
the collective level. When light fields are spatially local-
ized or patterned, fast moving cells have a higher chance
of escaping exposure prior to complete paralysis. While
swarming bacteria can reorient by run and tumble move-
ments, motility driven by close bacteria-bacteria inter-

actions dominate in a swarm. Thus slower cells are ex-
pected to be impacted more; first, because of longer ex-
posure to the light and second, because they are more
easily caged in and trapped by already paralyzed cells. In
periodic fields, these persistence bacteria may also com-
pletely recover by the time they encounter the next ex-
posed region. Exposure to insufficiently intense light or
low exposure times may thus allow the faster cells that
survive to eventually proliferate and dominate the popu-
lation.

C. Phenomenology: Form and growth of the
quenched region

To determine the extent of the quenched passivated do-
main, we use two threshold-based methods: the first uti-
lizes image intensity fluctuations [40, 41] and the second
utilizes PIV derived velocity fields. Our experiments were
for the most part (unless stated otherwise) conducted at
a filtered intensity of 3100 mW/cm2 (measured at 535
nm[36]); exposure times were varied from 10-300 seconds.

The first method to extract the boundary of the
quenched region uses point-wise fluctuations of the spa-
tially varying intensity (I∗, distinct from the filtered
maximum intensity)

|∆I∗(r, t,∆t)| = |I∗(r, t+ ∆t)− I∗(r, t)|, (2)

where I∗(r, t) is the two-dimensional image intensity at
pixel position r and ∆t is the time step. We found that
using ∆t = 0.1 sec, which corresponds to the time in
which a swarming Serratia cell swimming at 50 µm/s
moves roughly a body distance (5 µm) provided good re-
sults; variations in ∆t around this value (0.05 s < ∆t <
0.3 s) resulted in only small variations in results. To re-
duce noise in the system (due to pixel resolution, short-
range fluctuations, and background light fluctuations),
we filter pixel-wise |∆I∗(r, t,∆t)| by smoothing over 3x3
µm2 areas. As shown in Fig. 3, the intensity fluctu-
ations allow us to clearly identify and distinguish two
domains, the immobile domain where values of |∆I∗| are
relatively small and the motile domain where |∆I∗| are
relatively large. Thresholding |∆I∗| then yields the locus
of points that defines the boundary of the active and pas-
sive phases. In the second method, the boundary position
was obtained from coarse-grained spatially-averaged bac-
terial velocity fields from PIV (Fig. 3(b)); again, the ex-
act boundary was defined using a threshold criterion [39].
The locations of the active and passive domains, as well
as their relative sizes such as area, match between the
two methods, although the intensity fluctuations identi-
fies smaller features of the boundary compared to that
from PIV. These metrics capture complimentary aspects
of the swarm’s motility: the intensity fluctuations are a
scalar measure of density fluctuations and PIV yields vec-
torial velocity fields that quantify instantaneous polarity
fields. In summary, simple thresholding using the inten-
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FIG. 4. Thresholding using PIV derived fields: (a) (Top) PIV derived bacterial velocity fields before and during light
exposure. (Bottom) The azimuthally averaged velocity 〈v〉 highlights the creation of an immobile quenched domain within the
exposed region. When the light is switched off, the active bacteria from the unexposed regions penetrate into the quenched
domain, eroding it away. The filtered maximum intensity = 500 mW/cm2. We note the brief lag after the light is switched on
(ton), the gradual increase to a finite size as t→ toff and the rapid erosion and mixing with the grey interphase region t > toff .
The radial extent obtained by thresholding the intensity fluctuations also follows the square root dependence.

sity fluctuations and/or PIV derived velocity fields, yields
physically meaningful boundary positions that separates
the quenched region from the swarm. This approach can
be formalized using phase-field approaches in order to
extract the location and width of the interface[38, 39].

We next analyze the role of the exposure time τ that
together with I determines the total light dosage, on the
shape, size, and dissolution rate of the passive domain
that is surrounded by the active swarm. Phenomenologi-
cally, exposure to light here is akin to quenching with ac-
tivity modified and in a sense removed from our system.
That is, exposure reduces the activity or energy in the
system by removing the ability of bacteria to self-propel
and inhibiting and eventually preventing large scale col-
lective motions. Furthermore, as the bacteria slow down
cell-cell steric interactions result in tightly jammed clus-
ters with distinct aligned domains (Figure 3(a)). It is
therefore of interest to examine the time-dependent ve-
locity fields and the time-dependent growth of the passi-
vated region.

In order to do this, we exploit the symmetry of the
system and calculate a coarse-grained one-dimensional
profile of the bacterial speed 〈v〉 by averaging over the
azimuthal angle. This yields a velocity field that is a
solely a function of the radial distance r from the center
of the exposed region. Figure 4 shows a contour plot of
the one-dimensional field 〈v〉 over time t and correspond-
ing snapshots of the two-dimensional velocity field. The

passive domain appears in the contour plot (Fig. 4b) as
the dark region where the bacterial speed is zero.

When the light source is turned on, the bacterial speed
in the exposed region decreases in a non-uniform man-
ner, diminishing the most in the center of the exposed
region (Fig. 4a). The two dimensional velocity fields sug-
gest that bacteria stop moving in multiple sub-domains,
each of which continuously interact with active bacte-
ria that are still moving. It takes approximately 50 sec-
onds of exposure for a spatially-uniform passive domain
to develop. In the swarming state, the motion of individ-
ual Serratia marcescens may be decoupled into a mean
velocity (with long range correlations arising from col-
lective motions) and a diffusion-like term dependent on
bacterial diffusivity and on steric cell-cell interactions.
We hypothesize that the delay we observe time in go-
ing from the temporarily passive to fully immobile phase
is a consequence of slow and differing time scales over
which collective speeds and diffusivities decrease. Both
these trends result in the slowly deactivating bacteria ex-
periencing increasing jammed situations with local flocks
aligning. Once this initial quenched domain forms (after
the initial lag time tlag), the size of the passive domain
increases monotonically with time t. Fluctuations in the
calculated extent of the quenched domain may arise phys-
ically due to variations in the (averaged) heterogeneous,
fluctuating velocity fields during exposure (Fig. 4a) that
result in momentum boundary layers at the edge; a small
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FIG. 5. Growth, shape and dissolution of the quenched
domain: (a) The effective size of the quenched region grows
during exposure, stabilizes while illuminated asymptotes to a
constant and then decreases to zero once the light is switched
off. We calculate the effective radius of the quenched region
r∗ defined by the locus of points satisfying 〈v〉(r∗) = 10 µm/s
and examine its dependence as a function of time. When the
light source is turned on at ton, this radius increases from
zero only after an apparent lag time tlag ≈ 50s. Lowering
the threshold velocity yields a noisier initial growth region
with shorter lag. The initial growth has a square root depen-
dence with time (red dashed curve). We observe deviations
of around 5− 10 µm in these curves due to variations in the
velocity field. The aperture size used here is 120 µm. (Inset)
Interface shapes of the quenched (passive) region obtained
from thresholding intensity fluctuation fields; we define reff .
Pink, red and green curves correspond to exposure times of
10, 20 and 100 seconds (aperture size 60 µm, 20x objective).
(b) The maximum effective size of the passive phase Rmax

increases with exposure duration τ and asymptotes to a con-
stant that is less than the aperture size.

part of these variations may also arise from the threshold
criterion selected.

When the light is turned off, active bacteria penetrate
the passive phase and convect passive bacteria away. The
advancing swarm intermingles with the passivated bac-
teria as it propagates inward - this increases the average
bacterial speed indicated in the PIV as seen in Fig. 4b.
In approximately 100 seconds post exposure, the active
swarm recaptures the exposed domain. We note that
the boundary layer at the edge of the rapidly eroding
quenched domain is larger than when the domain is be-
ing formed.

The effective size of the quenched domain in Fig. 4b
can be estimated by thresholding the values of 〈v〉. We
use a threshold of 10 µm/s - this value is much less
than the average speed of the active region (40 µm/s)
while large enough to average over small fluctuations.
Adjusting for the lag time, we find that the radius of
the quenched region r∗ ≈

√
T (Figure 5) where T =

t − (tlag + ton) with ton being the time when the light
source is turned on. Large variations in r∗ are a conse-
quence of asymmetric formation of the passive domain.
The square-root dependence is a better fit to data when
the passive domain starts to form but is not as good a fit
as the passive domain saturates to a radial extent slightly
less than the size of the exposed region (120 µm). We
note that this estimate of the quenched region obtained

FIG. 6. (a) The effective extent of the quenched, passive
domain decreases over time t at rates that depend on the
exposure duration τ reflecting the influence of the alignment
effects due to jamming as the bacteria are exposed to light.
Longer exposure times prolong erosion by the active swarming
bacteria, increasing the time it takes for the passive phase
to disappear (at time t0). For each τ , the effective size reff

follows reff ≈
√
t0 − t (grey dashed curves) with t0(τ) being

the time for complete dissolution. (b) The average initial
dissolution velocity 〈vint〉 decreases significantly with τ . Data
is the average calculated from four experiments with standard
deviation as error bars (Intensity ≈ 3 W/cm2).

from using the velocity field is ≈ 5 µm less than that
obtained from using the intensity fluctuation fields. Nev-
ertheless, the square root dependence on time approxi-
mately holds for both estimates.

In plotting the data for the growing domain in Figure 5,
we ignored variations in motility inside the domain being
exposed. Consequently, it is difficult to directly assign
a physical mechanism behind the square root growth of
the exposed domain. In our experiments on the swarm,
quenching due interaction between the bacteria and the
light field effectively extracting the actively generated en-
ergy of the swarm by degrading the ability of the bac-
teria to move and self-propel. If the mean velocity of
the swarm arising due to the propagation of the swarm
front is ignored, then one can treat the fluctuating swarm
velocities, v, as time-varying fields with a zero mean
when suitably averaged. The dyadic tensor vv then en-
codes information about the energy content of the swarm.
Averaging over times scales long enough to encompass
multiple vortex and streamer lifetimes, and then averag-
ing azimuthally about the polar angle in the swarming
plane, we can obtain a radially dependent scalar field
Ψ(r, t) ≡

√
〈〈|v|2〉〉. In principle, the evolution of this

quantity is coupled to the position dependent light field.
While more experiments are require to formulate equa-
tions governing Ψ(r, t), it is interesting to compare the
dynamics we observe with that in a much simpler, albeit
similar physical problem - the one-dimensional freezing of
a domain due to a heat sink at the origin that also yields
a square root dependence in time for the boundary of the
frozen domain (Appendix A).

.CC-BY-NC-ND 4.0 International licensea
certified by peer review) is the author/funder, who has granted bioRxiv a license to display the preprint in perpetuity. It is made available under 

The copyright holder for this preprint (which was notthis version posted August 11, 2018. ; https://doi.org/10.1101/331801doi: bioRxiv preprint 

https://doi.org/10.1101/331801
http://creativecommons.org/licenses/by-nc-nd/4.0/


8

D. Exposure time determines maximum size of
quenched domain

Next, we examine the differences in the shape and max-
imum size of the quenched domains that form as a func-
tion of the exposure times τ (Figures 6a and 6b). To
adjust the viewing window, the 60 µm aperture exper-
iments are done with a 20x objective and the 120 µm
aperture with a 10x objective (we take into account the
higher value for the intensity for the 60 µm aperture case
at 20x). To quantify the mean and variance of the data,
we plot the average from four experiments with corre-
sponding to the standard deviation shown as error bars.
Aiming to obtain a upper bound on the extent of the
swarming domain that is impacted, we choose to use
intensity fluctuation fields rather than the PIV derived
velocity fields. Thus we track the un-averaged bound-
ary positions rI(t) from the image intensity fluctuations
|∆I∗| using Equation 2. We then estimate the effective
size of the passive phase reff by calculating the radius of
gyration of the boundary positions following

reff(t) =

√∫
Passive

|rI − r|2 dr (3)

where r is the center of mass at time t. The maximum
extent of the passive phase Rmax is equal to reff(t = toff);
here the time at which exposure is terminated is toff .

From Figure 6a (aperture size 60 µm), it is clear that
exposure times result in incompletely quenched and ir-
regular, asymmetric domains. As the exposure time is
increased, the domains become larger (eventually compa-
rable to the aperture size) and more regular. The maxi-
mum intensity of light is at the center of the aperture and
so the quenching starts there with the boundary propa-
gating outward. The domain size rmax increases with τ
and asymptotes to a constant that is slightly less than
the aperture size (Fig. 6b); the asymptote is approxi-
mately 58 µm for the 60 µm aperture. For aperture size
120 µm, we find the limiting asymptote to be ≈ 109 µm.
The data in Fig. 6b fits the functional form

rmax = rF

[
1− b

rF
exp

(
− τ

τc

)]
, (4)

with rF = 58 µm, b = 18 µm, and τc = 33.5 s for the
60 µm aperture and rF = 109 µm, b = 169 µm, and τc
= 37.3 s for the 120 µm aperture. As mentioned ear-
lier, the erosion of the quenched domain once exposure is
stopped seems to follow a square root dependence until
the domain disperses completely at time t0; this feature is
next examined for various exposure times, τ (Figure 7a).
Surprisingly, we find that the square-root scaling hold
for both small as well as long exposure times. The time
scale t0 increases with exposure time. In our active, far-
from equilibrium system, the passive domain is eroded by
single bacteria-bacteria interactions (displacements orig-
inating from steric and self-propulsive mechanisms) as

well as by collective highly non-equilibrium flow struc-
tures that form near the surface. Elucidating the origin
of this scaling requires a consideration of the coupling be-
tween interface shape, interface speed and interface flow
fields [39].

Finally, we also measure the initial boundary dissolu-
tion speed by calculating 〈vint〉 =

(
reff(toff) − reff(toff +

∆t)
)
/∆t, where ∆t = 10 seconds. We find that 〈vint〉

varies significantly with exposure time (Figure 7b), de-
creasing from 10 µm/s to 0.1 µm/s as τ increases from 10
to 300 seconds. The decrease in speed is not monotonic,
rather we observe a peak (inset) that is not ascribable to
experimental variations. For long exposure times or high
intensities, as the exposed bacteria are slowly paralyzed
and slow down, they form jammed, highly aligned do-
mains. Thus the time for complete erosion will be larger
due to both the larger extent to be eroded as well as the
aligned caged configurations of paralyzed bacteria.

IV. DISCUSSION AND PERSPECTIVES

The motion of dense bacterial suspensions or swarm-
ing bacterial can be impacted by light in two ways - 1)
at the level of single organisms where light can direct
impact the bio-molecular and biochemical mechanisms
underlying flagellar propulsion and tumbling and there-
fore both speed and effective diffusivity, and 2) at the
collective level, where small regions of immobile bacteria
can can both effectively blocking parts of space accessible
to swarms as well as trap motile bacteria, thereby pre-
vent them from escaping the light and eventually forming
large quenched jammed domains.

We find that the collective motility of swarming
Serratia marcescens displays a range of behaviors in re-
sponse to wide-spectrum light rich in UV wavelengths.
At minimum exposure levels, swarms withstand the ef-
fects of light on their ability to move and maintain long-
range collective motions. For sufficiently intense expo-
sures, bacteria are rendered immobile and paralyzed, an
effect that is either reversible or irreversible, depending
on the exposure level. The passive domain occurs for crit-
ical values of illumination power, requiring a minimum
exposure time to appear. Longer exposure times prolongs
the dissolution of the passive phase by the active swarm-
ing bacteria. Note that local weakly interacting, high as-
pect ratio passive polar rods in the dense passive phase
can organize into stable as well as metastable highly
ordered states through thermal motions augmented by
steric interactions [42] or other weakly aligning interac-
tions [43]. The slowing of individual bacteria, disruption
of their self-propulsion and the further orienting affects
of local shearing motions by neighboring bacteria may
allow the same mechanisms to operate here and result in
the formation of strongly aligned and jammed phases.

In the absence of UV exposure, the swarming bacte-
ria exhibit collective flows with significant vorticity inter-
spersed with streaming motions. At a minimal level, let
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FIG. 7. (Left - a,b) Dynamics of diffusing particles (N = 104) interacting with a constant, unbounded light field (Φ(r) = 1,
RL = ∞) that deactivates them. Trajectories are integrated till dimensionless time TF using ∆t ∈ (4 × 10−4, 103). (a)
Dimensionless ensemble averaged MSD(t) shows trajectories becoming denser and compact. Changes in both diffusivities are
required for this to happen, provided A3 > 0. The larger the value of the Peclet number A1, the longer the particles travel
before effects become pronounced. (b) MSD(t = TF) as a function of A2 for various values of A3 (from top to bottom: 0.1, 0.5,
1 and 2) with A1 = 1. We observe that for A2 > 3, the MSD saturates. Higher values of A3 implies (exponentially) higher rates
of reorientation and a decrease in the MSD. (Inset) Shown are the (x, y) locations of the particles for parameters corresponding
to points 1, 2 and 3 marked on the plot. Examination of the corresponding number distribution plots shows a peak that shifts
to lower values of radial distance r(t = TF), and significant changes to the tail end of the distribution function. Since the light
field is unbounded, all particles are eventually affected. Thus for particles with low Peclet number (low activity), the exposure
time determines how far they can travel before becoming deactivated. (Right - c,d) Here we explore the effects of an imposed
length scale RL using a position dependent light field Φ(r) = 1 ∀r ∈ (0, RL) and zero elsewhere. We integrate trajectories
of 104 particles using ∆t = 4 × 10−4 up to final times TF. (c) First effects of finite light extent. The dimensionless MSD is
shown as a function of time for RL = 100. Solid curves are results for A1 = 5 while dashed curves are for A1 = 1. We see
that as A3 increases from 0.2 to 1.0, MSD saturates rapidly. (Inset) Sample trajectories for A1 = 1 for 0 ≤ t ≤ 20 indicating
that the particles are rapidly localized for t > 6. (d) Snapshots of the positions of the cells at t = 20. For fixed RL - here,
set at 10 - faster particles (increasing A1) are able to escape the light field. Thus the fraction of the total cell population that
can escape to beyond RL increases with increasing A1. Note that here we have assumed that the light interacts by increasing
tumbling rates and therefore increased orientational diffusion. Alignment effects could alternately impact both translational
and rotational diffusion negatively and reduce them to negligible values; in this case cells can cease to move by jamming as
happens when encountering domains with a different orientation.

us consider vortical motions as corresponding to reorien-
tations and streaming motions as corresponding to effec-
tive self-propulsion. At large time scales then, we may
idealize motions as corresponding to test particles con-
tinuously diffusing in time and space. This is of course

a highly reduced picture - in reality, swarming bacteria
have complex motions and two adjacent bacteria may be
separated by a very large distance spanning multiple vor-
tices later in time. In the exposed region however, these
diverging trajectories are continually minimized due to
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the slow paralysis induced by light exposure and deac-
tivation. To incorporate the effects of light, we appeal
to our experimental observations and those of Lu et.
al.[30]. We assume that light exposure increases the ef-
fective rotational diffusivity of the idealized test cells -
this may arise for instance from increased tumbling. At
the same time, as the test cell moves in a mean field
of its co-deactivating neighbors, its translational diffu-
sion is expected to slow down due to crowding and align-
ment induced hindering. The cell of course experiences
different environments perpendicular and normal to its
polar orientation, but we will assume that anisotropy in
anisotropic diffusion coefficients is not as important as
the fact that the diffusion slows down. Here motivated
by these observations, we study a very simple, minimal
model (details in Appendix B) that focusses on features
of the deactivation process that is not accessible from
our experiments; namely, the factors that influence the
escape of trapped bacteria from the light field. The gen-
eralized Langevin equations for the dynamics of an ideal-
ized cell can be scaled to obtain three dimensionless pa-
rameters. These are the Peclet number A1 charactering
the self propulsion at the single cell level and two deac-
tivation parameters - A2 and A3 - that quantify how the
light affects translational and rotational diffusion. Salient
results summarized in Figure 7 show that, for this mini-
mal model, the Peclet number controls how far particles
travel before losing mobility in an unbounded light field.
In a bounded light field of extent RL, the Peclet num-
ber also determines the fraction of cells that can escape
the light field. For bacteria with fixed propulsion and
response at the organismal level, this implies that the
time of exposure controls the fraction of cells immobi-
lized. We are currently studying the quenching process
using detailed agent based simulations that account for
the rod geometry of the bacteria, hydrodynamic inter-
actions (by modeling the bacteria as force dipoles) and
excluded volume interactions via the Maier-Saupe poten-
tial that builds on this minimal model.

A natural extension of our experiments would be to
systematically isolate the effects of light on different as-
pects that determine swarm survival and virulence in-
cluding individual cell motility, collective motion and ac-
tive/passive particle interactions [44]. When exposed
bacteria are rendered permanently immobile, jammed
passive bacteria may act as a physical barrier and hinder
the flux of unexposed bacteria; thus only a small fraction
of the bacteria that are directly exposed are disinfected.
Furthermore, evolution through mutation and selection
in natural bacterial populations allow bacterial popula-
tions to differentiate genetically and phenotypically and
better adapt to the damaging effects of light. Bacteria
that are able to recover may be genetic variants predis-
posed to UV resistance. Reestablishing collective motil-
ity, and upon subsequent cell divisions, these cells may
eventually result in emergence of resistant strains. Ex-
periments using filters that allow for wavelength depen-
dent immobilization at the single cell level will allow us

to further understand how to collective motility and light
exposure are related. Our results thus complement pre-
vious studies on the effects of light on planktonic bacteria
and inform models of light-driven patterning in clusters
of deactivating bacteria.

ACKNOWLEDGEMENTS

We thank Ed Steager and Elizabeth Hunter for pro-
viding the cells and for experimental assistance. PEA
acknowledges funds from NSF-DMR-1104705 and NSF-
CBET-1437482. AEP was supported by an NSF Gradu-
ate Research Fellowship. AG acknowledges startup funds
from the University of California, Merced.

APPENDIX A: FREEZING IN ONE DIMENSION

Within the framework of sharp interface formulations,
the governing equations for the one dimensional freezing
problem we consider can be written in a form that in-
volves a continuous scalar field (here, the temperature)
and its derivatives. At the moving boundary between
the frozen (solid) and mobile (liquid) phases, we impose
a Stefan boundary condition that relates the motion of
the boundary to the derivative of the scalar field.

Let us define a continuous field Ψ(X, t), with 0 ≤ X <
∞ here being a suitable one dimensional coordinate and t
the time. At the origin X = 0, we impose Ψ = Ψ0 < Ψm

for all T ≡ t−tini > 0 , where Ψm is the equilibrium value
at which freezing/melting occurs and tini is the time at
which solidification starts at x = 0. For simplicity, the
liquid phase is assumed to be all at Ψ = Ψm. This ap-
proximation is the limiting case of thermal diffusivities in
the liquid being much larger than in the solid. For small
solidification rates and zero surface tension, the inter-
face X∗(t) separating the solid and liquid phases satisfies
Ψ(X = X∗, t) = Ψm.

The coupled equations that govern the freezing dynam-
ics of the field Ψ may be written in the form (5)-(9) below
and solved using similarity variables with closed-form so-
lutions [45, 46] (8)-(9) involving the error function (erf),

∂Ψ

∂T
= α

∂2Ψ

∂X2
, X ≤ X∗, (5)

Ψ(0, T > 0) = Ψ0 < Ψm, Ψ(X, 0) = Ψm, (6)

Ψ(X > X∗, T > 0) = Ψm,
dX∗

dT
= β

∂Ψ

∂X
(X∗, T ), (7)

Ψ(X,T )−Ψ0 = (Ψm −Ψ0)
erf
(
X/2
√
Tα
)

erf(γ)
(8)

X∗(T ) = 2γ
√
αT , (9)

with γ exp(γ2) erf(γ) = α(Ψm −Ψ0)/β
√
π.
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APPENDIX B: DYNAMICS OF A
SELF-PROPELLING PARTICLE DEACTIVATED

BY LIGHT

We simulate N = 104 trajectories of self-propelling
independent polar particles moving in an incident light
field Iin(r) = I0Φ(r) on a plane. The particles start from
the origin in all realizations; we then track their trajecto-
ries as they self-propel and move while interacting with
the light at all times. We assume over-damped dynam-
ics; the ambient fluid exerts purely viscous forces and
torques on the cell proportional to instantaneous veloci-
ties. The center of mass of a test particle is located at rp
and the unit vector corresponding to the orientation of
its head and the direction of self-propulsion is u; the par-
ticle moves along the preferred direction u with constant
speed vc. The two-dimensional trajectory governing the
evolution of the test particle moving on the x − y plane
follows from Langevin equations for the translation and
rotary motion

∂trp = vcu + ηT (t) (10)

∂tu = ηT (t). (11)

that incorporate noise and diffusivity via terms ηT (t) and
ηR(t). In the limit of an equilibrium diffusing particle
that is not affected by the light source, these terms would
be directly related to the friction constants and diffusion
constants following the equipartition and fluctuation-
dissipation theorems.

Here to make progress and keep the model sim-
ple, we will build on this picture and assume that
the diffusivities are modified from the bare equilib-
rium values by a term that depends on time. Thus
we write

〈
ηT (t)ηT (t′)

〉
= Do

TF (t) I δ (t− t′) and〈
ηR (t)ηR (t′)

〉
= Do

RG(t) I δ (t− t′) with the time de-
pendent factors F (t) and G(t) incorporating the slow de-
activation of the self-propelling, diffusing particle in time
due to light exposure as well as possible effects of trap-
ping as the test cell is hindered (in a mean field sense) by
its neighbors (all of whom are also slowly deactivating in
time). Here, δ is the Kronecker delta function while I is
the identity tensor in two dimensions.

For the test particles, the rotational diffusivities are
related to the time for which its direction is correlated -
so that Do

R ∼ τ−1
c . The ensemble averaged mean square

displacement at time t, MSD(t) corresponding to trajec-
tories satisfying (10) and (11) can be obtained in closed
form (consistent with previous results [47]):

MSD(t) =

(
vc
Do

R

)2
(2

√
Do

TD
o
R

vc

)2

t+Do
Rt+

1

2

(
e−2tDo

R − 1
) .

(12)

In the most general case to simulate the deactiva-
tion by light exposure, we first scale the dimensional
equations. Here we choose to separate the role of self-
propulsion (activity) from the physical hindering effects

as the cell is deactivated; therefore, we choose the time
scale τc ≡ 1/Do

R and the length scale `c ≡
√
Do

Tτc to
render the governing equations (10) and (11) dimension-
less. The equation for the polarity can be written in
terms of an angular variable - the polar angle θ, chosen
to be the angle made by u with the unit vector along
the x axis ex where t is the tangent vector orthogonal
to u. Thus u · ex = cos θ. We next decompose (12)
into its cartesian components, write (10) and (11) in
terms of the angle θ and define the dimensionless Peclet
number, A1 ≡ (voτc/`c). The discrete version of the
Langevin equations (10) and (11) in the Euler-Maruyama
implementation then has the form (in simulation units)
(here n+ 1 is the time index with associated time stamp
tn+1 = tn + ∆t)

xn+1 = xn + ∆tA1 cos θn +
√

2F1(tn)∆tN1 (13)

yn+1 = yn + ∆tA1 sin θn +
√

2F2(tn)∆tN2 (14)

θn+1 = θn +
√

2F3(tn)∆tN3. (15)

Here N1, N2 and N3 are normally distributed random
variables with mean 0 and standard deviation 1. Equa-
tions (13)-(14) constitute a first-order integration method
and necessitate a small time step ∆t.

To incorporate the effects of light, we appeal to exper-
imental observations. The effect of light on Bacillus sub-
tilis [30] in the presence of photosensitizer reveals that as
the bacterial cells become sluggish, the tendency to form
flocks and large packs reduces and instead smaller clus-
ters are observed. The overall reduction in cluster size
and a less ordered motion within individual clusters gives
rise to decreased correlation lengths with swarming even-
tually reverting to random motion in the presence of pho-
todynamic effects. Consistent with these observations
and our experimental results, we assume that light expo-
sure increases the effective rotational diffusivity Do

RF3 of
our test cell (that may arise for instance from increased
tumbling in bacteria). At the same time, as the test cell
moves in a mean field of its co-deactivating neighbors,
its translational diffusion is expected to slow down due
to crowding and alignment induced hindering. The cell of
course experiences different environments perpendicular
and normal to its polar orientation, but we will assume
that anisotropy in anisotropic diffusion coefficients is not
as important as the fact that the diffusion slows down.
Keeping these features in mind, we write

F1(t) = F2(t) = exp

(
−A2

∫ t

0

Φ(rα(t′), t′) dt′
)

(16)

F3(t) = exp

(
A3

∫ t

0

Φ(rα(t′), t′) dt′
)

(17)

where the dimensionless parameters A2 and A3 charac-
terize the deactivation process. Note that as t → ∞,
F1 and F2 both tend to zero. We study predictions of
equations (13)-(17) for two cases. The first case is for
uniform unbounded light field so that Φ(r) = 1 so that
F1(t) = F2(t) = exp (−A2t) and F3(t) = exp (A3t) so
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that F1,n = F2,n = exp (−A2tn) and F3,n = exp (A3tn).
The second case we consider is a localized light field of
the form Φ(r) = 1 ∀r ∈ (0, RL) and zero elsewhere. We

integrate equations (13)-(17) for a dimensionless time of
between 10−1 to 20 with ∆t varying from 10−3 to 10−4

to check for consistency and convergence.
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