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Abstract

We developed a machine learning method for subgroup analyses of randomized
controlled trials (RCT), and applied it to the results of the SPRINT RCT for treatment
of hypertension. To date, the subgroup analyses mostly focused on detecting
associations between certain factors and outcome, in the hope that the results will point
out biologically (for example, carriers of a certain mutation) or clinically (for example,
smokers) distinct subgroups with different outcomes. This seldom worked in the sense
of re-launching the intervention for the detected subgroup only and successfully treating
it. In contrast, we propose an empirical and general method to develop a predictive
multivariate classifier using the RCT outcomes and baseline data. The classifier
identifies patients likely to benefit from the intervention, is not limited to a single factor
of interest, and is ready for validation in a subsequent pivotal trial. We believe this
approach has a better chance of succeeding in identifying the relevant subgroups
because of increased accuracy made possible by the use of multiple predictor variables,
and opportunity to use advanced machine learning. The method effectiveness is
demonstrated by the analysis of the SPRINT trial.

Introduction

Published guidelines for subgroup analyses of randomized clinical trials favor
prespecified subgroups [1, 2]. The post-hoc analyses, defined as those based on
examination of the RCT data, are discouraged [2]: “Such analyses are of particular
concern because it is often unclear how many were undertaken and whether some were
motivated by inspection of the data.” We believe that this concern unnecessarily limits
the scope of what can be learned from clinical trials, and discourages discovery of
subpopulations not known at the time the trial started. It also favors the hypotheses
based on current knowledge, and limits opportunities for empirical learning from data.
Our goal in this paper is to undertake the analyses motivated by inspection of the data.
We believe that they can discover predictors of response that could be potentially
beneficial to future patients, as long as the analyses are statistically sound, and findings
confirmed in another clinical trial. The criticism of post-hoc analyses may also partly be
due to lack of published rigorous methodology for the empirical approach. This paper
aims to help filling the gap.

We propose a novel and potentially widely applicable machine learning methodology
for subgroup analysis of randomized controlled trials. Our focus is on medicine,
although the concept may have applications in other domains. The approach is based
on developing a multivariate subgroup classifier which identifies patients likely to
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benefit from the given intervention. More commonly, analyses of RCTs have been based
on biologically inspired features. For example, the COURAGE trial [3] showed that
patients with stable coronary artery disease did not benefit from percutaneous coronary
intervention (PCI). Subsequent subgroup analyses focused on multiple groups of
patients identified from first or clinical principles [4–7], and found no significant benefit
of the PCI treatment in any of the subgroups. Another attempt, in oncology, was more
successful [8] but nevertheless also limited to confirmation of existing clinical hypothesis.

In contrast, our approach is based on empirical machine learning from data. We
believe the two types of RCT analyses are significantly different, and both have merit.
They correspond to distinction between empirical learning and learning from first
principles, or between explanation and prediction [9], or between causal inference and
correlation [10]. In this work, the focus is exclusively on the prediction (correlation)
because it is worthwhile in its own right. Specifically, our goal is to develop classifier
which can be applied to future patients to estimate probability of treatment benefit.
Such classifier could then be validated in a subsequent prospective trial for which only
patients predicted to benefit would be eligible. That way, patients could be helped even
before causal understanding of the underlying process is complete. We leave methods
for the causal analysis or understanding of treatment effects and study failures to
separate investigations.

Previously, Simon [11] developed a PACT paradigm, focused on the RCT design
such that the trial of a drug also produces a classifier predicting which patients benefit.
This is in contrast to our work which is focused on the analysis of RCTs which already
took place, and weren’t designed to yield machine learning classifiers. The latter is at
present a more common situation. Despite this conceptual difference, PACT method
can also be used for retrospective analysis, and an R package has been developed for
that purpose [12]. Therefore we compared it with our method.

To demonstrate an implementation of our approach and evaluate its effectiveness, we
applied it to the results of the SPRINT [13] randomized clinical trial for the treatment
of hypertension. SPRINT showed that patients with hypertension and increased
cardiovascular risk benefit from intensive treatment. The intensive treatment is defined
as intervention which attempts to achieve systolic blood-pressure under 120 mm Hg.
Despite the overall success, 5.2% of the SPRINT patients in the intensive treatment arm
suffered cardiovascular events. This means that the intensive treatment did not benefit
all individuals, and should potentially be withheld from those unlikely to benefit. Our
goal was to develop a binary classifier which accepts the SPRINT trial baseline variables
(demographic, clinical and laboratory variables) as input, and predicts which patients
may benefit from the intensive treatment.

Materials and methods

Materials

The data used in analyses were based on the SPRINT clinical trial and provided through
the subsequent SPRINT Data Analysis Challenge [14], organized by New England
Journal of Medicine and completed in February 2017. SPRINT compared two different
treatments for elevated blood pressure: intensive (systolic blood-pressure target of less
than 120 mm Hg) and standard (systolic blood-pressure target of less than 140 mm Hg).
We used the SPRINT baseline and outcomes data and machine learning approach to
develop our algorithm. The baseline data comprised the measurements listed in Table 1,
while the outcomes data comprised various endpoints, including adverse events,
recorded in the trial. We used the primary endpoint to develop the machine learning
classifier, and serious adverse events (SAE) endpoints for secondary analyses. The
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primary endpoint was a composite outcome of myocardial infarction, other acute
coronary syndromes, stroke, heart failure, or death from cardiovascular causes [13]. The
patients were randomly assigned by the trial to intensive and standard treatment arms.

Table 1. Baseline variables used to train machine learning classifiers.

Variable Type Description

Age numeric
Aspirin binary Daily aspirin use
Female binary

Smoking categorical Never, former, current
FRS numeric Framingham risk score
Race categorical Black, hispanic, white, other
SBP numeric Seated systolic blood pressure
DBP numeric Seated diastolic blood pressure

Agents integer Number of prior anti-hypertension agents
EGFR numeric Estimated glomerular filtration rate

SCREAT numeric Serum creatinine lab result
Cholesterol numeric Total cholesterol lab result

Glucose numeric Lab result
HDL numeric HDL-cholesterol lab result

Triglycerides numeric Lab result
UMALCR numeric Urine albumin lab result

BMI numeric Body mass index
STATIN binary Prior statin use

CVD binary History of clinical CVD
SUB binary History of subclinical CVD

HDL = high-density lipoprotein, CVD = cardiovascular disease.

The race and smoking variables were one-hot encoded. All variables were
standardized to zero-mean and unit standard deviation prior to machine learning.

Methods

We sought to develop a binary classifier which assigns patients to a Positive or Negative
class, using the baseline variables as inputs, such that the patients predicted Positive
had, on average, large treatment benefit and those predicted Negative had on average
small (or negative) benefit. The patients labeled Negative could therefore be spared the
intensive treatment and its associated adverse events. This approach led to a
formulation of the problem as a machine learning classification task.

The machine learning consisted of two phases: development of multiple candidate
prognostic classifiers, and selection, among prognostic classifiers, of the best predictive
classifier. Prognostic classifiers predict outcome of disease for a given treatment (or lack
thereof), whereas predictive classifiers predict treatment benefit [15]. The core
assumption of our approach was the idea that among accurate prognostic classifiers,
some may also detect treatment benefit. This concept has previously been validated.
For example, Oncotype DX breast cancer recurrence test was originally developed as a
prognostic test [16], and subsequently shown to be predictive [17]. The idea was further
supported by our own experience analyzing results of Phase III trial of Iniparib
(Pathwork Diagnostics Inc. and Sanofi, unpublished data).

The first (prognostic) phase consisted in training multiple classifiers which assign
probability of belonging to one of two classes: patients with event, and those without.
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The second phase consisted of selecting, among the prognostic classifiers, the one which
optimized suitably defined clinical criterion of treatment benefit. The selection included
introduction of a decision threshold which converted the probabilistic classifier into a
discrete one, classifying patients as Positive or Negative. The classification enabled
calculation of the clinical benefit, and therefore ranking of prognostic classifiers by the
predictive metric.

Prior to machine learning, we created the training and test sets, and assigned the
“true” class labels to the training samples. The training set R was a subset of the
intensive arm. One training class contained the patients who had a primary outcome
event prior to a time T , and the other those known not to have had an event prior to T .
We chose T as the median time of all patients in the study, equal to T = 3.26 years,
though different values could be used. The patients censored prior to T were excluded
from training because we don’t know if they had an event, and thus cannot have a
binary class label assigned to them.

Test set X was used to select the best classifier among several candidates, by clinical
criteria described below. Test set was never used for any machine learning (i.e., the
classification algorithms only operated on the training set). Since the selection criteria
used survival analysis statistics (hazard ratios, HR), only the time of event or censoring
and censorship status were needed for samples in the test set. Therefore we assigned to
the test set the intensive arm patients excluded from the training set (i.e., censored),
and all standard arm patients.

The resulting training and test set cardinalities were N = 2335 (26.7%) and
M = 6411 (73.3%), respectively. Patients with missing data were excluded from all
analyses (training and test).

To solve the machine learning problem, we trained the following classifier types
(classification algorithms):

1. ElasticNet [18] binomial classifier

2. a classifier based on ridge-regularized Cox proportional hazards model [19]

3. RandomForest

4. linear Support Vector Machine (SVM)

5. PACT

The approach requires that classifiers return posterior class-conditional probability
estimates which can be converted to discrete predicted labels using a decision threshold.
This requirement is satisifed for state-of-the-art modern classifiers. Our methodology,
described below, was applied to all algorithms except PACT. For PACT, we followed
the authors’ recommendations [12].

A core question of our approach was the definition of the classifier selection statistic,
i.e., the measure used to select the best classifier. The choice was based on the goal of
identifying groups which differ as much as possible in terms of their treatment benefit.
First step was deciding to measure the treatment benefit for a group of patients (for
example, treatment benefit for all patients predicted Positive). We chose hazard ratio
between intensive and standard arms, which is a natural measure for survival studies
such as SPRINT (the lower the hazard ratio, the fewer events among patients assigned
to the intensive vs. those assigned to the standard arms, and therefore the greater the
benefit of the intensive treatment). Given this choice, a natural model selection
criterion was a difference between intensive/standard hazard ratios (i.e., difference
between treatment benefits) for patients predicted Positive and patients predicted
Negative. Therefore, in principle we aimed to select the model which maximized the
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difference between intensive/standard hazard ratios for patients predicted Positive and
Negative by the classifier.

However, unrestricted use of this criterion could lead to a classifier which assigns
almost all patients to single class, which would have a limited clinical utility. Therefore,
we imposed additional rule that a single predicted class may comprise at most a certain
maximum percentage P of the overall population. In the analysis of SPRINT data, we
set P = 90%, on the grounds that the clinical utility of a test which assigned over 90%
of patients to either category would be low. This is a crucial element to generate a
practically viable predictive classifier.

Putting these considerations together, the classifier selection rule was:

Among classifiers which assign at most 90% of patients to one class, select
the one which maximizes difference in intensive/standard arm hazard ratios
between the patients predicted Positive and patients predicted Negative.

While the rule can be automatically applied, we also found it informative to
visualize the data using a dotplot of the two hazard ratios, and identify best model by
inspection. To avoid clutter, we only plotted the classifiers for which hazard ratio for
patients predicted Positive was < 1 and the hazard ratio for patients predicted Negative
was > 1. The classifiers which fail this criterion are not clinically useful.

Next we performed machine learning using the training and test data. The classifiers
were trained to correctly predict the training set class using the baseline covariates as
predictor variables. The training used different hyperparameter values or tuples as
follows:

1. ElasticNet: (α, λ)

2. Random Forest: number of trees

3. linear SVM: cost

4. regularized Cox classifier: λ (cost)

The different values/tuples for each algorithm formed a one-dimensional or
two-dimensional hyperparameter grid. The number of grid points for a given classifier
was labeled gt, where t indexed the classifier type. For each algorithm, we applied
exhaustive grid search by computing classifier performance at each grid point. The
exhaustive search was feasible because the grids were one- or two-dimensional, with a
maximum number of g1 = 200 grid points for ElasticNet. In general, other advanced
classifiers such as neural networks use larger number of hyperparameters, and the
computational complexity of the exhaustive grid search would be prohibitive. In those
cases, random search [20] or other approaches could be used.

To convert probabilities to predictions, we applied different decision thresholds. The
threshold could therefore be considered another hyperparameter. We excluded it from
the grid search considerations above because the thresholding operation is very fast.

To improve classifier performance, feature selection is often applied as a step
preceding classification [21]. In our initial analyses of the SPRINT data, feature
selection did not provide noticeable performance gains, perhaps because of relatively few
features and relatively large number of samples. Therefore it was not pursued for
present research, though it remains an option for other datasets and application
domains. If feature selection is used, the number of selected features becomes another
hyperparameter in the grid.

To estimate classifier performance at each grid point, we used r = 10 repeats of
5-fold cross-validation. The purpose of the repeats was to reduce variance due to
random cross-validation partition of the training set [21]. For each fold, we trained the
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classifier on 80% of the training data and applied it on the remaining 20%. All
predictions (probabilities) from the training set, for the given repeat, were pooled
together. Then, we trained the classifier on entire training set and applied it on the test
set. The pooled training set probabilities were combined (pooled) with the test set
probabilities and a decision threshold D was applied to the combined set. All samples
whose probabilities exceeded the threshold were labeled (i.e., predicted) Positive, and
the remaining samples were labeled Negative. We used a total of 101 thresholds,
corresponding to threshold values between 0 and 1, with step 0.01. This procedure
generated St = 101× Lt sets of predicted class labels, each of cardinality N +M . This
process was repeated 10 times, once for each repeat, and therefore the total number of
the sets of predicted class labels equaled 10× St for each classifier type t.

As explained above, the classifier performance statistics were estimated on the
pooled cross-validation predictions of the training set, and entire test set. In principle,
to minimize bias one could have used just test set for this task. However, the pooling
has two advantages:

1. it increases the effective number of samples used for classifier assessment

2. the test set contains a significant number of censored samples. Since we don’t
know the censoring mechanism, relying exclusively on the test set may introduce
confounding if the censoring is correlated with outcome. Combining the two sets
reduces the impact of this because the relative contribution of censoring is reduced

In the second (predictive) phase, we computed the classifier statistics for each repeat
using the predicted labels. The classifier statistics consisted of the 10× St triplets
(hP , hN , p), where:

� hP = hazard ratio between intensive and standard arms for patients predicted
Positive

� hN = hazard ratio between intensive and standard arms for patients predicted
Negative

� p = proportion of patients predicted Positive

For each St, the 10 triplets were averaged to produce mean values (hP , hN , p). The
St triplets were plotted in a classifier dotplot. The best classifier for the type t was
selected by applying the selection rule. Finally, the best classifiers for all types were
compared to select the overall winner. The selected classifier was named SafeSPRINT.

The principal assessment of the SafeSPRINT performance was based on tabular
presentation of key statistics (HR ratios, percent predicted Positive, and numbers of
events in each arm), and Kaplan-Meier (KM) survival graphs for four groups of patients:

� Positive patients in intensive arm

� Positive patients in standard arm

� Negative patients in intensive arm

� Negative patiens in standard arm

The KM graphs required a predicted label (Positive or Negative) for each patient in
the training and test sets. However, the classifier selection procedure only identified a
triplet of mean values (hP , hN , p) for the best classifier, not a specific set of predictions.
The mean values were averaged over 10 repeats, i.e., 10 sets of predictions. To plot the
KM plots, we needed to derive a single, representative set of predictions out of the 10
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used to select the best classifier. The representative set of predictions (i.e.,
representative cross-validation repeat) was defined as the set of predictions
corresponding to the repeat whose hazard ratios deviated least from the mean hazard
ratios hP and hN . Those predictions were then used to plot the survival graphs.

The KM graphs and associated survival statistics were used to assess the expected
performance of the classifier in a future, independent validation. For a successful
classifier, the expectation was that the Positive patients should exhibit better event-free
survival in the intensive arm, whereas Negative patients should exhibit better event-free
survival in the standard arm.

The pseudo-code for the method to find the best classifier for identifying the
population of subjects benefiting from a treatment is shown in Algorithm 1 box. The
functions f(), x() and z() referenced therein are well-known machine learning [22] and
survival analysis [23] algorithms. After the algorithm returns best hyperparameters b, it
is straightforward to train the final classifier using R, M and Hb.

Algorithm 1 Develop a classifier for identifying the population of subjects benefiting
from a treatment in an RCT. R and X are matrices of features, class label, RCT arm
indicator and survival data. H is hyperparameter grid for classification algorithm M ,
plus the decision threshold. f() trains M on R using H, and returns predicted labels
for samples in X. x() performs random k-fold cross-validation using M , R and H, and
returns pooled cross-validated predicted labels Y for samples in R. z() estimates hazard
ratios between the RCT arms for Positive and Negative samples in Y , using arm labels
and survival data from R,X. p is proportion of samples predicted Positive.

Input: Classification algorithm M , training set R, test set X, hyperparameter tuple
grid H = {H1, H2, . . . ,Hg}, number of repeats r, number of cross-validation folds k.

Output: Index b ∈ {1 . . . g} of the best hyperparameter tuple Hb.
1: for i = 1 . . . g do // loop over hyperparameter grid
2: B = f(M,Hi, R,X) // predict test set using model built on all of training data
3: for j = 1 . . . r do // loop over cross-validation repeats
4: Q = x(M,Hi, R, k) // pool cross-validation predictions on training set
5: Y = B ∪Q // pool test set and cross-validated training set predictions

6: (h
(j)
P , h

(j)
N , p(j)) = z(Y,R,X) // hazard ratios between RCT arms

7: end for

8: (hiP , h
i
N , p

i) = (1
r

r∑
j=1

h
(j)
P , 1r

r∑
j=1

h
(j)
N , 1r

r∑
j=1

p(j)) // average over repeats

9: end for
10: select best triplet (hbP , h

b
N , p

b) using the domain-specific classifier selection rule
return b

Per literature recommendations [1, 2], we also performed likelihood ratio test of
interaction between label assigned by SafeSPRINT, and treatment arm assignment, and
generated the related forest plot. We did not apply multiple-comparison adjustment
because the interaction test was performed exactly once during this research project
(i.e., there were no multiple comparisons).

We paid particular attention to minimizing overfitting and avoiding false positive
conclusions in our analyses. To that end, each training set sample was predicted in
cross-validation mode, meaning that it was not used in the learning of the
cross-validation model which predicted its outcome. Predictions were performed 10
times, to minimize bias resulting from different cross-validation partitionings. The test
set samples, representing 73.3% of all data, were used exclusively to select the best
model and never in any learning. The Kaplan-Meier assessment of the classifier was
only performed once after it was locked. Finally, the p-value of the interaction between
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SafeSPRINT risk assignment and treatment arm was computed exactly once, after the
classifier was locked and all sample predictions produced.

For PACT, we followed the software recommendations and generated the KM graphs
for patients predicted to benefit vs. those predicted not to benefit. The results were
compared with SafeSPRINT.

ElasticNet

The winning classifier was an ElasticNet classifier (see “Results”). The ElasticNet
hyperparameters are α, which governs the trade-off between the lasso and ridge
regularizations, and λ, which controls the magnitude of the weight regularization. We
ran ElasticNet with α = 0, which corresponds to the ridge classifier, and α = 1, which
corresponds to the lasso classifier. The lasso classifier had a poor binary classification
performance, and was removed from further analyses. A set of g1 λ values for the ridge
classifier was determined using the standard procedure defined by the ElasticNet
implementation “glmnet” [18]. We set g1 (the number of λ values) to 100, which is the
default value in “glmnet”. Each classifier was trained using the ElasticNet optimization
algorithm until convergence.

Results

We applied the proposed analysis method to the SPRINT data. To illustrate the
classifier selection rule and highlight large differences among classifier types, we
generated classifier dotplot graphs for ElasticNet, Cox and SVM. No graph was
generated for Random Forest because no Random Forest classifier met our requirement
that the Positive hazard ratio must be < 1 and Negative hazard ratio must be > 1. The
graphs are shown in Figs 1, 2 and 3.

Fig 1. Classifier graph for ElasticNet. Each point represents a hyperparameter
tuple. Only qualifying classifiers (tuples) are shown. The coordinates are average values
of 10 cross-validation repeats. The numbers next to the points are proportion predicted
Positive, averaged over the 10 repeats. The best classifier corresponds to the point in
the upper left corner. See text for details.

Fig 2. Classifier graph for Cox-based classifier.

Fig 3. Classifier graph for SVM classifier.

The PACT results are shown in Fig4. It suggests that the classifier was not able to
separate a subgroup of patients who did not benefit from treatment from those who did.
In fact, the group predicted not to benefit, benefited more.

Fig 4. Kaplan-Meier graphs for a classifier based on PACT method. E =
intensive arm; C = standard arm.

By visual inspection of Figs 1, 2, 3 and 4, it was clear that ElasticNet classifier type
(Fig 1) was best by a wide margin. Among the ElasticNet classifiers, the best by our
criteria corresponded to the upper leftmost point in Fig 1, because it had biggest HR
gap between patients predicted Positive and patients predicted Negative.

The best classifier (SafeSPRINT) assigned 89% of the patients to Positive category
and 11% to Negative. The key statistics of SafeSPRINT are shown in Table 2.
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Table 2. Key statistics of the SafeSPRINT classifier.

Positive Negative

Arm n HR (95% CI) Events SAE n HR (95% CI) Events SAE

Intensive 3914
0.71 (0.60, 0.84)

221 1594 479
2.49 (0.78, 7.93)

10 97
Standard 3867 304 1536 486 4 92

Positive = set of patients predicted Positive by SafeSPRINT, Negative = set of patients predicted
Negative, HR = hazard ratio between intensive and standard arms, CI = confidence interval, SAE =
Serious Adverse Events.

Table 2 shows the key result: patients predicted Positive had more events in the
standard arm, whereas patients predicted Negative had more events in the intensive
arm.

The relative frequency of SAE among Negative patients (19.6%) was approximately
half that among Positive patients (40.2%). The rates for both subgroups were
approximately the same in both treatment arms.

To further assess benefit, or lack thereof, of intensive hypertension treatments for the
two predicted groups of patients, we plotted Kaplan-Meier estimates of probabilities of
primary outcomes (survival functions) in four groups of patients: predicted Positive in
the intensive and standard arms, and predicted Negative in the intensive and standard
arms. Fig 5 shows the survival curves for the four groups.

Fig 5. Probability of events for Positive and Negative patients under the
standard and intensive treatments.

Fig 5 visualizes and amplifies the trends already observed in Table 2: the intensive
treatment reduces number of events in the Positive group, and increases number of
events in the Negative group. In relative terms, the nominal effect is much stronger in
the Negative group because the number of events and the probability of event at 5 years
more than doubled with intensive care. However, it is not statistically significant due at
least in part to smaller size of the Negative group.

We performed the likelihood ratio test of interaction between SafeSPRINT category
and treatment arm. The null hypothesis is that the efficacy of the treatment is the same
among Positive and Negative patients. The P value was 0.02. The corresponding forest
plot is shown in Fig 6. It suggests that the interaction is potentially qualitative [1] (i.e.,
that the treatment is beneficial for one subgroup and harmful for the other), which is of
particular clinical interest.

Fig 6. Effect of SPRINT treatment on Positive and Negative patients as
defined by our classifier. The size of the colored squares is proportional to number
of samples in the corresponding group.

Discussion

SafeSPRINT-positive patients benefited from the Intensive treatment, as expected, since
they represent almost 90% of the SPRINT trial population, and the population as a
whole did benefit. The benefit was statistically significant. In contrast, Negative
patients had more primary events in the Intensive arm than in Standard, but the effect
was not statistically significant. This could be because SPRINT was not powered to
detect such subgroups, or because the effect in fact wasn’t significant, or both.
Considering the magnitude of the difference, and the fact that the interaction test was
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statistically significant, and the fact that the analyses were carefully planned to
minimize bias, our interpretation is that the SafeSPRINT-negative patients probably do
not benefit from the intensive treatment, and could be harmed. If this is proven, they
should preferably adhere to the standard systolic blood-pressure target of 140 mm Hg.
However, only an adequately-powered randomized controlled trial could conclusively
confirm this hypothesis.

Surprisingly, we also found that Negative patients had much lower rate of serious
adverse events (19.6% vs. 40.2% for Negative and Positive patients, respectively). This
is particularly interesting given that adverse events were not part of the classifier
training. Based on this observation, the SafeSPRINT Negative group can be
characterized as patients who are potentially harmed by the intensive treatment, but
are nonetheless overall much less sensitive to other side effects of hypertension
treatment. This finding suggests that SafeSPRINT could also be used as a prognostic
classifier of side-effects.

An advantage of our empirical learning approach is potentially greater accuracy in
predicting subgroup benefit, and consequently better patient outcomes. A limitation is
increased model complexity and limited interpretability. In the event, the chosen
classifier was linear (ElasticNet), which is amenable to interpretation, therefore the
limitation did not materialize. In general, however, the chosen classifier might be
non-linear, and thus harder to interpret.

We note that although our proposed method was partially motivated by the
SPRINT Challenge, it could also be applied to analyses of other clinical trials, and
potentially to other randomized control trials, outside of medicine. In medicine,
analyses of failed oncology RCTs could use a very similar approach because the goal is
similar: finding a subgroup of patients who maximally benefit from the new treatment.

Our method outperformed previously published algorithm PACT by a wide margin.
One possible explanation is that the PACT software package supports a limited family of
classifiers. Also, it is possible that it does not perform advanced hyperparameter search.

The SPRINT trial design and results have been subject to criticism [24].
Nevertheless, to date it remains the best available evidence on the merits of the specific
blood-pressure lowering targets. Furthermore, the principled analysis approach
proposed in this paper remains applicable regardless of whether clinical community
eventually accepts the SPRINT treatment guidelines.

The principal limitation of this research is that the proposed SafeSPRINT hypothesis,
and therefore the method by which it was generated, have not been independently
validated. Given the cost and complexity of executing randomized controlled trials in
medicine, this is a practical limitation which cannot easily be overcome. However, in
other fields such as advertising, the independent validation may be feasible.

Another limitation is that our classifier selection criterion did not include the
frequency of SAE. Ideally, this outcome should be made part of the selection rule such
that the best classifier minimizes a composite measure of primary events and SAE.
However, that would require quantifying the relative importance and impact of the SAE
and primary outcomes in cardiovascular disease, using metrics such as quality of life.
During the project, we did not have access to adequate clinical expertise to do this, and
therefore development of machine learning classifiers which account for the adverse
events are left for future research. We believe that the proposed framework is
sufficiently general to include adverse events.

We used advanced core classifiers Random Forest, ElasticNet, SVM and regularized
Cox, but not other state-of-the-art classifiers like XGBoost [25], non-linear SVM and
neural networks. The reason is that at the time of this research we have not completed
integration of these classification algorithms into our analysis procedure. This is a
limitation and an opportunity for improvement of the SafeSPRINT performance. It is is
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left for further research.
While elements of these ideas have been put forward before, to the best of our

knowledge no single reference described a generic machine learning subgroup analysis
procedure, demonstrated the performance of the method on a real and significant
clinical trial, and provided the tools to repeat the results.

Conclusion

In this paper, we proposed an empirical procedure for deriving predictive hypothesis
(machine learning classifier) from the results of randomized controlled trials. Such a
classifier could be validated in subsequent trial(s), and then used to assign the treatment
to people most likely to benefit, and withhold it from people unlikely to benefit.

The main contributions of the paper are:

� proposed the idea of separating the causal and correlative (empirical) goals in the
subgroup analyses of randomized controlled trials

� using the empirical approach, defined a general and relatively easily
implementable procedure for machine learning analysis of subgroups

� demonstrated the implementation and effectiveness of the proposed approach by
applying it to the results of SPRINT randomized clinical trial

� formulated a data-supported hypothesis that a subgroup of 11% of patients with
hypertension do not benefit from the intensive treatment, targeting systolic
blood-pressure under 120 mm Hg

� showed that our method performs significantly better than the previously
published work on this subject

We hope these contributions should motivate the empirical, machine-learning
approach to subgroup analyses of future trials.
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