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Abstract9

The relationship between clinical eating disorder symptom severity and balance of model-based10

(MB) and model-free (MF) control is unclear, and these traits’ predictive capacity is untested in this11

population. In 25 healthy controls (HCs), 25 subjects with binge eating disorder (BED), and 2512

subjects with bulimia nervosa (BN), we show an inverse relationship between symptom severity13

and MB (though not MF) control. However, trial-by-trial behavioural data discriminated BN from14

other groups (area under receiver operating characteristic curve of 0.78; 95% CI=0.64-0.92) based15

primarily on impaired MF control. Our data—including analyses of reaction time and theory-driven16

computational modeling—support the hypothesis that among pathological binge eating groups,17

BN may be characterized by impaired value function learning. Our results suggest that trial-by-trial18

analysis of behavioural data may provide unique insights into the BN phenotype, which may thus19

be computationally distinct from the related disorder of BED and the HC state.20

21

Introduction22

Bulimia nervosa (BN) and binge eating disorder (BED) are eating disorders characterized by compul-23

sive intake of food in excess quantities with a sense of lack of control over the episodes (American24

Psychiatric Association, 2013). In addition, patients with BN also exhibit inappropriate compen-25

satory behaviours such as vomiting, laxative use, or excessive physical activity, to name a few. BED26

is the most common eating disorder, with a 12 month prevalence of 1.2%, compared to 0.3% 12-27

month prevalence for BN (Hudson et al., 2007). These disorders are often associated with comorbid28

psychopathology, including obsessive compulsive disorder, attention-deficit hyperactivity disorder,29

and alcohol or illicit drug dependence (Hudson et al., 2007).30

The presentation and comorbidity patterns observed in pathological binge eating suggest31

dysfunction in the decision-making systems of afflicted individuals. This claim is supported by a32

growing body of empirical work which has implicated various putative components of the decision-33

making apparatus, including value learning for both states (Frank et al., 2011) and actions (Reiter34

et al., 2016), exploration- exploitation balance (Morris et al., 2015), and integration of instrumental35

control systems (Gillan et al., 2016; Voon et al., 2015). More specifically, eating disorder symptoms36

in a large online sample have been associated with decision making and learning strategies that rely37

on simply repeating previously rewarded actions (known as a habitual or model-free control) (Gillan38

et al., 2016). This contrasts with strategies that employ an internal model of the action-outcome39

contingencies in the environment in order to plan ahead (a so called model-based or goal-directed40
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strategy). The ability to plan ahead facilitates flexible adaptation to a changing environment, since41

things that were once rewarding may at some point cease to be so. Impairment in model-based42

(MB) planning—with corresponding greater reliance on model-free (MF) control—has been shown43

in a clinical sample of patients with BED (Voon et al., 2015). Those subjects also showed increased44

reliance on value-agnostic strategies, namely perseveration, whereby they simply repeated their45

previous choices regardless of those actions’ expected values.46

Less is known about the computational structure of decision making in BN. While prior work has47

evinced deficits in encoding critical value learning signals (Frank et al., 2011) and learning response48

biases toward rewarding stimuli (Grob et al., 2012) , to our knowledge there is no characterization49

of control system integration in BN. Patients with BN often report difficulty overcoming the “force of50

habit.” That is their binge eating and purging behaviour becomes increasingly compulsive in nature51

(Pearson et al., 2015; Treasure et al., 2018) which could speak to excessive reliance on MF control,52

similar to subjects with BED. Moreover, it is unclear how deficits in MB control are associated (if at53

all) with eating disorder symptom severity in a clinical sample. Finally, whether measures of MB54

and MF balance can differentiate subjects with pathological binge eating from each other and from55

controls is unknown.56

The present study investigates the relationship between pathological binge eating diagnoses57

(BED& BN) and symptom severity—asmeasured by a commonly used eating disorders questionnaire—58

and the balance of MB and MF control in a clinical sample. We show that eating disorder symptom59

severity is associated with reducedMB control, but that BN (in contrast to BED) may be characterized60

by deficits in MF control. To this end, we demonstrate that BN can be separated from BED and HC61

primarily on the basis of MF system impairment, suggesting impaired value function learning in this62

group.63

Results64

Ethical approval for this study was obtained from the Nova Scotia Health Authority (NSHA) Research65

Ethics Board and informed consent was obtained from all participants. Through online ads and66

the local adult eating disorders clinic, we recruited 25 healthy controls (HCs), 25 patients with67

BED, and 25 patients with BN for participation in the present study. Figure 1 demonstrates our68

subject recruitment pipeline. An online pre-screening questionnaire that included the Eating69

Disorders Diagnostic Survey (EDDS) (Stice et al., 2000; Krabbenborg et al., 2012; Stice et al., 2004)70

was completed by 344 individuals. Of these individuals, 255 were interviewed by one of the71

investigators (ARK/AN) to ascertain satisfaction of inclusion and exclusion criteria (Figure 1). Included72

subjects were asked to visit our clinic for a single session consisting of (1) performance of the two-73

step task (Daw et al., 2011) (Figure 2), (2) questionnaire completion, and (3) completion of the74

operation span working memory task (OPSPAN; Conway et al. (2005); Unsworth et al. (2005); Otto75

et al. (2013)).76

Subject demographics and covariate summary statistics are presented in Table 1. Distributions77

of subject demographics and rating scale data are displayed graphically in Appendix 1. There78

were significant differences between groups across several covariates. The BED group was older,79

and demonstrated greater BMI. Pathological binge eating groups demonstrated higher scores on80

the obsessive-compulsive inventory-revised (OCI; Foa et al. (2002)), and the Barratt impulsivity81

scale (BIS-11; Patton et al. (1995)). Scores on the eating disorder examination questionnaire (EDE-82

Q; Fairburn and Beglin (1994)) were significantly greater in the pathological binge eating groups.83

However, subjects with BED and BN were relatively evenly distributed amongst the higher scores84

on this questionnaire. Behavioural inhibition scores (BIS; Carver and White (1994)) were highest85

amongst healthy controls. There were no significant differences in IQ (measured with the North86

American Adult Reading Test; NAART; Uttl (2002)), working memory, or behavioural activation87

scores.88
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Figure 1. CONSORT flow diagram (www.consort-statement.com) demonstrating recruitment pipeline. We
excluded 108 individuals who had disordered eating but did not meet DSM-5 criteria for bulimia nervosa or

binge eating disorder. We excluded individuals who met DSM-5 criteria for obsessive-compulsive disorder (OCD;

n=15), attention deficit-hyperactivity disorder (ADHD; n=7), substance use disorder (n=7), age over 40 years

(n=2), and movement disorder (n=1). We excluded 39 subjects who were using either psychostimulants,

dopamine D2-receptor antagonists, dopaminergic antidepressants such as bupropion or sertraline, other

dopaminergic drugs such as L-DOPA or dopamine agonists, and serotonin-norepinephrine reuptake inhibitors

(although venlafaxine at doses <150mg was not excluded). After clinical interview, we included 25 subjects with

bulimia nervosa, 25 subjects with binge eating disorder, and 25 healthy controls. Healthy controls were free of

any historical diagnosis of eating disorder. Five subjects were excluded based on task-related criteria: pressing

the same key on more than 95% of trials (n=1), and making the same choice at the first step of the task on more

than 95% of trials (n=4).
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Table 1. Demographics and group characteristics. Statistics are either presented as means and standard
deviation for normally distributed covariates (in round parentheses), or as median and interquartile range (in

square parentheses). Abbreviations: healthy control (HC), binge eating disorder (BED), bulimia nervosa (BN),

body mass index (BMI), obsessive compulsive inventory-revised (OCI; Foa et al. (2002)), eating disorder
examination questionnaire (EDE-Q; Fairburn and Beglin (1994)), behavioural inhibition scale (BIS; Carver and
White (1994)), behavioural activation scale (BAS; Carver and White (1994)), Barratt impulsivity scale (BIS-11;
Patton et al. (1995)), intelligence quotient (IQ; approximated with the North American adult reading test; Uttl
(2002)), and operation span (OPSPAN) score (Conway et al., 2005; Unsworth et al., 2005).

HC (n=23) BED (n=22) BN (n=25) p
Age 24.00 [22.50, 30.00] 33.00 [25.00, 36.75] 22.00 [20.00, 30.00] 0.001

nfemale (%) 23 (100.0) 21 (95.5) 24 (96.0) 0.6

BMI 21.80 [21.19, 24.20] 33.65 [29.33, 39.90] 23.83 [21.70, 28.04] <0.001

OCI 7.00 [3.50, 8.00] 16.00 [10.25, 19.50] 18.00 [13.00, 22.00] <0.001

EDE-Q 0.39 [0.18, 0.54] 3.66 [3.03, 4.75] 4.22 [3.70, 4.75] <0.001

BIS 13.00 [12.00, 16.00] 12.00 [9.00, 14.75] 10.00 [8.00, 12.00] 0.001

BAS 25.87 (3.96) 24.68 (6.07) 24.68 (4.53) 0.637

BIS-11 55.09 (6.90) 63.82 (8.38) 65.92 (11.95) <0.001

IQ 105.68 (9.33) 105.33 (10.16) 99.91 (8.84) 0.066

OPSPAN 48.00 [34.50, 50.00] 47.00 [27.25, 54.75] 36.00 [24.00, 49.00] 0.199

Decision-Making Task and Theory-Free Analysis89

The decision-making task employed was originally presented byDaw et al. (2011) (Figure 2). Subjects90

are initially (i.e. at the first-step) presented with two choices, from which they must select one.91

Each choice leads to one of two second-step states, with fixed probability. Once presented with92

the second-step choices, subjects must again choose one of the two options, after which a reward93

is either presented or omitted. The probability of reward for each of the 4 second-step choices is94

independent of the others, and varies on a trial-by-trial basis (the probabilities always lie between95

0.25 and 0.75; Daw et al. (2011)). Included subjects performed 201 trials in 3 blocks of 67 trials,96

within the same testing session.97

To probe the effects of past trial behaviours and their outcomes on subsequent decisions, we98

implemented a convolutional logistic regression previously described by Miller et al. (2016) and99

similar to that implemented by Lau and Glimcher (2005), which we simplify graphically in Figure 3.100

This analysis is based on the fact that the two-step task contains eight possible trial events. These101

include trials with a reward after common transition (RC), reward after an uncommon transition102

(RU), reward omission after a common transition (OC), and reward omission after an uncommon103

transition (OU); for each of these, the subject may have chosen action A or B at the first step. A104

subject’s behavioural data for a set of T trials can be represented as a T × 1 vector of choices105

y ∈ {0, 1}T×1 (where for example 1 = Choice A, and 0 = Choice B at the first step), and a T × 4matrix106

X = {xRCt , xRUt , xOCt , xOUt }Tt=1 identifying the type of trial encountered at timestep t. Using logistic107

regression, we can learn a filter of weights � = {�RCk , �RUk , �OCk , �OUk }10k=1 over a 10-trial window, where,108

for example �RC2 represents the influence of having experienced trial xRC , 2 trials ago. We can109

represent this logistic regression compactly as110

ŷ = &
(

c + (X ∗ �)
)

, (1)

where ŷ is a vector of predicted action probabilities for trials t = {11,… , T }, & is the sigmoid function,111

c is an intercept term, and X ∗ � is the convolution of X and � (without zero padding). Assuming112

the parameters (c, �) for each subject vary around a group-level mean and standard deviation, we113

perform inference using hierarchical linear mixed effects modeling (using lme4 package in the R114

statistical programming language; Bates et al. (2015)). Figure 3b and Figure 3c demonstrate filters115

learned for hypothetical MB and MF learners, respectively, illustrating that the shape of filter � can116
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(a) Task structure. (b) Trial structure.
Figure 2. Individuals are initially presented with the first step that contains two options, from which subjects
must select one by pressing a key. Choices must be made within 2 seconds of stimulus presentation. Selection

of a first-step option will lead to a given second-step state with probability of 70% (the “common” transition),

and to the other with a probability of 30% (the “rare” or “uncommon” transition; duration of transition is 0.4s).

These probabilities remain fixed throughout the experiment. Each of the two second-step states has nested

within it a set of two options from which the subject again selects by pressing a key (time limit is 2 seconds);

those second-step state options are each associated with a reward probability that varies between 0.25 and

0.75 according to a Gaussian random walk with standard deviation 0.025. The image selected at Step 2 then

moves to the top of the screen for 0.4 seconds at which time feedback is provided in the form of a reward (gold

coin image) or no reward (empty circle).

capture a subject’s control strategy.117

By comparing the parameter estimates � for each trial back, we can evaluate the degree of MB118

and MF control reflected in a subject’s data; we denote these as the model-based index (MBI) and119

model-free index (MFI). We found a negative association of symptom severity—as measured by120

EDE-Q—with MBI (Pearson’s r=-0.43; p<0.001) but not MFI (Figure 4a). The association between121

EDE-Q and MBI remained statistically significant after correction for BMI and OCI-R, BIS, BAS, BIS-122

11, IQ, and OPSPAN scores (regression coefficient -4.48, p=0.011; Table 2), while the relationship123

between EDE-Q and MFI remained not statistically significant (2.12, p=0.085). Further, we submitted124

MBI and MFI as features to a sparse linear classifier whose target output was diagnostic group (in125

a one-vs-rest format). Subjects with BN were accurately discriminated from BED and HC with an126

area under the receiver operating characteristic curve (AUC) of 0.78 (95% CI = 0.64-0.92; Figure 4b).127

Inspection of the MBI and MFI values (decomposed over each “step back” in the filter �) shows a128

trend toward lower values of both MBI and MFI in subjects with BN (Figure 4c), although the sparse129

linear classifier weights highlight MFI at the previous trial as the most important factor underlying130

classification performance (Figure 4d).131

Analysis of Reaction Times132

Like previous studies (Deserno et al., 2015), we collected reaction time data from participants during133

performance of the two-step task. We were particularly interested in the second-step reaction134

time as a proxy measure for the degree to which the subject learned the state-transition model.135

Greater reliance on the MB system involves use of estimated transition probabilities in first-step136

choices; in subjects using such a strategy, rare transitions are assumed to elicit surprise, which this137

analysis component assumes will slow reaction time at the second step. Indeed, for every group,138

the MBI was positively associated with reaction time slowing after rare transitions (Figure 5). This139

correlation was strongest for HC subjects (r=0.82, p<0.001), followed by both BN and BED groups140

(r=0.77, p<0.001 for each). Only the BN group demonstrated a statistically significant correlation141

between the MFI and reaction time difference (r=0.57, p=0.0029).142

5 of 23

.CC-BY 4.0 International licensea
certified by peer review) is the author/funder, who has granted bioRxiv a license to display the preprint in perpetuity. It is made available under 

The copyright holder for this preprint (which was notthis version posted June 16, 2018. ; https://doi.org/10.1101/348250doi: bioRxiv preprint 

https://doi.org/10.1101/348250
http://creativecommons.org/licenses/by/4.0/


Manuscript submitted to eLife

𝐗 = =

𝐱𝑂𝑈

𝐱𝑂𝐶

𝐱𝑅𝑈

𝐱𝑅𝐶

𝝃 = =

𝝃𝑂𝑈

𝝃𝑂𝐶

𝝃𝑅𝑈

𝝃𝑅𝐶

𝐲 =

Sliding filter of regression weights

1. Multiply element-wise 
2. Sum over products

log
𝑝(𝐲 = 1)

1 − 𝑝(𝐲 = 1)
=

ො𝐲 =

𝑡 𝑛𝑡𝑟𝑖𝑎𝑙𝑠

Predicted action probabilities

State/reward data

Subject actions (Ground Truth)

Sigmoid Function

Loss Function
(Error Between Predicted and True Actions)

Update filter weights 
and repeat loop until 
loss function is 
minimized

(a) Simplified graphical illustration of the multi-step-back logistic-regression (Miller et al., 2016).
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(b) Example of 10-step-back filters learned for data
from a model-based agent.
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(c) Example of 10-step-back filters learned for data
from a model-free agent.

Figure 3. Figure 3a shows the iterative process of learning filter weights for a single subject. The analysis done
in our study modeled filter weights as random variables distributed around a group-level mean. Figure 3b and
Figure 3c illustrate the filter values that would be learned for model-based and model-free agents, respectively.
The filter value is proportional to the probability that a subject will repeat an action taken at a given number of

trials before the present, for a given trial type.

6 of 23

.CC-BY 4.0 International licensea
certified by peer review) is the author/funder, who has granted bioRxiv a license to display the preprint in perpetuity. It is made available under 

The copyright holder for this preprint (which was notthis version posted June 16, 2018. ; https://doi.org/10.1101/348250doi: bioRxiv preprint 

https://doi.org/10.1101/348250
http://creativecommons.org/licenses/by/4.0/


Manuscript submitted to eLife

(a) Association between EDE-Q, MBI, and MFI.

(b) Receiver operating characteristic curve for one-vs-rest group classification with MBI and MFI features.

(c)MBI and MFI over filter window. (d) Feature importance for group classifier.
Figure 4. Figure 4a: Relationship between eating disorders examination questionnaire (EDE-Q) score and the
MBI, MFI estimates. There was a statistically significant negative correlation between EDE-Q and MBI (r=-0.43,

p<0.001). This relationship remained significant after correction for covariates (p<0.001; see Table 2). Similar
results were shown for EDE-Q against estimates of model-based and model-free control parameters from

reinforcement learning modeling. Figure 4b: Receiver operating characteristic (ROC) curve for sparse
one-vs-rest logistic regression classifier of group based on MBI and MFI across 10 trials. Curves are coloured by

the group being classified, and represent averages of ROC curves computed over each of 17 stratified

cross-validation folds. BN subjects were the best classified (AUC 0.78; 95% CI = 0.64-0.92). Figure 4c: Mean MBI
(left facet) and MFI (right facet) by group. The x-axis represents indices for the number of trials prior to the

reference choice (i.e. “N Trials Back”). MBI and MFI values are plotted on the y-axis. Error-bars are standard

errors. Lines are coloured by group: healthy controls (HC), binge eating disorder (BED), and bulimia nervosa

(BN). Figure 4d: Sparse logistic regression coefficients averaged across 17 folds of stratified cross validation.
The upper plot shows coefficients for the model-based index (MBI) over each step prior to a given trial. The

bottom row shows coefficients for the model-free index over the same period. The x-axis represents the

number of trials before a given choice. The y-axis is the value of the regression coefficient. Error bars are

standard errors. MFI at the previous trial was the most important feature.
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Table 2. Coefficients of linear regression between MBI, MFI, and questionnaires. Abbreviations: 95% confidence
interval (CI), model-based index (MBI), model-free index (MFI), eating disorder examination questionnaire

(EDE-Q), obsessive-compulsive inventory revised (OCI-R), behavioural inhibition scale (BIS), Barratt Impulsivity

Scale (BIS-11), operation span (OPSPAN).

MBI MFI
Coef CI p-value Coef CI p-value

Intercept 7.51 5.13— 9.89 <.001 6.25 4.56— 7.94 <.001

EDE-Q -4.48 -7.88— -1.08 .011 2.12 -0.30— 4.53 .085

OCI-R 0.62 -2.82— 4.07 .718 -2.77 -5.22— -0.32 .028

BIS 0.75 -1.23— 2.74 .449 1.04 -0.38— 2.45 .148

BAS 0.09 -1.71— 1.88 .924 0.09 -1.19— 1.37 .889

BIS-11 0.29 -1.73— 2.32 .773 0.14 -1.30— 1.59 .842

OPSPAN 1.27 -0.67— 3.21 .195 -0.40 -1.78— 0.98 .564

IQ 0.90 -1.14— 2.94 .378 1.11 -0.35— 2.56 .132

BMI 2.32 -0.33— 4.97 .085 0.09 -1.80— 1.97 .927

EDE-Q:OCI-R -1.96 -5.16— 1.24 .225 0.68 -1.60— 2.96 .550

EDE-Q:BIS -0.76 -2.78— 1.25 .450 0.59 -0.84— 2.02 .413

EDE-Q:BAS 1.51 -0.49— 3.51 .136 -0.43 -1.86— 1.00 .547

EDE-Q:BIS-11 -0.31 -2.66— 2.03 .789 -0.01 -1.68— 1.66 .990

EDE-Q:OPSPAN -0.41 -2.48— 1.65 .688 2.25 0.78— 3.71 .003

EDE-Q:IQ 0.59 -1.39— 2.58 .550 0.91 -0.50— 2.32 .202

EDE-Q:BMI -2.10 -4.49— 0.30 .085 0.88 -0.83— 2.58 .306

Model p-value 0.015 0.013

R2/Adjusted R2 .386/.216 .355/.176

Figure 5. Second step reaction time differences against MBI and MFI, faceted by group. The x-axis shows the
value of model-based index (left column) and model-free index (right column), and the y-axis plots the

difference between reaction time after rare and common transitions, respectively. Each row plots this

relationship for a given group: healthy controls (HC), binge eating disorder (BED), and bulimia nervosa (BN). The

model-based index is positively associated with reaction time difference for each diagnosis, and these

associations were all statistically significant. The model-free index was associated with reaction time difference

only in the BN group.
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Figure 6. Generalized linear model coefficients from the reinforcement learning model fit. Plots are histograms
of samples from the posterior probability density over the � parameters. The x-axis shows the � parameter
value, and the y-axis represents the count of samples over that value. Histograms are coloured by group. Note

these parameters represent the effect of group (BED or BN) on the respective parameter estimate (e.g. �! for
�MB in this Figure) above the level expected from healthy controls. In general, bulimia nervosa showed lower

values of all inverse softmax temperatures relative to healthy controls. These differences were either greater

than those observed in the binge eating disorder group, or opposite in direction.

Reinforcement Learning Modeling143

To further investigate the findings of theory-free analyses, we fit an RLmodel to subjects’ behavioural144

data. We implemented a computational model similar to that in Sharp et al. (2015). Each subject145

was characterized by a set of parameters �i = (�(1)i , �
(2)
i , �

!
i , �

�
i , �

�
i , �

(2)
i ), where �

(1)
i , �

(2)
i are learning146

rates at the first and second step, respectively, �!i is a parameter describing the influence of MB147

state-action values on action selection, and ��i , �
�
i are similar weights for MF state-action values148

and perseveration, respectively. We included a separate weight for values at the second-step, �(2)i ,149

since our separation of MB and MF control is focused mainly on Step 1 choices. Group effects (HC,150

BED, BN) on �!i , �
�
i , �

�
i , �

(2)
i were estimated jointly during model fitting in the same fashion described151

by Sharp et al. (2015). For example, the effect of BED diagnosis (with respect to HC diagnosis) on152

the ! parameter would be denoted as �!BED, and the interpretation is similar to that of ordinary153

generalized linear model weights.154

We show estimates of the generalized linear model coefficients in Table 3, and plot posterior155

samples in Figure 6. We found that a reduction in MF control was the primary difference between156

subjects with BN and healthy controls (mean �MF
BN = −2.48; 95% CrI -3.53 to -0.38; where CrI is a157

credible interval). Patients with BN also showed lower values of �(2) (mean �(2)BN = −3.5; 95% CrI158

-6.46 to -0.62), suggesting noisier decision making at the second step of the task. The credible159

intervals for group effects on model-based control, �MB included 0 for both BN (95% CrI -6.62 to160

1.61) and BED (95% CrI -4.49 to 4.03), as did the model-free effects for BED (�MF
BED 95% CrI -0.58 to161

2.79). The correlation between �! (MB control parameter) and EDE-Q was statistically significant162

(correlation coefficient r=-0.25, p=0.038), although correlation of MF control with EDE-Q was not163

(r=-0.17, p=0.15); this is in line with the main effect shown with the theory-free analysis.164

Projection subjects onto the first three principal components of MBI, MFI, RL model parameters,165

and the reaction time difference is shown in Figure 7. We expected that theory-free MBI and166

MFI would align with �!i and �
�
i , respectively, and that the reaction time slowing would align167

predominantly with �!i , which were supported by the data. MFI was roughly orthogonal to the168

model-based control measures on the first 2 principal components. Notably, there was no overlap169

in the 95% confidence interval (represented by the ellipse) of BN’s projection with those of the other170

groups. Moreover, the BN subjects are projected onto a region associated with lower values of171

nearly all parameters.172

9 of 23

.CC-BY 4.0 International licensea
certified by peer review) is the author/funder, who has granted bioRxiv a license to display the preprint in perpetuity. It is made available under 

The copyright holder for this preprint (which was notthis version posted June 16, 2018. ; https://doi.org/10.1101/348250doi: bioRxiv preprint 

https://doi.org/10.1101/348250
http://creativecommons.org/licenses/by/4.0/


Manuscript submitted to eLife

Table 3. Summary of posterior distribution over group-level effects on reinforcement learning (RL) parameter
estimates. Each � is the coefficient of a generalized linear model defining the effect of being a HC, BN, or BED
subject on the consequent RL parameter estimate. For a given parameter xi for subject i, its distribution is
xi ∼ �x + �xBN I[BNi] + �xBEDI[BEDi] + �x (0, 1), where (0, 1) is a standard normal variate, and �x, �x are the
mean and standard deviation for parameter x over all subjects. We show the mean and percentiles for each of
these estimates. The 95% posterior credible interval is the interval between the 2.5 and 97.5 percentiles of

posterior samples.

Percentiles
Parameter Mean 2.50% 25% 50% 75% 97.50%
�MB
BN -2.48 -6.62 -3.89 -2.52 -1.04 1.61

�MF
BN -1.97 -3.53 -2.53 -1.99 -1.42 -0.38

��BN -0.17 -0.54 -0.3 -0.17 -0.04 0.18

��
(2)

BN -3.5 -6.46 -4.48 -3.47 -2.53 -0.62

�MB
BED -0.2 -4.49 -1.67 -0.18 1.28 4.03

�MF
BED 1.06 -0.58 0.48 1.05 1.63 2.79

��BED 0.24 -0.17 0.11 0.24 0.37 0.63

��
(2)

BED -1.66 -4.65 -2.65 -1.67 -0.7 1.46

(a) Principal components 1 and 2. (b) Principal components 1 and 3.
Figure 7. Principal components analysis of parameters estimated in theory-free analysis and RL modeling.
Figure 7a shows data projected onto the first two principal components, while Figure 7b shows data projected
onto principal components 1 and 3. Ellipses are 95% confidence intervals about the mean (markers centered in

ellipsoids) of data for each group. Abbreviations (“; RL” in parentheses indicates parameter was from RL model):

model-based weight (B_MB; RL), model-free weight (B_MF; RL), perseveration parameter (PERSEV; RL), step-2

inverse softmax temperature (B_2; RL), step-1 learning rate (LR1; RL), step-2 learning rate (LR2; RL), reaction

time difference between rare and common trials (RT_DIFF), model-based index (MBI), model-free index (MFI).
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Discussion173

We have shown that increased eating disorder severity, as indexed by the EDE-Q, is associated174

with impaired MB control in healthy controls and a clinical sample of patients with BN and BED,175

although severity was independent of MF control. Our results also suggest that impairments in MF176

control may be a prime deficit in patients with BN. Importantly, we showed that the MF deficit was177

of sufficient magnitude to discriminate BN subjects from other groups in our study. In this section,178

we posit that failure to learn the environmental value function may be a characteristic impairment179

of the BN reinforcement learning phenotype.180

Our first finding was of an inverse relationship betweenMB control and eating disorder symptom181

severity. This result contributes to those of Gillan et al. (2016), who previously showed impairments182

in MB control associated with higher scores on a scale commonly used for eating disorder screening183

(Grob et al., 2015). Those authors found that questionnaires related to alcohol use and obsessive-184

compulsive symptoms were also associated (through a common factor) with reduced MB control.185

Our paper addressed these potentially confounding factors by carefully screening out subjects186

with substance use. It was difficult to screen out obsessive-compulsive symptoms in the clinical187

participants to the levels present in the healthy controls, and so we included a measure of these188

symptoms as a covariate in our analysis. That the relationship between EDE-Q score and lower189

MB control withstood control for covariates suggests that eating disorder symptomatology may190

independently affect the degree of MB control used. Our clinical sample included currently ill191

individuals, so it is possible that the nutritional changes in the midst of BED or BN may account for192

this excess MB control impairment. Future investigations could address this through within-subjects193

designs across ill and remitted states. To our knowledge, it is unclear whether impaired MB control194

is a state or trait phenomenon in eating disorders.195

Interestingly, our data suggest that BED and BN are associated with different balances of MB196

and MF control. For subjects with BED, there was a tendency toward greater use of MF control197

compared to HCs, although the 95% credible interval did not exclude 0 (Figure 5 and Table 2; �MF
BED198

95% CI -0.58 to 2.79). This finding, as expected, was in line with that of Voon et al. (2015), who found199

greater reliance on habitual control in a clinical sample of patients with BED. It is possible that our200

study failed to conclusively replicate those results due to small sample size. Notwithstanding, the201

strongest statistical effect was observed for reduced MF control in BN subjects. This was supported202

by accurate discrimination of BN from both BED and HCs using a sparse linear classifier (ROC-AUC203

0.78, 95% CI 0.64 - 0.92) trained on indices of MB and MF control. Indeed, MF impairments were204

most important in this respect. This result was further substantiated by the results of RL modeling,205

which showed substantially impaired MF control in BN (�MF
BN = −1.97; 95% CI -3.53 to -0.38). Failure to206

learn the environmental value function can explain these findings, and our data raise the possibility207

of two underlying computational mechanisms.208

First, BN subjects may have reward insensitivity. Inability to sense reward would attenuate209

the target component of the reward prediction error signal, which drives value function learning.210

Unfortunately, the experimental paradigm employed herein is not suitable for estimation of reward211

sensitivity, so no direct evidence to this end is available. However, the literature supports the idea212

that pathological binge eating may result from reward hyper- and hypo-sensitivity in BED and BN,213

respectively (Friedrich et al., 2013). Under a Pavlovian conditioning paradigm, Frank et al. (2011)214

demonstrated impaired temporal difference reward prediction error signaling in subjects with BN,215

compared to healthy controls—a deficit related to the frequency of binging and purging symptoms.216

Dopaminergic tone may underlie these effects, as demonstrated by Grob et al. (2012), who exposed217

19 subjects with remitted BN to catecholamine depletion and found a greater impairment in reward218

responsiveness compared to healthy control subjects. Experimental catecholamine depletion has219

also been shown to increase the expression of bulimic symptoms in patients with remitted BN220

(Grob et al., 2015). Thus, a primary impairment in sensing the reward required to learn a task221

value function could bring about our observations in BN patients, and this could be related to both222
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dopaminergic signaling and clinical symptoms.223

The results of both theory-based and theory-freemodelsmay have been explained by excessively224

noisy action selection, which could arise either (A) through excessive but directed exploration, or (B)225

by sheer random choice. Under the RL models posited herein, learning a value function requires226

relative stability in a behavioural policy, particularly at the second step. This is because the target227

element of the temporal difference prediction error, i.e. r + a(2)t
⊤
Qs(2)t , depends on the stability of228

the state action value computed at Step 2. To this end, our data showed greater step-2 choice229

randomness in BN (mean �(2)BN = −3.5; 95% CI -6.46 to -0.62; also see the distribution of subjects in230

the PCA), which would not relate to subjects’ ability to learn the task transition function; reaction231

time data further suggested that BN subjects were able to learn state transition probabilities, since232

slowing was observed after surprising outcomes. To this end, a high choice randomness at the233

second step results in an inconsistent behavioural policy and learning becomes difficult because of234

target instability. Indeed this has been a well-known problem in the artificial intelligence literature,235

wherein important measures to maintain target stability are common (Sutton and Barto, 1998;236

Mnih et al., 2015). Future work should focus on disentangling the roles of choice stochasticity and237

reward sensitivity (or reward learning rate) of the RL systems in subjects with BN.238

A strength of the present study is the use of a more robust theory-free analysis method (Miller239

et al., 2016) to identify effects for subsequent reinforcement learning modeling. Another strength of240

our study is the presentation of classification performance using subject-level parameters inferred241

from models. By this application, we emphasize the focus on predictive validity in computational242

psychiatry. However, this predictive analysis was limited by our relatively small sample size. It would243

be of great interest to replicate the present analysis with a larger sample to determine whether the244

predictive capacity of MBI and MFI show resilience, and whether BED can be separated from HC245

and BN.246

Our small sample size may have precluded a well-powered multi-label classification analysis,247

for which we substituted a one-vs-rest approach. Another limitation is that diagnoses were not248

made using gold standard research criteria such as the Structured Clinical Interview for DSM-5249

(SCID-5) (First et al., 2015). However, the diagnostic tool employed in this study, the Eating Disorder250

Diagnostic Scale, was developed using DSM criteria and has adequate psychometric properties251

(Stice et al., 2000; Krabbenborg et al., 2012; Stice et al., 2004). The levels of agreement between252

EDDS and structured clinical interviews (including the SCID), as measured by the kappa coefficient,253

have been reported as .78-.91 for BN diagnoses and .72-.74 for BED diagnoses, suggesting a high254

degree of agreement between these tools (Stice et al., 2000; Krabbenborg et al., 2012; Stice et al.,255

2004). Additionally, eating disorder diagnoses were confirmed by a psychiatrist with more than256

10 years of experience working with these populations. Moreover, it is also possible that subjects257

recruited for the BED and BN populations may be more representative of a natural clinical sample,258

since we observed EDE-Q global scores consistent with reported norms from treatment-seeking259

patients (Aardoom et al., 2012; Welch et al., 2011). However, no studies to our knowledge have260

compared differences between naturalistic samples of eating disorder patients with those classified261

by the SCID or other structure interviews.262

In sum, we showed that greater eating disorder symptom severity is associated selectively with263

a reduction in MB (goal-directed) control, and that this effect may be independent of covariates264

known to be related with impaired MB control. However, in terms of ability to classify subjects265

based on diagnosis, impairments in MF control proved characteristic of subjects with BN. Our study266

is the first such investigation in a clinical sample of patients with both BN and BED, and highlights267

an important computational difference between these diagnoses.268
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Methods and Materials269

Subjects270

We recruited 75 participants (25 healthy controls, 25 BED, and 25 BN subjects). A sample size of 75271

was computed as offering a power of 0.8 to detect correlation magnitude (of EDE-Q against model-272

based index) as low as 0.32 at a significance threshold of � = 0.05, while respecting our budgetary273

constraints. Power calculations were done in the pwr package for the R statistical programming lan-274

guage (https://github.com/heliosdrm/pwr). Clinical participants met DSM-5 (American Psychiatric275

Association, 2013) criteria for BED or BN, but were excluded if duration of illness was longer than276

10 years. Prospective healthy controls were excluded if historically afflicted with any DSM-5 eating277

disorder(s). Clinical exclusion criteria for all subjects included history of obsessive-compulsive disor-278

der, substance use disorder, depressive disorder, attention-deficit hyperactivity disorder, bipolar279

disorder, primary psychotic disorders, or movement disorders. Subjects were excluded if currently280

using psychostimulants, dopamine D2-receptor antagonists, dopaminergic antidepressants (bupro-281

pion, sertraline), other dopaminergic drugs (such as L-DOPA), or serotonin-norepinephrine reuptake282

inhibitors at doses greater than 150mg. Subjects were also excluded if a first-degree relative was283

afflicted with psychotic illness. Subjects were provided with $20 (CAD) in compensation for travel284

and parking, in addition to a token amount dependent on task performance. We excluded five285

subjects due to (A) four having selected the same first step option on more than 95% of trials, and286

one having pressed the same key on more than 95% of trials.287

Questionnaires288

Subjects completed the following rating scales digitally: the behavioural inhibition scale/behavioural289

activation scale (BIS/BAS) (Carver and White, 1994), the Obsessive-Compulsive Inventory-Revised290

(OCI-R) (Foa et al., 2002), the Barratt impulsivity scale (BIS-11) (Patton et al., 1995), and the Eating291

Disorder Examination Questionnaire (EDE-Q) (Fairburn and Beglin, 1994). Intelligence quotient (IQ)292

was approximated using the North American Adult Reading Test (Uttl, 2002) administered by the293

investigators.294

Continuous demographic and rating scale data were tested for normality using the Shapiro-295

Wilk test. Normally distributed data were summarized with mean and standard deviation, and296

differences between the three groups tested for statistical significance using analysis of variance.297

Non-normally distributed continuous variables were summarized as median and interquartile298

range (25%-75%), and tested for significance using the Kruskall-Wallis test. Categorical variables299

were summarized as absolute counts and proportions, and compared using Fisher’s exact test. A300

significance threshold of � = 0.05 was chosen a priori for all frequentist tests. Unless otherwise301

specified, all frequentist tests were two-sided.302

Decision-Making Task303

We translated a two-step sequential decision-making task originally presented by (Daw et al., 2011)304

into the PsychoPy framework (v.1.84.0rc4; (Peirce, 2007)). In this task, subjects are initially (i.e. at305

the first-step) presented with two choices, from which they must select one. Each choice leads to306

one of two second-step states, with fixed probability. Once presented with the second-step choices,307

subjects must again choose one of the two options, after which a reward is either presented or308

omitted. The probability of reward for each of the 4 second-step choices is independent of the309

others, and varies on a trial-by-trial basis according to a Gaussian random walk with standard310

deviation 0.025, and bounded between 0.25 and 0.75 (Daw et al., 2011). Subjects were provided311

with training regarding the structure and dynamics of the task as in the original paradigm (Daw312

et al., 2011). Subjects performed 201 trials in 3 blocks of 67 trials, within the same testing session.313

Due to resource constraints, we shortened the trial step duration (primarily at transition points;314

Figure 1).315

Task-based exclusion criteria included missing more than 10% of trials, demonstrating a mean316
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reaction time >2 standard deviations faster than the overall group mean, responding with the same317

key on the keyboard for >95% of trials, and making the same choice for >95% of trials.318

Working Memory Task319

Working memory was measured using the operation span task (OPSPAN) (Unsworth et al., 2005;320

Otto et al., 2013). This task was implemented in PsychoPy (Peirce, 2007) according to a previous321

specification by von der Malsburg (2015). We implemented three iterations, each including spans322

between 3 and 7 consonant-equation pairs long. The upper limit of 7 was chosen based on internal323

piloting of the paradigm suggesting that 7 avoided ceiling effects. The OPSPAN score was calculated324

according to (Unsworth et al., 2005).325

Theory-Free Analysis of Behavioural Data326

Here, we describe the details of the 10-step back theory free analysis (Miller et al., 2016; Lau and327

Glimcher, 2005). Let xRCt denote the occurrence of a common transition, C , and reward, R (hence328

“RC” superscript) at trial t. If the RC combination of transition and reward occurred after choosing329

option A (Choice 1 in Figure 2a) at the first step, then let xRCt = 1; conversely, had the RC event330

occurred after selection of option B (Choice 2 in Figure 2a), then let xRCt = −1. If the event RC did331

not occur at trial t, then let xRCt = 0. Thus, a subject’s behavioural data for a set of T trials as a T × 1332

vector of choices y (where for example 1 = Choice A, and 0 = Choice B at the first step), and a T × 4333

matrix334

X = {xRCt , xRUt , xOCt , xOUt }Tt=1 = [x
RC , xRU , xOC , xOU ],

where superscripts are the events RC (Rewarded, Common transition), RU (Rewarded, Uncommon335

transition), OC (reward Omitted, Common transition), and OU (reward Omitted, Uncommon tran-336

sition). Note that each row of X is zero everywhere except the column denoting the last trial’s337

event.338

If at trial t − 1 one observes xRCt−1 = 1 (which would equivalently be captured as xt−1 = [1, 0, 0, 0],339

and subsequently the subject makes a first step choice of yt = 1, we are interested in describing340

the influence of xRCt−1 upon yt. Introducing the parameter �
RC and denoting P (yt = 1) = P A

t , we can341

roughly define a linear relationship between the log odds of Choice A and xRCt−1:342

log
P A
t

1 − P A
t
∝ c + �RCxRCt−1, (2)

where c is a scalar intercept parameter capturing an independent tendency to select Choice A.343

letting �RC be a K × 1 vector �RC = (�RC1 , �RC2 ,… , �RCk ,… , �RCK )⊤ allows us to identify the influence of344

observation xRCt−k, which occurred k steps before the present trial t. The relationship between trial345

type RC on the first step choice at trial t can thus be summarized as346

log
P A
t

1 − P A
t
∝ c +

K
∑

k=1
�RCk xRCt−k, (3)

which is easily extended to other trial types (RU, OC, OU), whence the following regression equation347

is proposedMiller et al. (2016):348

log
P A
t

1 − P A
t
= c +

K
∑

k=1
�RCk xRCt−k + �

RU
k xRUt−k + �

OC
k xOCt−k + �

OU
k xOUt−k (4)

From Equation Equation 4, we derive a model-based index (MBI) and model-free index (MFI),349

which provide measures of the respective use of MB and MF strategiesMiller et al. (2016):350

MBI =
K
∑

k=1
(�RCk − �RUk ) + (�OUk − �OCk ) (5)
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MFI =
K
∑

k=1
(�RCk + �RUk ) − (�OUk + �OCk ) (6)

We performed inference of � and c across subjects using generalized linear mixed effects351

modeling with the lme4 package in R (Bates et al., 2015). We begin with a dataframe object with352

the following columns:353

• y (int) ∈ {0, 1}, representing action taken at each trial (indexed by trial_number)354

• subject_id (Factor)355

• trial_number (int)356

• RC (int ∈ {−1, 0, 1}) indicating whether trial trial_number-k_back was of RC type357

• RU (int ∈ −1, 0, 1) indicating whether trial trial_number-k_back was of RU type358

• OC (int ∈ −1, 0, 1) indicating whether trial trial_number-k_back was of OC type359

• OU (int ∈ −1, 0, 1) indicating whether trial trial_number-k_back was of OU type360

• k_back (int) ∈ {1, 2,… , 10}361

To estimate a matrix �i ∈ ℝK×4 of parameters and an intercept ci for the itℎ subject, we imple-362

mented the following regression model (in R notation for lme4 package):363

y ∼ (RC + RU + OC + OU):k_back + ((RC + RU + OC + OU)):k_back + 1 | subject_id)364

After estimating � and c for each subject, we compared MBI and MFI with EDE-Q using linear365

regression to determine the effect of symptom severity on control indices; this model was corrected366

for variation in other covariate scales including OCI-R, BIS, BIS-11, and the working memory score367

from the OPSPAN.368

The global EDE-Q score was the primary variable of interest in terms of relationship with MB369

and MF control. This is a 28-item self-report measure of four domains including eating concern,370

weight concern, shape concern, and dietary restraint over the past 28 days. The measure is adapted371

from the widely used Eating Disorder Examination interview. The literature provides support for the372

reliability and validity of the EDE-Q for measuring eating disorder symptoms among adult women373

(Fairburn and Beglin, 1994). In the present study, the measure demonstrated excellent internal374

consistency (Cronbach’s � = .98).375

Group Classification with Sparse Linear Classifier376

The purpose of this analysis was to determine whether the filters learned in the multi-step back377

logistic regression offered discriminative power with respect to diagnosis. For a given subject we378

define 1 ×K vectors, mMFI and mMBI , which are379

mMBI =
[

(�RCk − �RUk ) + (�OUk − �OCk )
]K
k=1 (7)

and380

mMFI = [(�RCk + �RUk ) − (�OUk + �OCk )]Kk=1. (8)

Given a sample size of N , we then construct an N × 2K matrix381

M =

⎡

⎢

⎢

⎢

⎢

⎢

⎢

⎣

mMBI
1 mMFI

1
⋮ ⋮

mMBI
i mMFI

i

⋮ ⋮

mMBI
N mMFI

N

⎤

⎥

⎥

⎥

⎥

⎥

⎥

⎦

against which we perform a one-vs-rest classification of groups y with a sparse logistic regression382

classifier (implementing an l1 penalty). Performance was measured using area under the receiver383

operating characteristic curve (AUC) with a stratified-17-fold cross-validation procedure. A sparse384
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model was chosen such that we could interrogate the coefficients for feature importance post-385

hoc. The number of cross-validation folds were chosen to be maximal with the constraint that386

each fold contained at least 2 classes in the validation partition. This analysis was done using the387

LogisticRegression class in the sklearn Python package (Pedregosa et al., 2012).388

Analysis of Reaction Times389

The response variable in these analyses is the average reaction time difference between second-390

step choices made after rare and common trials: ΔRT = ⟨RTr⟩− ⟨RTc⟩, where ⟨⋅⟩ denotes an average391

over trials of the subscripted type. Greater values of ΔRT suggest greater reliance on MB control,392

since an unexpected outcome of a planned (MB) action likely induces some surprise, and thus393

slowing of the action at the second step. We fit a linear regression models of ΔRT against MBI and394

MFI between groups, and evaluated relationship magnitude and significance using the induced395

linear correlation coefficients.396

Reinforcement Learning Model397

We selected the model architecture herein based on the results of our theory-free analysis, where398

the parameters of the RL model would offer further clarification.399

Reinforcement learning models such as these can be split into two-components: a learning400

model, which describes the evolution of latent states of the decision-making system (i.e. the subject’s401

internal value function), and an observation model which describes how values represented in the402

learning model are transformed into observable behaviours (Daw, 2011). The learning model here403

assumes existence of two parallel systems, each of which learn representations of the expected404

value a⊤st of an action a taken when the agent is in a given state st. The first system is a model-free405

learner, which is modeled according to the SARSA(1) algorithm [34]. Letting Q� ∈ ℝ2×3 denote the406

model-free state-action value matrix, and superscripting states and action according to the step407

s(j), a(j) (i.e. for steps j = 1 or 2), we have the following updates.408

First, the reward prediction error is calculated:409

�t = rt − a(2)t
⊤
Q�s(2)t (9)

Second, the first model-free update based on Step 1 state and action:410

Q� = Q� + �(1)(a(2)t
⊤
Q�s(2)t − a(1)t

⊤
Q�s(1)t )a

(1)
t s(1)t

⊤
(10)

Third, the second step model-free update:411

Q� = Q� + �(2)�ta
(2)
t s(2)t

⊤
(11)

Finally, the second model-free update for the first step state and action:412

Q� = Q� + �(2)�ta
(1)
t s(1)t

⊤
(12)

Here, states and actions are one-hot vectors of dimension 3 × 1 and 2 × 1, respectively. The �t is the413

reward prediction error at trial t. The second element of the learning model is a MB learner, whose414

MB action values for step 1, Q! ∈ ℝ2×1, are computed at each trial using explicit representation of415

the state transition matrix and the Bellman equations [28,38].416

The observation model dictates that the probability of a given action, pa, at the first-step417

(dropping some superscripts for notational parsimony) is418

p(1)at
∝ e�

!a⊤t Q
!+��a⊤t Q

� st+��a⊤t a
(1)
t−1 (13)

while at the second step it is419

p(2)at
∝ e�(2)a

(2)
t
⊤
Q� s(2)t (14)
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The inner product a⊤t a
(1)
t−1 in Equation Equation 13 is a binary indicator function which takes420

value 1 if the action at the first step of the present trial is identical to that taken at the first step421

on the previous trial. This reflects the subject’s tendency to perseverate (i.e. to make decisions422

simply based on repetition, irrespective of value). The symbols � = {�!, �� , ��} represent weights423

on the model-based, model-free, and perseveration functions, respectively. At step-2, there is no424

model-based control (since this is the terminal step of the trial), and thus the inverse softmax425

temperature �(2) represents “choice consistency,” where lower values denote a tendency toward426

more stochastic decisions.427

Each subject was thus characterized by a set of parameters �i = (�
(1)
i , �

(2)
i , �

!
i , �

�
i , �

�
i , �

(2)
i ) which428

we modeled as subject-level random-variables, �i ∼ P (�i|�), with group-level priors � = (�, �).429

Here � ∼ Cauchy(0, 5), and � ∼ Cauchy(0, 5) represent the group-level prior means over pa-430

rameters (� = (��(1) , ��(2) , ��! , ��� , ��� , ��(2) )) and the group level variance over each parameter431

(� = (��(1) , ��(2) , ��! , ��� , ��� , ��(2) )). While the � parameters were all assumed to be normally dis-432

tributed—and thus unconstrained in range—at the subject level (e.g. ��i ∼ (��� , ��� )), the learning433

rates � were constrained to lie on the (0, 1) interval. Specifically, we sampled unconstrained values434

for the learning rates from a normal distribution, e.g. �̃(1)i ∼  (��(1) , ��(1) ), and subsequently used435

the inverse probit transform, yielding the constrained learning rate �(1)i . The same procedure was436

done for the second step learning rate.437

We also introduced parameters to model the group level differences, as in Sharp et al. (2015). If438

we define I[BEDi] as a binary indicator function that takes value 1 if subject i is in the BED group439

and 0 if she is not, then we can define ��
!

BED, �
��
BED, �

��
BED, and �

�(2)
BED as the group level effect of BED on440

the model-based, model-free, and perseveration weights, �!, �� , and ��, respectively, as well as the441

step-2 inverse softmax temperature �(2). We also define similar parameters for the BN group by442

simply replacing the subscript. The resulting hierarchical random-effects model can be summarized443

as follows444

Group-Level:445

� = (�� , ��� , ��! , ��� , ��(2) ) ∼ Cauchy(0, 5)

� = (�� , ��� , ��! , ��� , ��(2) ) ∼ Cauchy(0, 5)

�mG ∼ (��mG , ��mG ), ∀m ∈ �
!, �� , ��, �(2), G ∈ {BED,BN}

Subject-level:446

�̃(j)i ∼ (��(j) , ��(j) ), �(j)i ← Probit−1(�̃(j)i ), j ∈ {1, 2}

mi ∼ (�m + �mBEDI[BEDi] + �mBN I[BNi], �m), ∀m ∈ �!, �� , ��, �(2)

We performed inference using Markov chain Monte-Carlo in the Stan probabilistic programming447

language (Carpenter et al., 2017). The quality of parameter estimates was ascertained by visual448

inspection of the Markov-Chain convergence (via trace plots) as well as evaluation of the r̂ statistic449

(Gelman and Rubin, 1992) (which was below 1.02 for all estimates in this model). Group-level450

differences were classified as such by determination of whether the respective 95% highest posterior451

density intervals for the group effect parameters crossed the origin, analogous to the frequentist452

interpretation of 95% confidence intervals.453

Principal Components Analysis454

We sought to visualize the distribution of subject groups on a space defined by parameter estimates455

from both theory-free and RL analyses, as well as the reaction time analysis. We then projected the456

original data onto a 2-dimensional spaces defined by the first 3 principal components and evaluated457

the relative alignment of each model’s parameter estimates by visualization (there were insufficient458

data to perform confirmatory factor analysis). This was done using principal components analysis459
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in the factoextra package (https://www.sthda.com/english/rpkgs/factoextra) for the R statistical460

programming language.461

Implementation Details462

Analyses were performed on a Linux server with a 16-core AMD 1950X central processing unit.463

Theory-free analyses were conducted using the lme4 package (Bates et al., 2015). Reinforcement464

learningmodels were built and fit using the Stan programming language (Carpenter et al., 2017) and465

called within its Python interface. Visualizations were created using the R statistical programming466

language.467
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Appendix 1599

Supplementary Figures600

601

602 Appendix 1 Figure 1. Distribution of EDE-Q scores across groups. Abbreviations: eating disorders
examination questionnaire (EDE-Q), healthy control (HC), binge eating disorder (BED), bulimia nervosa

(BN). Subjects are represented along the x-axis, and ordered by increasing EDE-Q score. Note the

relatively sharp demarcation between healthy controls and the clinical groups. Among the disordered

eating groups, there is a relatively similar distribution across EDE-Q scores.
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605

606

607608

609

610 Appendix 1 Figure 2. Distribution of OCI-R scores across groups. Abbreviations: obsessive-compulsive
inventory-revised (OCI-R), healthy control (HC), binge eating disorder (BED), bulimia nervosa (BN).

Subjects are represented along the x-axis, and ordered by increasing OCI-R score. Pathological binge

eating groups demonstrated higher scores on the OCI-R relative to healthy controls, with the most

extreme scores found in a subset of BN subjects.
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617

618 Appendix 1 Figure 3. Distribution of BIS scores across groups. Abbreviations: behavioural inhibition
scale (BIS), healthy control (HC), binge eating disorder (BED), bulimia nervosa (BN). Subjects are

represented along the x-axis, and ordered by increasing BIS score. There is relatively less sharp

demarcation of the healthy controls and pathological binge eating group along this measure, although

healthy controls had statistically significantly higher scores in general.
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623624

625

626 Appendix 1 Figure 4. Distribution of BIS-11 scores across groups. Abbreviations: Barratt impulsivity
scale (BIS-11), healthy control (HC), binge eating disorder (BED), bulimia nervosa (BN). Subjects are

represented along the x-axis, and ordered by increasing BIS-11 score. There is relatively less sharp

demarcation of the healthy controls and pathological binge eating group along this measure, although

pathological binge eating groups had statistically significantly higher scores in general relative to

healthy controls.
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634

635 Appendix 1 Figure 5. Distribution of OPSPAN scores across groups. Abbreviations: operation span
(OPSPAN), healthy control (HC), binge eating disorder (BED), bulimia nervosa (BN). Subjects are

represented along the x-axis, and ordered by increasing OPSPAN score. There was no significant

difference between groups in terms of working memory.
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