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2LAGE at the Department of Ecology, Biosciences Institute,

University of São Paulo , Brazil

July 10, 2018

Abstract

Although null hypothesis testing (NHT) is the primary method
for analyzing data in many natural sciences, it has been increasingly
criticized. Recently, a new method based on information theory (IT)
has become popular and is held by many to be superior for many rea-
sons, not least because is enables researchers to properly assess the
strength of the evidence that data provide for competing hypotheses.
Many studies have compared IT and NHT in the context of model
selection and stepwise regression, but a systematic comparison of the
most simple but realistic uses of statistics by ecologists is still lacking.
We used computer simulations to compare how both methods perform
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Universidade de Braśılia, Faculdade de Planaltina
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in four basic test designs (t-test, ANOVA, correlation tests, and mul-
tiple linear regression). Performance was measured by the proportion
of simulated samples for which each method provided the correct con-
clusion (power), the proportion of detected effects with a wrong sign
(S-error), and the mean ratio of the estimated effect to the true effect
(M-error). We also checked if the p-value from significance tests corre-
lated to a measure of strength of evidence, the Akaike weight. In most
cases both methods performed equally well. The concordance is ex-
plained by the monotonic relationship between p-values and evidence
weights in simple designs, which agree with analytic results. Our re-
sults show that researchers can agree on the conclusions drawn from a
data set even when they are using different statistical approaches. By
focusing on the practical consequences of inferences, such a pragmatic
view of statistics can promote insightful dialogue among researchers
on how to find a common ground from different pieces of evidence. A
less dogmatic view of statistical inference can also help to broaden the
debate about the role of statistics in science to the entire path that
leads from a research hypothesis to a statistical hypothesis.

keywords: AIC, likelihood, model-based inference, M-error, S-error, null
hypothesis testing, p-value, power, statistical inference, statistical misuse.

Introduction

Null hypothesis testing (NHT) has been the primary statistical method for
drawing conclusions from data in natural sciences since, at least, the mid-
1920s (Huberty, 1993). The purpose of NHT was originally to protect re-
searchers from taking noise as a true effect (Mayo and Spanos, 2011; Gelman
and Carlin, 2014). The probability of making such a mistake is gauged by the
p-value calculated from a model of absence of effects (the null hypothesis).
Accordingly, a model-driven definition of p-values was recently provided by
the American Statistical Society: “the probability under a specified statistical
model that a statistical summary of the data (...) would be equal to or more
extreme than its observed value” (Wasserstein and Lazar, 2016). This is a
statement on how compatible the data at hand is to a statistical hypothesis
or model, but p-values are frequently misinterpreted as evidence about the
models themselves (Cohen, 1994; Royall, 2000). In this sense, the most com-
mon misunderstandings are taking p-values as the probability that the null
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hypothesis is true, as how improbable the alternative hypothesis is, or even
as a measure of the effect strength (Cohen, 1994; Greenland et al., 2016;
Wasserstein and Lazar, 2016). Thus, in an very broad sense, NHT is an
error-control procedure that has been widely misused to express the support
data provides for a given hypothesis or model. Although this criticism is
not new (see Cohen, 1994), it has been recently used to challenge not only
NHT, but the body of scientific knowledge that has been acquired using NHT
(Ioannidis, 2005; Nuzzo, 2014).

More recently the information theoretic (IT) approach has been vigor-
ously championed as a response to these problems. Recent reviews have
presented IT as the proper approach to assess the support data gives to
competing models, and popularized the criticisms to the NHT among biol-
ogists (Royall, 2000; Burnham and Anderson, 2002; Johnson and Omland,
2004). Within the IT framework, one ought to elaborate multiple competing
hypotheses about the problem at hand and propose a statistical model to
express each hypothesis. A measure of the relative information loss resulting
of each of the competing model is then used to identify which models are the
best approximations of the data at hand. The central concept is likelihood,
which is any function proportional to the probability that a model assigns
to the data. The likelihood function expresses the degree to which the data
supports to each model, and inference in IT is used to find the best supported
model (Edwards, 1972; Burnham and Anderson, 2002). Although this ap-
proach is more commonly used as framework of model selection, Burnham
and Anderson (2002) advocate that its has a much broader range of uses,
encompassing all types of NHT analyses done today. The authors state that
NHT is a poor method of analyzing data and strongly emphasize the use of
the IT approach for every type of analysis in the field of ecology.

These ideas elicited an intense discussion on the advantages of substi-
tuting traditional NHT by the IT approach in recent years. Many authors
have compared both methods using real and simulated data (Whittingham
et al., 2006; Glatting et al., 2007; Murtaugh, 2009; Freckleton, 2011; Lukacs
et al., 2010), and raised philosophical and theoretical issues (Johnson and
Omland, 2004; Steidl, 2006; Garamszegi et al., 2009); some have also iden-
tified theoretical or usage problems arising from the IT approach (Anderson
and Burnham, 2002; Guthery et al., 2005; Lukacs et al., 2007; Mundry, 2011;
Galipaud et al., 2014), while others highlighted the importance of maintain-
ing both approaches in practice (Richards, 2005; Stephens et al., 2005, 2007).

Most of these works, however, have focused comparing the IT approach
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to stepwise regression, a traditional technique for model selection in the NHT
approach. Nevertheless, there is a long history of studies on the shortcomings
of stepwise regression (Quinn and Keough 2002 but see Blanchet et al. 2008
for alternatives). Many traditional problems in NHT, particularly in stepwise
regression, also appear when using the IT approach (Hegyi and Garamszegi,
2011; Mundry, 2011). Proponents of the new framework based on the IT ap-
proach, however, do not advocate the use of the method only as a substitute
for traditional stepwise regression, or for more complex modeling situations.
Instead, they view NHT as a whole as a poor method with much less infer-
ential power than the IT approach (Anderson, 2008). To compare the IT
approach to a technique already shown to be poor, as has been done for
stepwise regression, is therefore not the most productive way to evaluate the
advantages of the proposed new framework, if there are any. Furthermore,
model selection is the home territory of IT approaches, while a much less ap-
preciated topic is the use of the p-value to reject null hypotheses in standard
NHT designs such as t-tests, ANOVA or linear regression. In these paradig-
matic cases p-values are functions of the IT measures of evidence (Edwards,
1972; Murtaugh, 2014), suggesting that both approaches would lead to the
same conclusions. However, as both approaches rely on asymptotic theo-
ries we need to check their congruence with the sample sizes usual for each
knowledge area. The analytic correspondence of the IT and NHT approaches
reveal important differences in asymptotic convergence in some simple cases
(Figure A-1). For more complicated designs in realistic situations, computer
simulations offer a straightforward way to make such comparisons.

Meanwhile, despite all the criticisms it has attracted, NHT is still widely
used and taught in many research disciplines, including ecology (Stanton-
Geddes et al., 2014; Touchon and McCoy, 2016; Wasserstein and Lazar, 2016).
By progressing while using a technique that is the subject of many criticisms,
researchers might be demonstrating that they can achieve their goals without
worrying too much about philosophical controversies (Mayo and Cox, 2006).
Practicing scientists might therefore feel they can agree on the conclusions
drawn from a data set even if they use different statistical approaches. One
obvious reason for such a pragmatic agreement is the equivalence of the con-
clusions using the NHT and IT approaches. The aim of this study is to
test such agreement using computer simulations to run pragmatic compar-
isons of the NHT and the IT methodologies in standard, realistic designs
for ecological studies.Pragmatic criteria assign equivalence to any outcome
of equal practical consequence, despite differences in the causes (Hookway,
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2016). As with any phenomenological approach, pragmatic conclusions are
context-dependent and so the context must be clearly stated. Therefore,
our main question is whether statistical approaches that differ in theory can
lead to the same conclusion under the realistic conditions often seen in the
field or in the laboratory and in cases in which both approaches are possible.
Specifically, we asked if there is any difference in the conclusions drawn from
data traditionally analyzed with t-tests, ANOVA, correlation tests, or linear
regression when analyzed with the IT approach. We also assessed whether
the use of p-values to express the strength of evidence of the conclusions led
to incorrect evaluations of the support provided by the data.

Hereafter we will call a rightful or correct conclusion a result from a sta-
tistical analysis that accords with the true mean difference or relationship
between variables. The probability of detecting such effects (the test power),
is the usual means of gauging how frequently significance tests produce ac-
curate conclusions. Nevertheless, a significant effect can still lead to a wrong
conclusion because the estimated effect can have the opposite sign or an in-
flated magnitude in the sample. Gelman and Carlin (2014) defined these
errors as type-S and type-M and showed that their rates increase as the test
power decreases. We thus combined test power, type-S and type-M errors
to evaluate the performance of the IT and NHT approaches in providing
accurate conclusions regarding statistical effects .

Finally, we did not address the issue of the biological relevance of an
effect that was correctly detected, because we assume this task is beyond the
purpose of statistics and should be left to researchers. In many situations,
procedures such as model averaging and effect size statistics can also be used
to enhance the predictive power of models and to support the process of
drawing conclusions and making decisions, but assessing how such post hoc
procedures could improve a statistical method is beyond the scope of this
article. Here, we deal with the initial values guiding drawing conclusions (i.e.:
p-values and AICcs), as any statistical procedure done at a later stage would
be conditional on those values. Those interested in how model averaging can
enhance predictive power and how this relates to more traditional techniques
are directed to Freckleton (2011).
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Methods

We compared NHT and IT approaches for four standard and common anal-
ysis designs in ecology: (i) unpaired t-test design; (ii) single-factor ANOVA
design; (iii) correlation design between two variables; and (iv) multiple lin-
ear model design. For each one of these designs, we sampled values from the
distributions assumed by each design (univariate Gaussian for t-tests and
ANOVA, and bi-variate Gaussian for correlation tests and multiple linear re-
gressions, details below). We then performed NHT and IT procedures with
the simulated samples and compared the results of each with regard to the
probability of achieving a correct conclusion, and the magnitude of M-errors
and S-errors (sensu Gelman and Carlin, 2014, , details below).

In all cases the simulated samples were defined by three parameters: the
standard deviation of the sampled Gaussian distributions, the size of the
samples, and the true effect size. The true effect is the value of the statistic
of interest (e.g., the t-value or the correlation coefficient) that would be
observed in an infinitely large sample (Gelman and Carlin, 2014). In our
simulations the true effect was defined by the parameters of the sampled
Gaussian distributions (e.g., the difference between the means of the two
sampled Gaussian for t-test). We standardized the true effects on sample
standard errors to make effects comparable across studies and designs (Lipsey
and Wilson, 2001). The expressions for these standardized true effect size
(henceforth used interchangeably with ”effect size” or simply ”effect”) for
each analysis design are provided below in the descriptions of the simulations
of each design.

We used Latin hypercube sampling to build 2,000 combinations of pa-
rameters and sample sizes from uncorrelated uniform distributions (Chalom
and Prado, 2016). The sample sizes ranged from 10 to 100 and effect sizes
and standard deviations ranged from 0.1 to 8. Thus, our combinations are
hypercube samplings of parameter spaces that cover typical sample sizes of
studies in ecology, and low to medium effect sizes within a wide range of vari-
ation of data distributions. For each of these combinations we repeated the
simulation 10,000 times. We also repeated the same procedures to run 10,000
simulations with 2,000 unique combinations of standard deviations and sam-
ple sizes for the case of zero effect size, in order to simulate a situation when
the null hypothesis was true.

For every analysis simulation we extracted the proportion of the simula-
tions that yielded a correct conclusion. In the NHT approach, such measure-
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ments were the proportion of analyses that resulted in a p value lower than
0.05 if H0 was false, and higher than 0.05 otherwise. For the IT approach,
we fit by maximum likelihood (i.e. by minimizing the sum of squares of
residuals) those linear Gaussian models that express the null and alternative
hypothesis for each design, as detailed below. We then considered a correct
conclusion if the model that expressed the correct hypothesis was selected.
To decide which model select, however, we took into consideration the bias of
AIC to select models with uninformative parameters (Teräsvirta and Mellin,
1986). This problem arises when the true model is included in the selection
procedure, along with models that provide the same fit but have additional
uninformative parameters (Aho et al., 2014). As this is the case in our simu-
lations for ANOVA and linear regression (see below and in Appendices), we
identified the model with fewer parameters that was among the models with
∆AIC < 2 chosen using the IT approach (Arnold, 2010).

To estimate the S-error rate and M-error size (Gelman and Carlin, 2014),
from each approach we used the subset of simulations in which some effect
was detected by NHT (that is, in which the null hypothesis was rejected) or
by IT (that is, in which the selected model included parameters related to
some effect or difference among means). We estimated type-S error rate as
the proportion of this subset in which the detected effect had the opposite
sign of the true effect. The expected type-M error was estimated as the mean
ratio between the estimated effects and the true effect value, as in the subset
of simulations defined above.

In the appendices we have provided the functions in R (R Development
Core Team, 2016) that we created to run the simulations and the R scripts
of all simulations and analyses.

t-test designs

We simulated an unpaired t-test design by drawing samples from two Gaus-
sian distributions that differed in their means by a certain amount, but had
the same standard deviation. One of the distributions had a mean of zero.
The effect size was the true t-value, which in this case is:

Et =
µ

σ

√
2

N
(1)

where µ is the distribution mean which is allowed to be different from
zero, and σ and N are the common standard deviations of both distributions
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and common samples sizes, respectively.
For the NHT approach, we calculated the t-value estimated from the sam-

ples and its corresponding p-value. For the IT approach, we calculated the
Akaike Information Criterion corrected for small samples (AICc, Burnham
and Anderson, 2002) of the two Gaussian linear models that express the null
hypothesis and the alternative hypothesis. We recorded as correct conclu-
sions of NHT the simulations in accordance with the simulated situation,
that is, the simulations in which p < 0.05 when Et 6= 0 and the simulations
in which p > 0.05 when Et = 0. Accordingly, we recorded as correct con-
clusions of IT the simulations in which the model that expressed the wrong
statistical hypothesis had ∆AICc > 2.

ANOVA designs

We simulated three samples from Gaussian distributions to represent mea-
sures obtained from three experimental groups. All distributions had the
same standard deviations, but the true mean of one of the distributions dif-
fered by a certain amount from the mean of the other two distributions,
which was set to zero. We expressed the true effect size in this case as an
extension of the true t-value:

EANOV A =
µ

σ

√
3

N
(2)

For the NHT approach, we used the F-test to test the null hypothesis.
If the null hypothesis was rejected, a post-hoc Tukey’s test was used. For
the simulations when the true difference was not zero, the conclusion was
considered correct only if the three p-values of the Tukey’s test agreed with
the simulation. No Tukey’s test was used when the difference between means
was set to zero, as any significant F-test in such situation invariably leads to a
wrong conclusion. In those situations, a non-significant F-test was considered
a correct conclusion and a significant one was considered a wrong conclusion.

For the IT approach we fit five linear Gaussian models to express all
possible statistical hypotheses regarding the differences among the three ex-
perimental groups. Of these models, one had a single parameter representing
the means of all the groups expressing the null hypothesis; three had two pa-
rameters for means, which allowed one group mean to be different from the
other two; and one had a single parameter signifying that each group mean
expressed the hypothesis that all group means differed. The values of AICc
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for each model were then calculated and we took as a correct conclusion the
simulations in which the selected model agreed with the simulated situation.

Correlation designs

For the correlation design, samples of paired variables were taken from a
bivariate normal distribution with correlation parameter ranging from zero
to positive values. The true effect expression in this case was the correlation
parameter expressed as a t-value (Lipsey and Wilson, 2001):

Er = ρ

√
N − 2

1− ρ2
(3)

where ρ is the correlation of the bivariate Gaussian distribution from
which the samples were drawn.

For the NHT approach, the p-value of the Pearson correlation coefficient
of the two variables were calculated. For the IT approach, two models were
fit. The first corresponded to the null hypothesis that the paired values come
from a bivariate normal distribution with correlation parameter set to zero.
The alternative hypothesis was represented by a model of a bivariate normal
distribution with the correlation as a free parameter.

Multiple linear model designs

The multiple linear model designs had three variables: the response variable
(Y ), and two uncorrelated predictor variables (X1 and X2). The response
variable was a linear function of X1 plus an error sampled from a Gaussian
distribution with zero mean and standard deviation σ:

Y = β0 + β1X1 + ε , ε ∼ N(0, σ)

The true effect size can thus be expressed as the standardized linear
coefficient of X1:

Eβ =
β1
σ

√
N (4)

For the NHT approach we fitted a multiple linear regression including the
additive effect of X1 and X2 and calculated the p-values of the Walt statistics
to test the effect of each predictor. The probability of correct conclusions
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was estimated by the proportion of simulations that yielded a p-value for the
X1 corresponding to the correct hypothesis and a non-significant p-value for
the X2 variable. For the IT approach, four models were fit. The first was an
intercept-only model where the expected value of the response Y is constant.
This model corresponds to the null hypothesis of absence of effect of X1 and
X2. The other models included only the effect of X1, only the effect of X2,
or the effects of both predictor variables. The values of AICc for each model
were then calculated and we took as a correct conclusion the simulations in
which the selected model was in accordance with the simulated situation.
To check the effect of collinearity we repeated the simulations above forcing
a correlation of 0.5 between X1 and X2. As the results did not show any
important difference we included this additional analysis in the appendices
(See section A.2).

Measuring evidence through p-values

We also explored the relationship between the p-value and the Akaike weight
(w), which is proposed as a true measure of strength of evidence (Burnham
and Anderson, 2002). Ultimately, we wanted to check if there is a pragmatic
disadvantage in considering lower p-values as “less evidence of the null hy-
pothesis”. A monotonic positive relationship between the p-values and the
evidence weights for the model that express the null hypothesis (wH0) would
imply no pragmatic disadvantage. To check the relationship between the
p-value and wH0, we recorded both values for each simulation, for all four
designs.

Results

Significance, power, S-errors and M-errors

When the null hypothesis was correct, the NHT approach achieved the nom-
inal probability of type-I error (α = 0.05) for the t-test, ANOVA, and cor-
relation designs and a value close to α = 0.1 for the linear regression. The
IT approach performed slightly better in the t-tests, correlation and linear
regression (Table 1).

When the null hypothesis was wrong the average proportion of correct
conclusions in the simulations was used to estimate the test power β. For all
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Figure 1: The mean type-M error (exaggeration rate) of null hypothesis tests
(NHT, black) and information-based model selection (IT, grey) for each test-
ing design, as a function of effect size. Each point represents the simulations
of a test instance from which an effect was detected. Each test instance used
a different combination of effect size, standard deviation of the values and
sample size and was simulated 10,000 times. The M-error is the absolute
ratio between the estimated effect size and the true effect size (Gelman and
Carlin, 2014), which was estimated from the mean of this ratio for each test
instance.

cases where the NHT approach was used the power was less than β = 0.2
for effect sizes below one (that is, effects less than one standard error), and
achieved β = 0.8 for effect sizes of about 2.8 (Figure 2), as expected for the
Gaussian distribution (Gelman and Carlin, 2014). The IT approach produced
larger estimated power for small effect sizes in the t-test and ANOVA designs,
but in all cases the power of both approaches converged to β ≈ 1 as the effect
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Table 1: Proportions of type-I error in the simulations, for the Null Hypoth-
esis Tests (NHT) and Information-based model selection (IT).

NHT IT

t-test 0.050 0.044
Correlation 0.050 0.012
ANOVA 0.050 0.112
Regression 0.097 0.091

size approaches 4.0 standard error units (Figure 2). The IT approach only
achieved this convergence with the additional parsimony criteria to discard
models with uninformative parameters (see Supplementary Information A.2).

The exaggeration rate or type-M error was at least 2.0 when effect sizes
were about 1.5 standard error units for all test designs and approaches (Fig-
ure 1) and M-errors increased steeply as the effect size decreased. Thus
when an effect below 1.5 was detected the true value was exaggerated at
least twofold. The IT approach had a slightly lower type-M error than NHT
for the t-test and ANOVA designs for effect sizes below 2. Type-S error
decreased more abruptly than the M-error with the increase of effect size
(Figure 3). In our simulations the probability that the detected effect is of
the wrong sign was of some concern (larger than 0.1) for effect sizes well
below unit, but the IT approach had slightly larger S-errors at this range
than the NHT for the t-test and ANOVA designs ((Figure 3). In all test
designs and both the IT and the NHT approaches S and M errors vanished
for effect sizes greater than 1.5 and 2.0, respectively. Collinearity in the lin-
ear regression design did not change none of the patterns described above
(Supplementary Information A.2).

p-value as a measure of strength of evidence

The relationship between p and evidence weight w was positive and mono-
tonic as expected. Simulations with larger effect sizes resulted in a small
p-value and small evidence weight for the null hypothesis. Within the range
of 0 < p < 0.1, there was little variation around the trend, despite the wide
range of parameters sampled by the hypercube and used in the simulations
(Figure 4).
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Figure 2: The power of null hypothesis tests (NHT, black) and the
information-based model selection (IT, grey) for each testing design, as a
function of effect size. Each point is the proportion of the 10,000 simulations
of a test instance from which the effect was detected. Each test instance used
a different combination of effect size, standard deviation of the values, and
sample size.

Discussion

Comparing the performance of the two approaches

For all designs we have simulated the response of the power, the S-error and
M-error to the standard effect size were very similar in the NHT and IT
approaches. The increase in power with effect size for NHT is well known
and expected from the consistency of estimators of the Gaussian distribution
(e.g. Edwards, 1972) behind these tests. The lack of consistency of AIC
when alternative models with uninformative parameters are considered has
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Figure 3: Mean type-S error of Null Hypothesis Tests (NHT, black) and
information-based model selection (IT, grey) for each testing design, in func-
tion of effect size. Each point represents the simulations of a test instance
from which an effect was detected. Each test instance used a different com-
bination of effect size, standard deviation of the values and sample size and
was simulated 10,000 times. The S-error is the probability of detecting an
effect of an opposite sign of the true effect (Gelman and Carlin, 2014). For
each test instance we estimated S-errors from the proportion of simulations
that detected an effect of the opposite sign.

been highlighted recently (Aho et al., 2014), but this was easily circumvented
with the additional parsimony criteria proposed by Arnold (2010). The rela-
tionship between S and M errors to test power (and thus to effect size) has,
to date, received far less attention. We have shown that this relationship
for all four of the Gaussian designs simulated agrees with those predicted
by approximating the distribution of effects to a t-distribution (Gelman and
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Figure 4: Relationship between the Akaike weight of the null model and the
p-value of the null hypothesis found in simulations of each analysis design.

Carlin, 2014). As the standard effect size increases (and consenquently the
power) both S and M errors decrease steeply, but S errors are a concern for
effect sizes below one standard error, which in our simulations correspond
to a test power between 0.05 (ANOVA, NHT) to 0.34 (t-test, IT). Accord-
ingly, the exaggeration rate (M error) of twice or more occurred when the
effect size is below 1.5 standard error units, which corresponds to a power
value between 0.16 (ANOVA, NHT) and 0.53 (t-test, IT). These results also
showed that the greater power and lower M-error mean rate of IT at small
effect sizes for the t-test and ANOVA come at the cost of an increased ratio
of S-error.

In summary, the performance of IT and NHT were very similar and con-
verged quickly as standard effect sizes increased, which is caused by an in-
crease in raw effect sizes, sample sizes or a decrease in standard errors. All
these factors increase power, and is largely recognized that different inference
criteria lead to the same conclusions as power increases (Gelman and Car-
lin, 2014; Ioannidis, 2005; Button et al., 2013). Focusing on how to obtain
the best estimates of the effects can thus be a more effective contribution to
scientific advancement than to dispute the value of weak inferences obtained
with different statistical approaches (e.g. Gelman and Loken, 2014). Effect
estimates can be improved by increasing sample sizes or controlling error
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sources. Our results suggest that test designs should target a standard effect
size of 2.8, which correspond to a test power above 0.8.

Moreover, statistical inference relies on the full sequence of events and
decisions that led to the conclusions presented, which is not just the statistics
used nor their power in a given sampling or experimental design (Gelman
and Loken, 2014; Greenland et al., 2016). The choice of different inference
approaches is only a part of this problem but it has dominated the debate.
It might be the time to broaden our concerns to address the whole path that
leads from a research hypothesis to a statistical hypothesis to be evaluated
(Gelman, 2013).

p-value as a measure of strength of evidence

One of the strongest arguments recently given by the major proponents of
the IT approach against the more traditional NHT is that the p-value is not
a measure of strength of evidence in favor of the null hypothesis. Neverthe-
less, there is a widespread interpretation of p-values as “more significant”
(i.e. less supportive of the null hypothesis) the lower they get. Furthermore,
although an ecologist would hardly discard the null hypothesis based on a
p-value higher than 0.1, values between 0.1 and 0.05 are usually interpreted
as moderate evidence against the null hypothesis (Murtaugh, 2014). The
relationship between the p-value and other statistics taken from the IT ap-
proach has been demonstrated before for the case of nested models in which
the sample size is large enough to apply the log-likelihood ratio test (LRT)
(Murtaugh, 2014; Greenland et al., 2016). We extended this conclusion for
the simple designs we evaluated without the assumptions of LRT. The rela-
tionship between p-value and Akaike weights is monotonic positive and was
poorly affected by variations of the simulations, specially at the borderline
of significance.

Other authors have already pointed out that for many simple cases there
is a monotonic relationship between p-values and likelihood ratios and thus
to evidence weights (Edwards, 1972; Royall, 2000), by translating standard
significance tests into alternative models with different parameter values (e.g.
Figure A-2). Therefore we argue that the interpretation of p-values as mea-
sures of evidence, although conceptually wrong (Edwards, 1972; Cohen, 1994;
Royall, 2000), can be empirically useful at least for the standard significance
test designs.
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Concluding remarks

We compared null hypothesis testing and information-theoretic approaches
in situations commonly found by ecologists, considering sample sizes and
correlation degrees often reported in ecological studies and only focusing on
the important practical issues of both methods. The few differences between
IT and NHT showed a trade-off between M and S errors and vanished as the
effect size increases. We also showed that, at the borderline of significance
in standard procedures with Gaussian errors, p-values can be used as a very
good approximation of a measure of evidence to the null hypothesis when
compared to the alternative.

The recent statement that NHT is always an outdated method for an-
alyzing data is not supported by our findings. The basic NHT designs we
analyzed have been the basis of data analyses for generations of ecologists,
and still prove to be valuable in the context they were created (Gelman,
2013; Stanton-Geddes et al., 2014). They would only be outdated if the con-
texts of t-tests, ANOVA, correlations, and regressions designs did not exist
anymore, which is, to date, obviously not true. Many criticisms to NHT are
valid, but the new IT approach has also been correctly criticized and some
of those criticisms are even the same as the ones used to justify NHT as an
outdated technique (Arnold, 2010; Freckleton, 2011; Hegyi and Garamszegi,
2011; Richards et al., 2011) Besides, for those uncomfortable with the NHT
technique, the IT technique is not the only alternative. Several alternative
methods, all with their own pros and cons, have been proposed (Hobbs and
Hilborn, 2006; Garamszegi et al., 2009).

As in any simulation study, the generality of the differences found in the
performance of NHT and IT cannot be afforded beyond the parameter space
that we have explored. Nevertheless, the simulations show that insisting
on the absolute supremacy of a given approach is pointless, at least from
a pragmatic perspective that seeks agreements in the findings despite the
statistics used. We have shown a simple instance of agreement in which two
statistical approaches in many situations lead to the same conclusions. In
this case we elucidated the causes of the few divergences found, as well as the
simple mathematical relationships that explain the concordances. Whether
agreements are also possible by other means and in more complex designs
remains to be evaluated. Nevertheless, by focusing on the consequences of
a given result, a pragmatic view of statistics has a greater potential to find
a common ground from different pieces of evidence and to promote a more
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insightful dialogue between researchers.
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Appendices

A.1 Analytical relationship between NHT and IT ap-
proaches

Murtaugh (2014) used the Log-likelihood ratio tests (LRT) to identify a
mathematical relationship between p-values and Akaike weights. This demon-
stration is valid under the assumptions of LRT, namely that (i) the sample
size is large enough to allow the distribution of deviances (minus twice like-
lihood ratios) under the null hypothesis to be approximated to a Chi-square
distribution and (ii) the simpler model to be compared is a particular case
of the more complex one (nested models).

Edwards (1972) and Royall (2000) show many other instances of math-
ematical correspondence between inferences based on the Null Hypothesis
Testing (NHT) and Information Theoretical (IT) approaches that do not
rely on LRT. Here we show a simple example taken from Edwards (1972)
to illustrate that the inferences done with both approaches tend to match
as sample size increases, as found by Murtaugh (2014). Nevertheless, the
convergence rates may differ, and thus for small to moderate sample sizes IT
and NHT can lead to different inferences.

For many NHT standard tests, a correspondent “support test” can be
defined as the degree of support the data provides for two alternative models
(Edwards, 1972). The simplest case is a t-test for the null hypothesis that
the sample comes from a Gaussian distribution with the mean fixed at a par-
ticular value. An alternative model is that the true mean of the distribution
equals its maximum likelihood estimate (MLE), which is the sample mean.
In both cases the standard deviation is set to its MLE, which is estimated
from the sample. From an IT perspective the additional support that the
alternative model has compared to the null model is the log-likelihood ratio.
The minimum change in support required to reject the null model and choose
the alternative model is a cutoff value of the log-likelihood ratio that can be
expressed as function of t-statistic as:

| tc | =
√

(n− 1)(e2L/n − 1) (A-1)

where n is the sample size, L is the cutoff likelihood ratio and tc is the
critical t-value (Edwards, 1972). Figure A-1 shows the value of tc calculated
from equation A-1 and from the t-distribution as a function of sample size.
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Both tests statistics converge to the value of two as sample size increases, as
expected with a Gaussian model. This convergence is slower for the t-test,
which thus is more conservative in rejecting the null model under small sam-
ple sizes. The conclusions of the two tests are the same for sample sizes larger
than 30, when the Gaussian distribution becomes a good approximation of
the distribution of the t-statistics.
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Figure A-1: The critical value of the t-statistic and its IT correspondent as
a function of sample size. In both cases the critical value tc is the thresh-
old value to reject the null hypothesis in a one-sample t-test design. The
broken line shows the critical value calculated from the t-distribution for a
significance level of α = 0.05. The continuous line shows the critical value
calculated from equation A-1 for a log-likelihood ratio of two. After Edwards
(1972).
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The geometry of the relationship between p-value and support

Figure A-2 shows the geometry behind the proof by Edwards (1972) that
the p-value and log-likelihood ratios are monotonically related in the t-test,
as in many other standard significance tests. The t-distribution is a model
for the t-statistic calculated from samples taken from the same Gaussian
distribution. However, there are an infinite number of t-distributions for
samples taken from Gaussian distributions that differ in some amount in
their means. Among those alternatives will be the one that is best supported
by the data. The lower the p-value of t under the null hypothesis, the higher
the probability that the alternative, best supported t-distribution, assigns to
this same value.

A.2 Adjusted IT criteria for uniformative models: ef-
fect on power, M-errors and S-errors

The t-test and correlation designs can be translated into two alternative
models, which correspond to the null and alternative hypotheses in the NHT
approach, as we detailed in the Methods section. Nevertheless, to translate
ANOVA and linear regression designs to the IT approach we must fit more
than one alternative model. For instance, in our linear regression example
with two putative predictor variables four additive models are possible:

• E[Y ] = a0

• E[Y ] = a0 + a1X1

• E[Y ] = a0 + a2X2

• E[Y ] = a0 + a1X1 + a2X2

The first model corresponds to the null hypothesis of no effect and the
second model corresponds to the correct alternative hypothesis that only pre-
dictor X1 has an effect on the expected value of the response variable (E[Y ]).
The fourth model also has the effect of X2, which we set to zero. Random
sampling variation will give this model an estimated value of the effect close
to zero in each simulated fit. In this case the fourth model is equivalent
to the correct model plus an uninformative parameter a2. Nevertheless, the
small estimated value of a2 can sufficiently improve the fit to the observed
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data to make the AIC of this model with an uninformative parameter lower
than the true model. The probability of this misleading selection converges
to a value larger than zero as sample size increases (Geweke and Meese, 1981;
Teräsvirta and Mellin, 1986), which means that AIC is not asymptotically
consistent (although AIC is asymptotically efficient, see Aho et al., 2014, for
a full discussion). This problem arises when the true model is surely among
the competing ones and the purpose of model selection is to pick it (Aho
et al., 2014), as is the case in simple significance test designs like those we
simulated. To circumvent this problem we used the additional parsimony cri-
terion proposed by Arnold (2010): to select the model with fewer parameters
which was among the models with ∆AIC < 2.

The figures below replicates the comparisons of power, S-errors and M-
errors between NHT and IT approaches shown in figures 2 – 3 but also
with the IT criterion without the parsimony correction described above. We
also included the results for a simulation of the linear regression design with
a correlation of 0.5 between the uninformative predictor (X2) and the true
predictor (X1).

The power of the unadjusted IT criterion converges to the value 0.84 as
effect size increases (Figure A-3), because the probability of the selection of
the model with an additional uninformative parameter converged to 0.16 in
our simulations. This finding is in line with the theoretical upper bound
of power of the AIC model selection for two nested models (Teräsvirta and
Mellin, 1986), as is the case for our simulations of ANOVA and linear re-
gression. These results also support the proposition of Arnold (2010) that
the power of AIC is bounded to 5/6 when there is a model with a ’spurious
variable’.

A.3 R codes for the simulations

Functions in R to perform the simulations with any combination of param-
eters and the R scripts of the simulations are available at https://github.
com/piklprado/NHTxIT.
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Figure A-2: The relationship between the p-value and the likelihood ratio
in a t-test. The curve in grey is the standard t-distribution , which gives
the probability density of a given t-value under the null hypothesis of no
difference among population means. The curve in black is a non-central
t-distribution, which gives the probability density of t-values under an alter-
native hypothesis that the population means differ to some amount. Points a
and b are values of the t-statistic for two hypothetical testing situations. The
grey areas are the p-values for t = a (dark + light grey area) and t = b (light
grey area) under the null hypothesis. For each value of t, the likelihood ratio
is the ratio between the probability density given by the two distributions
(La = H1(a)/H0(a); Lb = H1(b)/H0(b) ). The comparison of situations a
and b shows that the lower the p-value the higher the likelihood ratio H1/H0,
and thus the stronger the support of H1 over H0. Akaike evidence weights
w are proportional to likelihood ratios, and in such simple designs such as
t-test w will increase monotonically as the p-value decreases. After Edwards
(1972).
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Figure A-3: The power of null hypothesis tests (NHT, red) and information-
based model selection with and without the parsimony adjusting for unin-
formative parameters (green and blue, respectively see Aho et al., 2014, and
the text above), as a function of effect size, for ANOVA and linear regression
designs. Each point is the proportion of the 10,000 simulations of a test in-
stance from which the effect was detected. Each test instance used a different
combination of effect size, standard deviation of the values, and sample size.
Linear regression with collinearity was simulated with a correlation of 0.5
between the two predictor variables.
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Figure A-4: The mean type-M error (exaggeration rate) of null hypothesis
tests (NHT, red) and information-based model selection with and without
the parsimony adjusting for uninformative parameters (IT, green and blue,
see Aho et al., 2014, and the text above), as a function of effect size, for
ANOVA and linear regression designs. Each point represents the simulations
of a test instance from a which an effect was detected. Each test instance
used a different combination of effect size, standard deviation of the values
and sample size and was simulated 10,000 times. The M-error is the absolute
ratio between the effect size estimated and the true effect size (Gelman and
Carlin, 2014), which was estimated from the mean of this ratio for each test
instance. Linear regression with collinearity was simulated with a correlation
of 0.5 between the two predictor variables.
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Figure A-5: The mean type-S error of null hypothesis tests (NHT, red) and
information-based model selection with and without the parsimony adjusting
for uniformative parameters (IT, green and blue, see Aho et al., 2014, and
the text above), as a function of effect size, for ANOVA and linear regres-
sion designs. Each point represents the simulations of a test instance from a
which an effect was detected. Each test instance used a different combina-
tion of effect size, standard deviation of the values and sample size and was
simulated 10,000 times. The S-error is the probability of detecting an effect
of an opposite sign of the true effect (Gelman and Carlin, 2014). For each
test instance we estimated S-errors from the proportion of simulations that
detected an effect of the opposite sign. Linear regression with collinearity
was simulated with a correlation of 0.5 between the two predictor variables.
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