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#### Abstract

Climate is a powerful force shaping adaptation within species, often creating dramatic phenotypic clines. Yet adaptation to climate does not occur in a vacuum: species interactions filter the fitness consequences of both climatic and phenotypic variation. In other words, the translation of genotype to phenotype may be altered by biotic context, influencing the variation upon which climatic selection can act. We investigate the role of such interactions in changing the phenotypes on which selection acts using ten populations of an annual grass species (teosinte: Zea mays ssp. mexicana) sourced from along an elevational gradient, along with rhizosphere biota sourced from three of those populations. We grow teosinte families in a half-sibling design in separate biota treatments to first test whether the divergence we see among traits in teosinte populations exceeds what we would expect from genetic drift and then whether the source of rhizosphere biota affects the expression of divergent traits. We also assay the influence of these three rhizosphere biotas on contemporary additive genetic variation in teosinte traits across populations. We find that expression of most measured traits in teosinte is altered by rhizosphere biota, as well as the degree of variance and covariance among traits involved in root mass and flowering time. As a number of these traits are also found to underlie adaptive divergence across habitats, our data suggest that biota influence the expression of traits underlying local adaptation. Together, our results suggest that changes in trait expression and covariance elicited by interactor communities in root mass and flowering time may have played a historical role in local adaption of teosinte to environments, and that they would play a contemporary role in responses to changing selection pressures.


Keywords: biotic interactions, climate adaptation, rhizosphere, mutualism, local adaptation, driftsel, G matrix, phenotypic divergence

## Introduction

Classic thought sees environmental variation across landscapes as a major selective force driving phenotypic differentiation (Clausen et al., 1947), and patterns of trait variation in species are concordant with this idea. For example, flowering phenology varies dramatically across latitude in plants from Arabidopsis to Populus (Stinchcombe et al., 2004; Keller et al., 2012), and climate strongly influences the fitness of species life history phenotypes in common gardens (Rehfeldt et al., 2002; Wilczek et al., 2014). Recent changes in climate have also led to numerous contemporary phenotypic responses, including animal body size (Millien et al., 2006) and plant flowering time (Franks et al., 2007; Willis et al., 2008).

Species interactions are another strong selective force shaping phenotypes. Predatorprey relationships can result in extreme trait escalations (Brodie Jr et al., 2002; Decaestecker et al., 2007; Toju, 2008), and competitive interactions may lead to phenotypic divergence that stabilizes coexistence, such as character displacement or niche partitioning (Thorpe et al., 2011; Pfennig and Pfennig, 2009; Germain et al., 2016). Mutualisms may also alter selection on traits, by either strengthening selection - such as bee pollination causing divergent selection on orchid scent (Ramírez et al., 2011) - or weakening selection, such as decay of redundant metabolism traits in insects with mutualistic gut bacteria (Bennett and Moran, 2015).

Biotic and abiotic selective forces may act conditionally (O'Brien et al., 2017): for example, plant-plant interactions often shift from negative to positive under increasingly stressful abiotic conditions (Callaway et al., 2002), or the degree of evolutionary trait escalation may depend on climate (Toju et al., 2011; Stokes et al., 2015). Interactions can even be gained or lost with changes in climate, such as expulsion or death of endosymbionts at high temperature in insects (Wernegreen, 2012) and corals (Hoegh-Guldberg, 1999), or through phenological mismatches, such as in plant-pollinator interactions (Burkle et al., 2013). In short, the interdependence of abiotic and biotic influences on trait differentiation may be pervasive.

Not all changes to phenotypes are caused by selection; plasticity in trait expression in response to changes in the biotic or abiotic environment is a pervasive and well-known phenomenon (e.g. Falconer, 1952; West-Eberhard, 1989). Environment-dependent effects of genotype on phenotype $(\mathrm{G} \times \mathrm{E})$ underlie trait plasticity, and are the rule rather than the exception. Reviews of loci linked to trait variation find that observations of different effects of genotype across environments are common or even nearly ubiquitous (Hunter, 2005; Des Marais et al., 2013).

Of the biotic interactions that lead to alterations in plant phenotype, interactions with rhizosphere biota may be the most pervasive. Rhizosphere biota are the collection of bacteria, nematodes and fungi living in the vicinity of plant roots (the rhizosphere) (Hiltner, 1904; Bais et al., 2006); while it's species composition is influenced strongly by abiotic factors, plant genotype also contributes (Bulgarelli et al., 2012; Peiffer et al., 2013; Bouffaud et al., 2014; Lebeis et al., 2015) . Rhizosphere biota can alter expression of a wide-range of plant phenotypes (Friesen et al., 2011; Goh et al., 2013). Changes in traits may be caused by positive interactions, as some biota organisms provide benefits to plants such as nitrogen or phosphorus provisioning, by neutral interactions, or by negative interactions, which can reduce fitness or lead to the death of plants (Berg and Smalla, 2009). Biota effects on traits can depend on plant genotype, biota species composition or genotype, or both (Johnson et al., 2010; Wagner et al., 2014; Rúa et al., 2016). Biota effects on traits and especially on plant fitness can additionally depend on environmental conditions (Klironomos, 2002; Johnson et al., 2010; Smith and Read, 2010; Zhu et al., 2009; Smith and Read, 2010; Lau and Lennon, 2012). These responses of plant phenotypes or plant fitness to rhizosphere interactions can even be altered by the combined effects of plant genotype, biota makeup and the environment (Johnson et al., 2010; Wagner et al., 2014).

Biota-mediated trait expression may play a critical role in ecology and evolution as plant populations encounter new environmental conditions. Indeed, rhizosphere biota are already implicated in current range shifts (Lankau et al., 2015), in species invasions (Hayward et al.,
2015), and in trait responses to experimental selection on plants and soil biota for plant drought tolerance (Lau and Lennon, 2012) or flowering time (Panke-Buisse et al., 2015).

We test the importance of interactions in the expression of adaptive divergence and genetic variation in interactions between teosinte (Zea mays ssp. mexicana) - a wild annual grass species found in central Mexico and relative of domesticated maize (Zea mays ssp. mays) - and its rhizosphere biota. Local adaptation to soil biota has been documented in teosinte (O'Brien et al., 2018). Teosinte exhibits a number of phenotypes that are known to differ along elevation gradients and are suspected to be important in adaptation, including in phenology (Eagles and Lothrop, 1994; López et al., 2011), plant architecture, plant size, and stem color (Doebley, 1984; Lauter, 2004; Hufford et al., 2013). Specifically, we ask whether 1) interactions with rhizosphere biota alter how phenotypes are expressed 2) whether teosinte shows evidence of adaptive phenotypic divergence patterned by climate in rhizosphere-altered traits and 3) whether rhizosphere biota alter the potential future evolutionary responses of teosinte.

## Methods

## Plant and biota sources

We used seed and biota collected from 10 populations from central Mexico in 2013. Information on these populations (O'Brien et al., 2018) indicates differences in these sites in both climatic conditions (obtained using Bioclim Hijmans et al., 2005 and extracted using the package raster Hijmans, 2015 in R R Core Team, 2014) and soil characteristics, (see O'Brien et al., 2018). The sites ranged $6.6^{\circ} \mathrm{C}$ in mean annual temperature (MAT), more than 1100 meters in elevation, from sandy to clay soil, and the wettest site received nearly twice the annual precipitation of the driest site (O'Brien et al., 2018). We randomly selected three of these sites to use as sources of rhizosphere inocula: San Mateo Tezoquipan, San Matías Cuijingo, and South Toluca. We refer to biota sources throughout using the mean annual
temperature at the site (they become Biota15.0, Biota14.3, and Biota13.0, respectively). Biota15.0 and Biota14.3 are separated by 15.4 km, Biota 15.0 and Biota13.0 by 96.1 km , and Biota14.3 and Biota 13.0 by 94.6 km.

In August 2013, 2 kg of teosinte rhizosphere soil and roots were collected from adult plants at each site by unearthing roots, shaking off loose soil, and collecting the remaining soil and roots. Rhizosphere soil and roots were and kept refrigerated at $4^{\circ} \mathrm{C}$ until used in the experiment, when samples were homogenized in a blender. These collection and storage procedures were designed to maintain viability of both bacteria and fungi.

## Experiment

In July 2014, we planted seeds from each population, inoculating them with each of the three rhizosphere biota sources (see below). For each combination of plant population and biota source, we planted 3 pots with seeds sampled from separate inflorescences from each of 10 mature plants ( 30 total pots per population $\times$ biota combination). Because selfing rates in teosinte are very low (Hufford et al., 2011, $\approx 3 \%$ ), plants generally have only one male inflorescence, and stigmas from different female inflorescences on the same plant mature at different times (O'Brien, personal obs) different female inflorescences are thus likely sampling pollen from different pools of possible fathers. We therefore treat the 3 seeds from each maternal plant as half-siblings.

We grew plants in 2.83 L pots (Stuewe \& Sons Treepots), with steam sterilized (4 hours at $93^{\circ} \mathrm{C}$ using a PRO-GROW SS60) potting mix ( $90 \%$ sand, $5 \%$ perlite $5 \%$ vermiculite $0.2 \%$ clay). To inoculate, we filled pots to 2 L with sterilized mix, added 50 mL of a $4: 1$ homogenized mix of sterile sand and inocula, and filled to the top with sterilized mix. We added seeds to pre-watered pots after scarification and overnight soaking. We randomized the bench planting design with respect to seed source, inoculum source, and maternal family. We added up to three seeds to a pot as supplies allowed, recorded the date of germination for all seeds, and weeded after germination if more than one plant germinated.

To encourage germination, we kept pots moist and unfertilized for the first two weeks, then watered and fertilized once per week with Hoagland's low P. As plants grew and demands of plant tissue for water increased, we increased water from 100 mL per week to 200 mL per week for the last 4 weeks. However, the total amount of fertilizer applied to each plant was constant such that we applied phosphate ion at a rate of $100 \mu \mathrm{~mol}$ per week (at first in $50 \mu \mathrm{M}$ solution, and decreasing to $25 \mu \mathrm{M})$.

Plants began flowering in September, and we recorded first flowering date when silks or anthers were first visible. We harvested adult plants 15 days after its first inflorescence was observed. At harvest, several additional phenotypes were measured: stem width at the highest node from which aerial roots contacted the soil, the height from soil to highest ligule, the width of the penultimate leaf subtending the primary male inflorescence, and the length of the primary stem male inflorescence. A photograph of the stem was taken with a color standard, from which greenness of the oldest pre-senescence leaf sheath was measured using ImageJ (Schneider et al., 2012) and corrected as suggested in (Stevens et al., 2007). Plant roots and shoots were separated at the highest node where roots entered the soil, dried at ambient temperature until mass stabilized, and weighed. For each of these traits, we expected variation might be of adaptive importance to teosinte due to previous speculation in the literature (Doebley, 1984; Eagles and Lothrop, 1994; Lauter, 2004; López et al., 2011; Hufford et al., 2013) and obvious differences across field populations (the authors, personal obs, Figure S1).

## Genotyping

An additional 9 seeds from each population were grown in a greenhouse at the University of California Davis. Young leaf tissue was sampled for DNA extraction using the DNeasy Plant Mini Kit from Qiagen. A single-nucleotide polymorphism dataset was generated from genotype-by-sequencing (GBS) (Elshire et al., 2011; Glaubitz et al., 2014) at the Biotechnology Resource Center, Cornell University, generating low coverage data at 955,690 SNPs.

The GBS dataset was filtered to include only sites with data across at least 86 of the 90 plants ( $95 \%$ coverage), resulting in 60,377 SNPs. We removed two individuals with more than $70 \%$ missing data (the remaining individuals after filtering ranged from $0.2 \%$ to $4.2 \%$ missing data, with an average of $0.9 \%$ ).

## Effects of biota on trait expression

We first asked whether biota affect the expression of our set of putatively adaptive teosinte phenotypes. Using experimental trait data we fit and compared linear models of several different structures for main effects and random effects. We fit models with main effects in three different structures: 1) intercept only, 2) intercept and biota treatment, or 3) intercept, biota treatment, and a main effect of one environmental variable describing the environment of the plant population source. Each trait was centered on the mean and scaled by the standard deviation. For this environmental variable, we compared elevation, mean annual temperature (MAT, ${ }^{\circ} \mathrm{C} \times 10$, for ease of fitting), total annual precipitation (TAP, in millimeters) or soil water holding capacity (SWC). We also tested four different random effects structures: 1) family within population, 2) family within biota treatment and family within population, 3) population within biota treatment and family within population, or 4) family and population within biota treatment and family within population. We ran models with MCMCglmm (Hadfield, 2010) in R (R Core Team, 2014) and compared models using the DIC (Spiegelhalter et al., 2002).

## Divergence of trait means across teosinte populations and environments

We tested whether teosinte traits have adaptively diverged both across populations in general, and specifically in response to environmental variation. To develop a neutral expectation for trait divergence, we estimated coancestry (expected relatedness of a pair of individuals)
both within each population and between all pairs of populations using our SNP dataset. We computed coancestry between populations (Karhunen and Ovaskainen, 2012, using the package RAFM in $R$ ) with a random subset of 10,000 loci from the GBS dataset and parameters recommended by the authors (20,000 iterations, 10,000 burnin, and thinning by 10).

Pairing coancestry estimations with estimates of ancestral trait variance and covariance allows estimation of how much traits could shift due to neutral processes during population divergence. We estimated ancestral trait variance and covariance for all 9 traits using Driftsel (Ovaskainen et al., 2011; Karhunen et al., 2013) in R (R Core Team, 2014). Driftsel leverages phenotype information in related individuals and pairwise population coancestry to generate expectations for trait means in the full set of traits. It then uses divergence from these expectations across populations and traits to evaluate the effect of selection on the divergence of trait means across populations. Both here, and for all further trait analyses, we centered phenotype data on the mean and scaled by the standard deviation, as recommended by Hansen and Houle (2008). We ran Dritfsel for 440,000 iterations with a 40,000 iteration burn-in and thinning by 2,000 (determined by increasing iterations until MCMC samples converged). We used weak priors as recommended by the Driftsel authors (Karhunen et al., 2013). We performed tests of trait divergence for datasets in each inoculum treatment separately. We focus on results of this test for all traits collectively ( S statistic), which accounts for predicted co-drift of trait means due to the structure of the ancestral trait variance and covariance ( G ) matrix, as well as on individual traits using only ancestral means and additive genetic variance, which acknowledges that only some traits may be under divergent selection. We also briefly explore divergence in bivariate trait space to illustrate how considering multivariate space alters expectations. To assess the contribution of effects of rhizosphere biota on trait expression, we compared the results across soil biota.

We then tested whether the pattern of trait divergence among populations was structured by abiotic variables, and thus whether local adaptation to environmental conditions
drove selection on phenotypes. We used the results from Driftsel and environmental data to perform the H test (Karhunen et al., 2014), which pools information across traits, environmental variables, and genetic variation into one statistic. An H greater than 0.95 indicates a significant correlation of phenotypes and environment beyond what would be predicted due to genetic similarity. Using population locations we extracted mean annual temperature and annual precipitation from Bioclim (Hijmans et al., 2005) with the package Raster in R (Hijmans, 2015). We also included soil water holding capacity, which was evaluated in soil samples in previous work (O'Brien et al., 2018, unpubl.). We repeated the analysis using the first two principal components of the Bioclim variables and first two principal components of the soil variables, which each include effects of many co-correlated variables and may be a more comprehensive summary of environmental variation. We performed $H$ tests for habitat driven trait divergence in each biota treatment separately.

## Variation in G matrices and response to selection across teosinte population and rhizosphere biota

To test whether interactions with rhizosphere biota might influence future responses to selection, we estimated $G$ matrices: the additive genetic variance (diagonal elements) and covariance (off-diagonal elements) of traits. We then used these G matrices to predict responses to selection for each teosinte population. We performed G matrix estimation for each population in each rhizosphere inoculation treatment separately (using phenotype data from 30 plants), and we subset trait data to the 5 traits that showed evidence of divergence across populations. We fit animal models on centered and scaled trait data (as above). Briefly, animal models assume individual phenotypes (vector $y_{i}$ ) are functions of the mean trait value $(\mu)$, additive genetic breeding values $\left(a_{i}\right)$ and residual effects $\left(e_{i}\right): y_{i} \sim \mu+a_{i}+e_{i}$. Linear model fitting of individual phenotypes to the animal model further assumes breeding values fit the genetic variance-covariance matrix $G$, where elements of $G$ rest on the halfsibling covariance (e.g. diagonal genetic variance $V_{A}$ elements are four times the estimated
covariance of that trait among half-siblings, see Falconer and Mackay, 1996). Together with a residual error variance-covariance matrix $R, P$ the phenotypic variance-covariance matrix among traits will then be: $P \sim G+R$ (see more thorough and applied explanations in Lynch et al., 1998; Wilson et al., 2010).

We fit models with MCMCglmm() in R (Hadfield, 2010; R Core Team, 2014). We assumed normally distributed traits, used random effects for trait means, and applied a weakly informative inverse Wishart prior, biased towards very low additive genetic variance and covariance $(G)$ (Hadfield, 2012). We fit models for 1,000,000 iterations, with 100,000 burn-in and thinning by 100. We checked trace plots of the MCMC chains for convergence (see Supplemental Figure S7) and implemented two alternate priors: reduced expected variance or both reduced expected variance and weaker bias (Hadfield, 2012). All priors yielded similar results for the analyses presented below, and had visually similar G matrices, so we present only on the results for the recommended prior.

To test whether the variation we observed in the G matrices across populations and rhizosphere inoculation treatments was greater than we would expect, we used eigentensor analysis (Aguirre et al., 2014). This analysis first calculates the pairwise variance-covariance matrix across every cell of the $G$ matrix, calculating the variation among the set of $G$ matrices for each cell in the matrix and covariation for each pair of cells. The analysis then uses eigendecomposition of this variance-covariance matrix to find the major axes of variation among the G matrices, known as 4th order tensors, or eigentensors. Each eigentensor contains values showing the contribution of each cell of the G matrix (with 5 traits there are 15 cells) to that eigentensor, e.g. to that axis of variance and covariance among the G matrix set. Using the breeding values estimated by the animal models, we randomized individual MCMC estimates of breeding values across the population and pedigree information and used each MCMC randomized breeding value set to generate an MCMC sample of the random G matrix set, and re-ran the eigentensor analysis across the set. For each eigentensor estimated on the real and randomized set of MCMC estimates, we compared the amount of
variation explained. If eigentensors calculated from real data explain more variation than the eigentensors calculated from randomized breeding values, this indicates significant variation among the set of G matrices (Aguirre et al., 2014).

Eigentensors consist of a matrix containing the contribution of a particular cell of the G matrix to the variation the eigentensor explains among the G matrix set. We further decomposed the eigentensors into eigenvectors, which quantifies the influence of individual traits (across all cells of the G matrix in which they are found) on the eigentensor. All eigentensor analyses include uncertainty in the estimation of the real G matrices by including the full posterior MCMC estimates.

We used a selection gradient approach to predict what responses teosinte traits would have to a certain selection gradient (abbreviated $\beta$ ). $\beta$ is a vector representing selection on each of the traits in the G matrix. Our $\beta$ included selection on only one trait (days to flowering), which we chose due to its high influence on the first eigentensor (see Results). We then calculated the predicted response of the other traits with high influence on the first eigentensor (see Results) across the posterior distribution for each $G$ matrix, using the multivariate breeder's equation: $\Delta \bar{z}=G \beta$ (Lande, 1979). We visualized responses and assessed overlap with bivariate density kernels using the package ks (Duong, 2018) in R (R Core Team, 2014).

## Testing for the role of hybridization

At low elevation, hybrids between teosinte and Zea mays ssp. parviglumis (a low elevation subspecies) can form (Pyhäjärvi et al., 2013), whereas at higher elevation introgression from maize (Zea mays ssp. mays) can be common (Hufford et al., 2013). Introgression could neutrally increase both phenotypic and genotypic divergence, or could be a source of genetic material underlying adaptive divergence. We thus evaluated population structure between our 10 populations and known individuals of ssp. mays, ssp. mexicana, ssp. parviglumis, and hybrids between mexicana and parviglumis to see if we could identify gene flow across
subspecies as a potential source of genetic material for adaptive divergence. Data from Swarts et al. (2017) were filtered for overlapping SNPs with our dataset using position, and subset to include approximately equal numbers of individuals known to be from each subspecies (153, 141, 144, of mays, mexicana, and parviglumis). We then analyzed this dataset with PCA in TASSEL (Glaubitz et al., 2014) to visually assess genetic relationships.

## Results

We aimed to examine the role of biotic interactions in phenotypic divergence across abiotic environments in teosinte. We grew a common garden experiment of 10 teosinte populations in three separate rhizosphere biota treatments and measured a set of putatively adaptive phenotypic traits, including phenology, vegetative morphology, and color (Doebley, 1984; Eagles and Lothrop, 1994; Lauter, 2004; López et al., 2011; Hufford et al., 2013). Using environmental and genotype data from the same populations, our approach tested whether biota treatments affect expression of these traits, whether trait divergence is shaped by adaptation to environmental gradients or similar to neutral expectations, and whether biota treatments alter estimates genetic variation

## Do rhizosphere biota alter the expression of adaptive phenotypic variation?

Visual inspection of all phenotypes shows highly variable reaction norms across populations and families to different biota, and variable means across populations (Figure 1). Using the full set of trait data, we fit linear models for each phenotype with a range of fixed effects for source site abiotic environment and a range of random effects including genotype-by-biotic environment effects (see Methods).

Many of the putatively adaptive teosinte traits that we selected for study did indeed vary both deterministically across population source environment and plastically across biota.

| Trait | Main | Random | Slope | DIC | DIC base |
| :--- | :--- | :--- | :--- | :--- | :--- |
| Days to flowering | TAP | F | $1.1 \mathrm{e}-3$ | 2305.5 | 2398.4 |
| Days to germination | MAT | P | $5.1 \mathrm{e}-3^{* *}$ | 2426.7 | 2444.4 |
| Tassel length | MAT | F | $7.1 \mathrm{e}-3^{*}$ | 2346.0 | 2403.8 |
| Shoot biomass | MAT | P | $9.1 \mathrm{e}-3^{* *}$ | 2404.5 | 2441.1 |
| Root biomass | MAT | F + P | $1.4 \mathrm{e}-3^{* *}$ | 2373.3 | 2443.7 |
| Height | - | P | - | 2409.7 | 2418.5 |
| Stem width | MAT | $\mathrm{F}+\mathrm{P}$ | $9.6 \mathrm{e}-3^{* *}$ | 2380.5 | 2420.1 |
| Leaf width | MAT | P | $4.2 \mathrm{e}-3^{* *}$ | 2423.8 | 2427.1 |
| Stem greenness \% | - | - | - | - | 2359.3 |

Table 1: Best models for traits, including best environmental variable at plant source site and random effect structure based on DIC comparisons. When no environmental variable (TAP, total annual precipitation; MAT, mean annual temperature) is in the best model, cells are left blank. Soil water content and elevation do not appear in the table because they were never in best models. F indicates family in biota random effect, P is population in biota random effect. DIC base indicates the simplest model (intercept and random effect of family in population). ${ }^{* *}$ : $\mathrm{pMCMC}<0.05,{ }^{*}$ : $\mathrm{pMCMC}<0.1$.

While there is often little difference in fit between the best model and the next best model for most traits (Table S1), we can nonetheless make some generalizations. Models with genotype-by-biota (either for population or family or both) interactions outperformed models without when ranked by DIC, suggesting pervasive genotype-by-biota effects on traits. The best models for most traits included significant slopes ( $\mathrm{pMCMC}<0.1$ ) with environmental variables, validating expected patterns of traits across populations but not indicating causality. However, best models for stem greenness and height lacked significant slope terms with environment variables of the source site. Mean annual temperature was most frequently the best explanatory environmental variable for trait differences among populations (Table 1), but again, DIC differences between models with different environmental variables are often slight.


Figure 1: Average trait values ( y -axis) for each trait (plots) in each biota (x-axis). Populations (bold lines) and families (faint lines) are both presented, and are colored according to mean annual temperature at their source site. Redder indicates populations from warmer sites; bluer indicates populations from colder sites.


Figure 2: Coancestry within and between all teosinte populations, identified here by the mean annual temperature at their source site.

## Are traits in teosinte populations the result of drift or adaptation to environment?

We first estimated the extent of genetic drift using coancestry, the probability that alleles chosen from two individuals are identical by descent. Our estimates indicated that most populations were equivalently related (coancestry $\approx 0.1$ ) and that most populations' within population coancestry was only slightly higher than between population coancestry, indicating that there is little drift or inbreeding in these populations (Figure 2). However, two populations were not genetically similar to any other population (coancestry $<0.05$ ), and had much higher within population coancestry ( $\approx 0.2$ ), indicating much higher drift away from each other and from all other populations.

To test whether the divergence of trait means across teosinte populations may primarily reflect neutral drift or is shaped by selection, we used Driftsel (Ovaskainen et al., 2011; Karhunen et al., 2013) to compare our phenotypic data to expectations based on observed patterns of genetic coancestry. We performed these comparisons separately for each rhizosphere biota in order to assess the contribution of rhizosphere interactions to our ability to detect the signature of adaptation. Relative to the expectations from ancestral means, additive genetic variance and drift, two traits (days to flowering and root biomass) exceed expected divergence in at least one population in every biota. Three more traits (days to germination, shoot biomass, stem width) exceed expected divergence in at least one population in only one or two biota sources (Figure 3). Four traits never exceeded drift expectations (Figure 3). Populations vary in divergence as well, with only two populations exceeding expectations for one or more traits across all biota, and three population falling within expectations of phenotypic drift for all traits (Figure 3). Some traits and population combinations fall beyond neutral expectations only when compared in two or more dimensions (see Figures S2, and S3).

Assessing all traits simultaneously, we found only suggestive evidence that all putatively adaptive traits have diverged non-neutrally. The statistic S ranges between 0 and 1 , and
summarizes divergence across the $G$ matrix as a whole, where values closer to 1 indicate support for divergence. Our three biota produce $S$ statistics $0.73,0.87$, and 0.77 , suggesting only weak support for divergence of populations across the full trait dimensionality in excess of neutral drift from the ancestral means and G matrix.

In contrast, we find strong evidence that trait divergence across populations has been shaped by environment. If habitat similarity explains significant trait similarity among populations after accounting for genetic similarity among populations and habitats, this provides evidence for non-neutral trait divergence across habitat (Karhunen et al., 2014). The "H" test in Driftsel (Ovaskainen et al., 2011; Karhunen et al., 2013) compares the similarity of the population coancestry, habitat similarity, and phenotype similarity matrices, and asks whether the habitat similarity matrix explains variation in the phenotype similarity matrix, after accounting for population habitat similarity that is explained by population coancestry. Specifically, if teosinte populations from similar habitats are more similar phenotypically in the common gardens than would be expected from their genetic similarity, this is evidence that environmental variables have shaped trait divergence. The H statistic ranges from 0 to 1 , with values over 0.9 or 0.95 indicating $90 \%$ and $95 \%$ confidence that environment selected on phenotypes. We observe highly significant H statistic values of $0.995,0.985$, and $\approx 1$ across biota for our selected environmental variables (for the more agnostic principal component variables, H statistic values are equally significant: $\approx 1,0.995$, and 0.980 ). This result can be intuited by inspecting the estimated population effects in Figure 3, when compared to Figure 2: despite the fact that low elevation, warmer-sourced populations are genetically very different from each other, they have very similar trait values for most traits, and these trait values are opposite those of all higher elevation, colder-sourced populations.
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## 

## Do biota alter additive genetic variance and covariance?

We summarized additive genetic variance and covariance across population and rhizosphere biota in G matrices and then used eigentensor analysis to test for variation among the G matrices (Aguirre et al., 2014) and determine which subspaces of the G matrix are responsible for any variation. We performed eigentensor analysis on our 30 G matrices calculated from experimental phenotypic data (ten populations in each of three soils). The first 13 of the 15 eigentensors explain significantly more variance than eigentensors calculated on $G$ matrices built from randomly shuffled breeding values (see Figure S4). The first and second eigentensors explain the largest portions of the variation ( $43 \%$ and $17 \%$, respectively) in the G matrix set, with the remaining variance among $G$ matrices split across many eigentensors. Each eigentensor consists of a matrix indicating contributions of individual cells in the G matrix to the eigentensor. Variation in estimated genetic covariance between flowering time and each of stem width, root biomass, and shoot biomass makes the strongest contributions to the first eigentensor (Figure 4). Decomposing the eigentensors into eigenvectors indicates the contribution of each trait to variance and covariance explained by the eigentensor, across all G matrix variance and covariance elements including that trait. $84 \%$ of the variation in the first eigentensor is in its first eigenvector (11 \% in the second), and $55 \%$ and $39 \%$ of the variation explained by the second eigentensor are in its first and second eigenvectors, respectively. The first leading eigenvector of the first two eigentensor implicates correlated changes in size and phenology, whereas the other leading eigenvectors implicate contrasts (opposite correlations to the eigenvector) especially between phenology and size traits (Figure S8). Variation among G matrices does indeed include both differences in total strength of variance-covariance and in the sign of covariance between phenology and size traits (Figure 5, and Figure S5).

If differences in additive genetic variance and covariance in traits are large enough, we might predict that populations would respond differently to selection depending on interactions with rhizosphere biota. To predict whether variation in G matrices was biologically


Figure 4: The first eigentensor of the set of G matrices. This eigentensor shows the contribution of each element of the G matrix (symmetric around the diagonal) to the divergence of the set of G matrices. Darker colors indicate greater contributions.
meaningful, we simulated responses of teosinte trait means to selection using a selection gradient. Briefly, we project the G matrix onto a selection gradient vector using the multivariate breeder's equation (Lande, 1979) across the posterior distribution for each G matrix $(\Delta \bar{z}=G \beta)$. We chose to evaluate selection for later flowering because covariance with flowering time was identified as the greatest axis of variation among the $G$ matrices in our eigentensor analysis. Our selection gradient $\beta$ represents selection for later flowering time without direct selection on any of the other traits in the G matrix, but responses to selection will reflect the genetic covariance between other traits and flowering time as well as the additive genetic variance for flowering time. We report the predicted response of the trait with the next highest influence on the first eigentensor (root biomass).

The selection gradient approach revealed that size traits were generally predicted to increase with selection for later flowering. Most populations' predicted responses to selection overlapped across biota, and, in each biota, most populations' responses overlapped strongly with each other (no pairs of populations are significantly different in responses at the $95 \%$ probability levels with bivariate kernel density estimation). However, one population was predicted to respond to selection for later flowering quite differently depending on which biota it grew with (both compared to itself in other biota and to other populations in the same biota). In Figure 5, the population Malinalco has an especially divergent matrix in Biota14.3, where it responds with decreases in size traits with selection for later flowering, compared to Biota15.0 where it responds with increases in size traits. One additional population also has predicted decreases in size with later flowering in Biota14.3, and responses of other populations differ across biota in unique ways or do not differ (Figure S6, negative covariances in Figure S5). The dramatic average differences of Malinalco likely contribute to the significant variation detected by eigentensor analysis.


Figure 5: G matrices estimated for populations Malinalco and Lower Calimaya (left columns) across each biota (rows). Redder values indicate negative genetic covariance, and bluer values indicate more positive additive genetic covariance (off-diagonal) and variance (diagonal). Projected responses of flowering time and root biomass (right column) for $G$ matrices in each biota to selection on flowering time (Malinalco in green, Lower Calimaya in black), with fitted bivariate probability density kernels at $50 \%, 80 \%, 90 \%$, and $95 \%$ (lines) for responses across MCMC G matrix samples (points).

## Did hybridization supply the genetic material for phenotypic differention?

We used our genotypic data and public SNP datasets to assess genetic similarity between our populations and all three different subspecies of Zea mays. As expected, principal component analysis finds three clusters corresponding to the three subspecies of Zea mays (Figure 6). Our results also show that the two lowest elevation populations from our study have slightly increased genetic similarity with ssp. parviglumis, relative to the other populations in our study. Specifically, our low elevation populations show more similarity to ssp. parviglumis on the second PCA axis and the combination of the second and third axes than individuals from the other study populations (Figure 6, top two plots), but not on axes 1 , 4 , or 5 ( 6 , lower plots). While these populations do not appear to be extensively hybridized, rare or old hybridization events could be a source of the elevated genetic similarity between ssp. parviglumis and these populations.

Furthermore, our above coancestry analysis indicates that lower elevation populations have some of the lowest coancestry with both each other and other populations out of all the populations pairs (Figure 2), suggesting that if there is gene flow from ssp. parviglumis, it is with different ssp. parviglumis populations in each of the low elevation ssp. mexicana populations here. Follow-up analysis indicates that without these two populations, we do not detect a signal of phenotypic divergence patterned by climate in any biota (highly non-significant S statistics $0.42,0.43,0.38$, and H statistics $0.42,0.30,0.30$, for Biota15.0, Biota14.3, and Biota13.0, respectively). Regardless of where the genetic variation underlying their unique trait values originates, it is the difference between these low elevation populations and the other populations that drives the signal of adaptive divergence.


Figure 6: These four plots show the first five axes of the PCA analysis of genotypes comparing individuals (points) in the study populations (light green for low elevation populations and dark green for high elevation) to individuals from diverse populations of each subspecies in the genus Zea, including individuals from ssp. mays (black), ssp. parviglumis (blue), ssp. mexicana.

## Discussion

Species interactions filter how individuals experience environments and can alter the optimum phenotypes for any given abiotic condition. Plants respond to interactions with other species by plastically and adaptively altering phenotypes. Here, we investigated whether root interactions with rhizosphere biota alter expressed divergence in adaptive phenotypes between teosinte populations, and whether such interactions have the potential to alter the course of phenotypic evolution. We found that a number of phenotypes were likely under environmentally determined divergent selection in teosinte. We discovered that biota have plastic effects on measured teosinte phenotypes, changing estimated trait divergence through effects on population breeding values. We also determined that variation in additive genetic variance and covariance that is due to both population source and root-rhizosphere interactions will likely affect the course of phenotypic evolution in teosinte.

## Plastic responses and trait divergence

Whether or not divergent phenotypes across populations arise via the action of selection or drift has been the subject of intense study. Phenotypes may differ across populations due to plasticity, neutral drift, and local adaptation. Studies of phenotypic divergence across populations in a wide array of species have revealed that trait variation across populations is often, but not always, shaped by the forces of selection (Kawecki and Ebert, 2004; Leinonen et al., 2013). Plastic trait expression responses to environments at both the level of the whole organism (Falconer, 1952; West-Eberhard, 1989) and individual genes (Hunter, 2005; Des Marais et al., 2013) are another ubiquitous and well-characterized driver of phenotypic differences across environments.

In our greenhouse common environment, we find strong evidence of adaptive divergence in flowering time and root mass, regardless of the rhizosphere biota applied. However, which populations we detected as diverged in these and other traits depended on which rhizosphere
biota plants were inoculated with (Figure 3). This occurred because biota alter expression of these divergent traits, and because the direction and extent to which rhizosphere biota alter trait expression depends on teosinte population (Figure 1, Table 1).

Clearly, the rhizosphere biota communities must differ. Selection on plant traits could have altered biota communities at local sites: rhizosphere microbes can respond to selection on host phenotypes faster than hosts themselves, altering plant phenotypes either through changes in community composition or through evolution of individual members (Lau and Lennon, 2012; Mueller and Sachs, 2015). Divergence among plant genotypes across populations, and especially abiotic differences across sites are also possible causes of differences among rhizosphere biota (Bulgarelli et al., 2012; Peiffer et al., 2013; Lebeis et al., 2015; Walters et al., 2018). A number of abiotic variables from climate to soil nutrients indeed differ across the source sites for biota (O'Brien et al., 2018), but among these three sites plant populations are genetically similar (Figure 2). Furthermore, biota may simultaneously be effectors of expression variation and agents of selection. Soil biota have previously been found to alter both genotype flowering time and the fitness consequences of flowering time (Wagner et al., 2014; Lau and Lennon, 2012; Panke-Buisse et al., 2015). In teosinte as well, biota may simultaneously alter both flowering time expression (Figure 1) and genetic correlations between flowering time and shoot biomass (Figures 5 and S5), which itself is tightly correlated to teosinte fitness (data from Piperno et al, analyzed in O'Brien et al., 2018, unpubl.). Thus, variation in biota across environments may itself be a selection pressure on teosinte traits or teosinte trait plasticity in response to biota.

The selection pressures that shape phenotypic divergence among populations are difficult to detect (Karhunen et al., 2014). One way to test for the influence of environment is to compare phenotypic similarity among populations with environmental similarity, all while accounting for the amount of phenotypic similarity we expect among populations simply due to genetic similarity (Karhunen et al., 2014). We find here that environments pattern variation in teosinte phenotypes much more strongly than we expect given genetic similarity
among populations. The conclusion must be that selection on teosinte that is correlated to the environment shaped traits. We cannot exclude the possibility that the target of selection is an unmeasured, but genetically linked trait, nor the possibility that the agent of selection is an unmeasured, but strongly correlated environmental variable. However, we would expect that traits with stronger influence of past selection (days to flowering, root biomass, Figure 3), and climatic variables with stronger correlations to trait means (mean annual temperature, Table 1, Figure 1) to be more closely linked to the specific targets and agents of selection, respectively.

Detection of past selection relied on contrasting phenotypes between the two populations from warmer and colder sites (see Results). Populations from warmer sites showed low coancestry with our other populations and with each other (Figure 2) yet had similar phenotypes (Figures 1 and 3). Our analysis suggests populations from warmer sites may share some genetic diversity with the lowland subspecies (Zea mays ssp. parviglumis, Figure 6), raising the intriguing possibility that differential selection for or against shared diversity with ssp. parviglumis in warmer and colder sites, respectively, may have contributed to phenotypic divergence in Zea mays ssp. mexicana.

A number of traits we measured showed equivocal evidence of selection. While divergent selection has been implicated in stem color variation in other studies (Hufford et al., 2013), we saw little evidence of a clear gradient in stem greenness across populations in the greenhouse (Table 1, Figure 1), and no strong support for divergent selection (no sign in Figure 3, but see Figure S3). Leaf width and tassel length displayed clear gradients in the greenhouse, but weak evidence for divergent selection in our tests (no evidence in Figure 3, but see tassel length, Figure S3). We may have failed to detect real divergence in these, or other, traits if populations vary in plastic responses to some aspect of the abiotic environment, such that divergence of phenotypes would be more strongly expressed in certain conditions. For example, heritable differences in stem color may only be expressed in cold environments (such as the conditions in Hufford et al., 2013). Since biotic environments affect expressed
genetic variation for teosinte traits (Figure 5, Figure 1), abiotic environments likely do so as well.

## Variation in G matrices - responses to changing environments

The course of adaptation to divergent environments can be strongly affected by trait variance and covariance (Schluter, 1996; Etterson and Shaw, 2001; Chenoweth et al., 2010), yet changing environmental conditions may simultaneously shift both selection on traits (Etterson and Shaw, 2001) and trait variance-covariance relationships (Wood and Brodie III, 2015). The combination of these two processes can lead to unpredictable side effects for trait evolution (Wood and Brodie III, 2016). Using eigentensor analysis, we detected some contemporary differences in additive genetic variance and covariance of size and phenology between teosinte populations and across different biota (Figures S4, 4 \& S8). Differences in the G matrix matter because they can shape responses to selection. For example, differences between the direction of selection and the major axis of trait variation can be persistent across time (Chenoweth et al., 2010), and may shape trait divergence over long time scales (Schluter, 1996; McGlothlin et al., 2018), such that trait divergence among populations reflects the major axis of the G matrix in individual populations (Schluter, 1996; Chenoweth et al., 2010; McGlothlin et al., 2018). We use selection skewers (Lande, 1979) with G matrices to predict short-term multivariate responses to selection for later flowering time across teosinte populations and biota.

The differences we observe in G matrices across biota and populations could have arisen due to drift, selection, or genotype-by-environment interactions and cryptic variation. Selection can shape changes in G matrices, (e.g. G matrices may not be generated by neutral mutational inputs Arnold et al., 2008; Orr and Betancourt, 2001; Walter et al., 2017). For example, the rise in frequency of previously rare alleles at causal loci (Orr and Betancourt, 2001), can, at least temporarily, align the axis of greatest variation with the multivariate selection gradient (Walter et al., 2017). Alternatively, neutral drift can generate differences
in G matrices, but is primarily expected to generate proportional differences in total additive genetic variation and not in the relative magnitude of variances and covariances of individual traits Roff (2000); Puentes et al. (2016), but see Steppan et al. (2002); Roff et al. (2012). Estimated G matrices can differ substantially across the environment in which traits are measured due to plastic responses of organisms. Plastic responses occur when shifting environments expose genetic variants that do not have the same effect in one environment as in another (GxE loci, see Des Marais et al., 2013), including loci that may have no effect in one or several environments, but strong effects in another (cryptic variation, McGuigan and Sgrò, 2009; Paaby and Rockman, 2014). Differences between G matrices estimated in one population across environments are often similar in magnitude to the differences in estimated G matrices between two populations separated by a long evolutionary time (Wood and Brodie III, 2015).

Neutral genetic diversity in teosinte populations differs across its range due to demography (Pyhäjärvi et al., 2013; Aguirre-Liguori et al., 2017), and is lower for edge populations (Aguirre-Liguori et al., 2017), suggesting additive genetic variation may also be reduced at range edges (Sexton et al., 2009). If neutral processes drove differences in teosinte G matrices, populations near range edges that have experienced greater neutral drift, such as our two lower elevation populations, could be expected to have reduced magnitude of additive genetic variation and covariation. Our populations do not differ substantially in the amount of additive genetic variation (see Figure S9), and instead differ in orientation of the G matrix: most populations in most biota have positive average covariance for mass and phenology traits, but in others there is negative or no correlation between these traits (Figures 5 S5). Differences in orientation usually imply selection, however most differences in the direction of correlation depend on biota, suggesting that the G matrix orientation may be shaped most strongly by biotic context (GxE interactions) or adaptive divergence in biotic responses (selection on GxE).

As climate changes, we might expect selection for phenotypes to extend the patterns of
divergence we already see across climate (Etterson and Shaw, 2001): i.e. we might expect selection for later flowering time and larger root mass. Negative genetic correlations between these two traits could constrain responses to selection, positive correlations could facilitate it (Etterson and Shaw, 2001; Agrawal and Stinchcombe, 2009), and the axis of greatest variation in $G$ matrices could cause divergence in other phenotypes as side-effects of selection (Chenoweth et al., 2010). Some matrices that we have estimated would produce different responses to selection for delayed flowering time in other traits. Specifically, we expect the Malinalco population to respond with smaller or larger roots variably across biota. Similar to our results, an experimental selection study of Mimulus also found that populations differ significantly in potential responses to flowering time selection under global change Sheth et al. (2016). In sum, current phenotypic variance and covariance indicates that responses to selection on phenotypes could be altered by changes in the biota that teosinte interact with, especially if populations disperse to sites with novel rhizosphere biota communities.

Accurately estimating parameters of G matrices can require large sample sizes, so studies comparing G matrices more commonly use matrices fit using large numbers of families and many total individuals (e.g. our ancestral G matrix in the divergence analysis, see also Puentes et al., 2016), but such studies are limited to comparing only very few matrices. Here, we used a few families and individuals to coarsely estimate a G matrix for each population and biota combination. We successfully detected significant variation among the set of matrices, and the traits contributing to this variation. However, as a trade-off, we have very low confidence in differences among $G$ matrices for specific population and biota combinations (see wide variance of posterior estimates Figures S 7 and S9, and in selection responses across G matrix posteriors Figure 5). Because of this low confidence, we are biased towards inferring fewer differences between G matrices than may actually exist - suggesting larger sample sizes might show further difference in G among populations.

## Conclusions

We have demonstrated the potential for species interactions to be drivers of the expression of adaptive phenotypes, as well as their likely involvement in the past or future responses to environmental selection on traits. Biotic interactions are likely to play major roles in responses of species to climate change, as they may exacerbate range contractions (Lankau et al., 2015), or facilitate (HilleRisLambers et al., 2013) range expansions. Here we show that in addition to immediate ecological effects on population traits, changing biotic interactions have the potential to influence evolutionary responses - which are projected to be necessary to prevent extinctions (Shaw and Etterson, 2012). Whether changing biotic interactions are more likely to increase or decrease adaptive genetic variance visible to selection is currently unclear. We advocate that while our ability to predict changes in biotic interactions has increased, we must invest as well in understanding the evolutionary consequences of these changes.
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## 1 Supplementary Information



Figure S1: Variation in teosinte stem color in the field. Green at low (a) and red at high (b) elevation. Photographs from A.M.O.

| Trait | Main | Random | Slope | DIC base | DIC 1st | DIC 2nd | Effects in 2nd |
| :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- |
| Days to flowering | TAP | F | 0 | 2398.4 | 2305.5 | 2305.6 | ELV, F,$-* *$ |
| Days to germination | MAT | P | $+^{* *}$ | 2444.4 | 2426.7 | 2427.2 | $\mathrm{SWC}, \mathrm{P},+* *$ |
| Tassel length | MAT | F | $+^{*}$ | 2403.8 | 2346.0 | 2346.2 | $\mathrm{ELV}, \mathrm{F},-* *$ |
| Shoot biomass | MAT | P | $+^{* *}$ | 2441.1 | 2404.5 | 2405.5 | $\mathrm{ELV}, \mathrm{P},-* *$ |
| Root biomass | MAT | $\mathrm{F}+\mathrm{P}$ | $+^{* *}$ | 2443.7 | 2373.3 | 2374.4 | $\mathrm{ELV}, \mathrm{F}+\mathrm{P},-* *$ |
| Height | none | P |  | 2418.5 | 2409.7 | 2410.7 | $\mathrm{TAP}, \mathrm{P}, 0$ |
| Stem width | MAT | $\mathrm{F}+\mathrm{P}$ | $+^{* *}$ | 2420.1 | 2380.5 | 2381.7 | $\mathrm{MAT}, \mathrm{P},+* *$ |
| Leaf width | MAT | P | $+^{* *}$ | 2427.1 | 2423.8 | 2424.3 | $\mathrm{MAT}, \mathrm{F}+\mathrm{P},+* *$ |
| Stem greenness \% | none | none |  | 2359.3 |  |  |  |

Table S1: Expanded Table 1; best models for traits. The "base" model includes only an intercept and random effect of family in population. We show the sign and the significance of the slope for simplicity. Second best model variables, slopes and significance are in the last column, except for stem greenness, where "base" model was best. Abbreviations: TAP for total annual precipitation, MAT for mean annual temperature, SWC for soil water content, ELV for elevation, F family in biota random effect, P population in biota random effect. Symbols: ${ }^{* *} \mathrm{pMCMC}<0.05,{ }^{*} \mathrm{pMCMC}<0.1$.


Figure S2: Standardized population means (colored points) and $95 \%$ confidence intervals for the neutral expectation of population means (matching colored circles), for flowering day and stem width, estimated by Driftsel. Redder color indicates warmer mean annual temperature at the source site. Means beyond matching confidence intervals indicates significant divergence.


Figure S3: Populations exceeding bivariate expectations of divergence in all biota (separate plots). Darker blue squares indicate trait combinations with more populations outside expectations (each panel of figure S 2 is reduced to one square here). Bars on the axes indicate the number of populations in which traits exceed divergence expectations in the univariate case (see Results for higher dimension summary $S$ test).

## Populations



Figure S4: Eigenvalues of the first 11 eigentensors of the set of 30 G matrices (filled points), and the first 11 eigentensors from the randomized array (open points). Error bars represent confidence intervals across MCMC estimations (real set) or across the randomized array.


Figure S5: The full set of G matrices across populations (columns) and biotas (rows). Colors and trait organization are as in Figure 5.


Figure S6: Responses to selection on flowering time for G matrices estimated in each population in different biota. Confidence intervals in contour lines as in Figure 5 (black, Biota15.0; green, Biota14.3 ; purple, Biota13.0). Dashed lines highlight 0 response for both traits. Plant populations are sorted by MAT ${ }^{\circ} \mathrm{C}$ with names.


Figure S7: Trace of posterior estimates of the G matrix for Malinalco population in Biota15.0, as an example of MCMC chains.


Figure S8: First and second eigenvectors of the first two eigentensors of the set of genetic variance-covariance matrices. Red indicates positive loading on the tensor, blue indicates negative loading, and color intensity indicates the strength of loading.


Figure S9: Estimated heritability of each trait in each population calculated from additive genetic variance and residual error (environmental variance) in fitted MCMCglmm models. Points and $95 \%$ HPDI are colored by the rhizosphere biota in which the plants were measured (red, Biota15.0; purple, Biota14.3; blue, Biota13.0). Vertical dotted lines separate plant populations.
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