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Abstract

For the assessment of functional interactions between distinct brain regions there is a
great variety of mathematical techniques, with well-known properties, relative merits and
shortcomings; however, the methods that deal specifically with task-based fluctuations in
interareal coupling are scarce, and their relative performance is unclear. In the present ar-
ticle, we compare two approaches used in the estimation of correlation changes between the
envelope amplitudes of narrowband brain activity obtained from magnetoencephalography
(MEG) recordings. One approach is an implementation of semipartial canonical correlation
analysis (SP-CCA), which is formally equivalent to the psychophysiological interactions tech-
nique successfully applied to functional magnetic resonance data. The other approach, which
has been used in recent electrophysiology studies, consists of simply computing linear corre-
lation coefficients of signals from two experimental conditions and taking their differences.
We compared the two approaches with simulations and with multi-subject MEG signals ac-
quired during a visuomotor coordination study. The analyses with simulated activity showed
that computing differences in correlation coefficients (DCC) provided better discrimination
between true coupling changes and spurious effects; on the other hand, SP-CCA resulted
in significant effects around the reference location which were not found with DCC, and
which may be due to field spread. Based on our findings, we recommend the use of DCC for
the detection of task-based changes in connectivity, as it provided better performance than

SP-CCA.
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1 Introduction

Electro- and magnetoencephalography (EEG and MEG, or E/MEG) are among the most
popular medical imaging modalities in studies of brain function and behavior. Especially
when compared with modalities such as functional magnetic resonance (fMRI) and positron
emission tomography (PET), the ability of E/MEG to measure direct electrical brain activ-
ity, coupled with their high temporal resolution (on the order of milliseconds) makes them
an attractive option for the functional neuroimaging community. The latter property, in
particular, allows an accurate analysis in both the time and the frequency domains of the
estimates of electric current densities.

One of the problems in Neuroscience to which E/MEG have been successfully applied,
and that has been drawing increasing attention among researchers within the community,
is functional connectivity, or the detection of interactions between spatially separated brain
regions caused by a given experimental condition (Brookes et al., 2014b; Schoffelen and
Gross, 2014; Hassan et al., 2014). Connectivity investigations based on EEG or MEG data
usually assess interactions between two areas in the brain by comparing a single quantity from
each area, such as amplitude envelope or phase within narrow, well-defined frequency bands,
which is obtained from spectral or spectro-temporal representations of brain current density
estimates. Some of the interaction measures implemented in recent findings dealing with
functional connectivity are: coherence, or the normalized cross-spectral density at a given
frequency (Gross et al., 2001; Nolte et al., 2004; Hipp et al., 2011); phase synchrony, or the
average difference between the instantaneous phases of two narrowband signals (Lachaux
et al., 1999; Palva et al., 2005; Fell and Axmacher, 2011; Belluscio et al., 2012); nested
oscillations, or the coupling between the amplitude of a high-frequency time series and the
phase of a low-frequency one (Canolty et al., 2006; Tort et al., 2010); and the correlation
between the power or the amplitude of time series within specific frequency bands (Liu
et al., 2010; Brookes et al., 2011). Regarding amplitude or power correlations, a recent
methodological development involves the simultaneous comparison of brain activity at several
frequencies between two locations using techniques from multivariate statistical inference
(Soto et al., 2010; Brookes et al., 2012, 2014a), which not only take advantage of the increased
sensitivity of multivariate analysis (Huberty and Morris, 1989), but also use some of its
properties to discard spurious correlations caused by field spread (Schoffelen and Gross,
2009).

Although reports on brain states during rest are becoming more and more popular [e.g.
de Pasquale et al. (2010); Boersma et al. (2011); Lansbergen et al. (2011); Hillebrand et al.
(2012); Marzetti et al. (2013)], typical functional connectivity studies look for correlations
between different areas in the brain during a specific cognitive task (visual, motor and so
on), sometimes using as subjects patients suffering from a given condition, such as autism
or epilepsy. In these studies, if one is interested in verifying the effects in connectivity that
can be exclusively attributed to the task (or condition) under analysis, data can be acquired
during rest (or from control subjects), and the comparison between the two experimental
conditions can be performed either qualitatively (Srinivasan et al., 2007; Hall et al., 2013;
Travis and Wallace, 1999) or with straightforward ANOVA models (Tal et al., 2013; Gootjes
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et al., 2006; Betti et al., 2013; Vardy et al., 2011; Bartolomei et al., 2006; Wada et al., 1998;
Peters et al., 2013; Bettus et al., 2008; Jiang and Zheng, 2006; Peled et al., 2001; Cao and
Slobounov, 2010). While these approaches for comparing conditions are capable of measuring
task- or condition-based modulations in coupling, they do not account for other effects that
might also be detected as fluctuations in correlations (such as variations in signal amplitude
across conditions), which might result in spurious effects.

In Soto and Jerbi (2015), we presented a procedure to find condition- or task-based mod-
ulations in functional connectivity in time series obtained from MEG data, while minimizing
the sources of spurious interactions mentioned in the previous paragraph. Our method was
based on psychophysiological interactions, or PPI (Friston et al., 1997; Gitelman et al., 2003;
O'Reilly et al., 2012), a technique that has been successfully applied in the computation of
coupling changes from fMRI data. PPI implements a multivariate analysis-of-covariance
model (MANCOVA), whereby the degree of linear relationship between two observation ma-
trices X and Y is estimated, allowing a third matrix Z (Seber, 1984; Worsley et al., 2004);
for the purposes of this study, observations X and Y refer to two different spatial locations
in the brain, and the data for these observations come from current density power estimates
at well-defined frequency bands, obtained from several repetitions of a MEG experiment
consisting of two conditions (e.g. task and rest); these matrices are arranged in such a way
that the coupling between them will be high if there is an increase or decrease of functional
connectivity between the two locations from one condition to another. Observation Z, on
the other hand, represents factors that might lead to a spurious coupling between X and Y,
such as fluctuations in current density strength and signal leakage (O’Reilly et al., 2012).
In preliminary tests with simulated and with real MEG recordings, PPI showed the poten-
tial of being a powerful tool for the analysis of task-based modulations in connectivity with
E/MEG.

In this work, we extend our investigation of the performance of PPI in the detection of
coupling changes with MEG signals, directly comparing it with univariate techniques that
have been recently applied to the same problem — e.g. by (Brookes et al., 2016). We perform
the comparison of our multivariate method with univariate techniques by means of simulated
current densities and of real MEG data acquired during a visuomotor coordination study
(Jerbi et al., 2007). The relative merits of both techniques will be ascertained based on
their ability for finding regions with statistically significant coupling modulations and for
identifying the signal frequency bands responsible for these strong effects.

2 Methods

2.1 Data collection

Let us consider that MEG data are acquired while a subject performs an experiment with
two conditions: the task condition and the rest or control condition — generalizations for
more than two conditions can be formulated based on analogous methods dealing with PPI
(McLaren et al., 2012). The experiment is repeated several times for each condition: the
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number of repetitions (trials) for condition 1 is 71, and for condition 2 is ngyias2. The
ith trial from the j*® condition — i.e. the i'" repetition of the experiment for condition j,
J €{1,2} — will result in a data array M;; (Nsensors X Mimepoints) Whose rows contain the time
series of the measured magnetic fields at each MEG sensor. The relationship between M,;
and the brain activity array S;; (Nsources X Mtimepoints), assumed to consist of elemental electric
current sources (dipoles) constrained to the cortical surface and normally oriented to it, is
given by the following linear equation:

Mij - GSZ] + Ni]‘, (].)

where G (Ngensors X Msources) 1 known as the forward operator or lead field matrix, and IN;;
represents noise. The lead field maps the brain current densities onto the sensor space,
and depends on the conductivity and geometry properties of the head; it can be estimated
with simplified spherical head models or with more realistic finite element methods (Wolters
et al., 2006; Mosher et al., 1999). There are several methods to obtain an estimate of
S;; from matrices M;; and G; here, we implement a Tikhonov regularized minimum-norm
inverse solution (Tikhonov and Arsenin, 1977; Okada, 2003):

Si; = (G'G + \I)'G'M;, (2)

where A = 1077 is a regularization parameter, I is the identity matrix, and G’ denotes the
transpose of matrix G. Matrix Sij is made of row vectors §;;s representing the estimated
current density time series at each location s in the brain. We chose regularized minimum-
norm imaging to compute S because its implementation is straightforward and because it
requires no assumptions with respect to the number of active brain locations, their size,
and how they interact; however, the methods described here are appropriate to any inverse
solution.

In this study, we are interested in measuring changes in interaction of signal energies
within specific frequency bands between distinct brain regions. With this goal in mind, we
compute the power spectral density (PSD) of the current density estimate §;;, at each spatial
location, then average the PSD over six frequency bands: delta (2 —4 Hz), theta (5 —8 Hz),
alpha (8 — 12 Hz), beta (15 — 30 Hz), low-gamma (30 — 60 Hz) and high-gamma (60 — 90
Hz). We chose these bands due to the functional role they play in the somatosensory cortex
(Jerbi et al., 2004), which is expected to be active in tasks such as the one carried out by
subjects during the acquisition of the real MEG data used here (more details below). Thus
each time series s;;5 results in a row vector p;;s with length ngeqs = 6 containing the energy
content of z;;; at the six frequency bands of interest. These vectors p;;s will be the inputs
to our SP-CCA model.

2.2 Semipartial canonical correlation analysis

For ease of notation, we will omit the index s from now on (e.g. pijs = Pi;), since the
SP-CCA model will be applied to all spatial locations in the brain. Further, one of the
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locations in the brain is chosen as the reference location, and the activity at this reference
will be compared to that at all other locations. For a given location, we concatenate all
energy estimates from condition 1 (i.e. all p;;) to form matrix Py, and matrix Py is formed
by concatenating all p;s. In a similar fashion, we create matrices Q; and Qy containing of
the energy estimates of the reference location for each condition. The observation matrices
used in SP-CCA are thus:

_ P, . _ _Ql . _ Ql _1nmals,1
lmfov-la) el ] ®

where 1y is defined as a N x 1 matrix whose elements are all ones. In our method, we
examine the linear relationship between X and Y, controlling for effects on Y of a third
matrix Z. Matrices X and Y are arranged in such a way that, for instance, an interaction
measure computed from them will be high if a given frequency pair (one from each location)
is strongly correlated in one condition, but strongly anti-correlated in the other. On the other
hand, the configuration of matrix Z seeks to attenuate effects that also yield high interaction
measures but that do not result from actual modulations in coupling: the term [ Q] Q) ]’
deals with strong correlations between the two locations that do not vary from one condition
to another, while the term [ 1;1“&“& ) lﬁlmalsz }/ compensates strong fluctuations in signal
power (O'Reilly et al., 2012).

The maximum semi partial canonical correlation between X and Y, controlling for Z, is
given by the expression:

B , I Xal| =1
p = maxap(Xa)' (Yob) st { [Y,b|| =1, W

where matrix Y, is the projection of Y onto the orthogonal complement of the subspace
spanned by Z. The solution to this maximization problem yields the following eigenvalue
equations:
(X'X) 1 (XY) (VLX) (Y X)a = pa
L s ke~ )
thus the maximum eigenvalue of either (X'X) }X'Y)(Y.Y,) Y(Y!X) or
(Y Y,) (Y X)(X'X)}(X'Y,) is the maximum semipartial canonical correlation p, and

the corresponding eigenvectors, with size ngeqs X 1, are known as the canonical vectors a and
b.

2.3 Difference of correlation coefficients

Let w and 7?2 be, respectively, the u'™® and v*® columns of matrices P; and Py described in
the previous section; similarly, x> and x?2 are the u'® and v'® columns of matrices Q; and
Q2 (u,v € {1,2,...,ngeqs ). Then, in order to estimate the degree of task-based changes in
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coupling between two locations, we can compute the following statistic:

™)' X, ™)Xo
T = max (1 ) e (2 ) 5l (6)

in other words, we calculate, for all possible combinations of frequency bands in the two lo-
cations under study, the difference between their (univariate) correlation coefficients for both
conditions, and take the maximum absolute value (Brookes et al., 2016). For the remainder
of this article, this method to assess interaction modulations will be called Difference of
Correlation Coefficients, or DCC.

2.4 Statistical thresholding

Applying the procedures described in subsections 2.2 and 2.3 to all locations in the brain
(the SP-CCA and DCC methods, respectively), we will have a brain map of p (or 7) statis-
tics, reflecting the degree of coupling changes between the reference and every other spatial
location. For either procedure, the first step to determine the locations with a statistically
significant effect is to convert the p or 7 map into a map of p-values; each p-value is ob-
tained from the probability distribution of the computed statistic at the desired location,
and we find this distribution empirically with a nonparametric resampling method (Nichols
and Holmes, 2002; Pantazis et al., 2005). For the distribution of p, we create surrogate
observation matrices that are statistically equivalent to the original X, Y and Z shown in
equation (3) under the null hypothesis H{ of no coupling modulations (which also implies
that p = 0 under H{), obtain from the new matrices a surrogate statistic p, and repeat
these steps several times; the histogram of all surrogate p plus the original p will form the
empirical probability distribution for the statistic. In our case, the surrogate models are
constructed by randomly shuffling the rows of matrix X, keeping Y and Z unchanged. We
proceed in a similar fashion to obtain the empirical distribution of 7, using equation (6)
to compute the surrogate statistics 7 but with matrices f’l and f’z instead of P, and P
(observations Q; and Qg are not altered). We create f’l by randomly shuffling the rows of
matrix U = [ P, Pj ], and taking the first 74151 TOWS — 152 is then given by the remaining
Ntrials,2 TOWS of the randomized U.

A location will have significant changes in interaction with the reference if its p-value p
is lower than a threshold p,. The choice of p, must take into account the very large number
of statistical tests to be performed (as many as the number of locations in the brain), which
can inflate the number of false positives. The procedure we implement to compensate for
this undesired effect seeks to control the familywise error rate (FWER), or the probability of
at least one false positive among all locations under Hy (Nichols and Hayasaka, 2003). The
FWER thresholding procedure for a confidence level (1 — «) (throughout this work, a = 5%)
consists of the following steps (Holm, 1979; Hochberg, 1988):

1. Order the location p-values from smallest to largest:
p(l) S p(2) S e S p(nlocations); (7>

6


https://doi.org/10.1101/407213
http://creativecommons.org/licenses/by/4.0/

bioRxiv preprint doi: https://doi.org/10.1101/407213; this version posted September 4, 2018. The copyright holder for this preprint (which was
not certified by peer review) is the author/funder, who has granted bioRxiv a license to display the preprint in perpetuity. It is made available
under aCC-BY 4.0 International license.

2. Starting at k = 1, verify the following inequality, for increasing values of k:

(0%

(8)

Pik)y < . ;
*) N)ocations — ¢ + 1

3. Once a p-value p(x) is found for which the inequality above is violated, declare all
locations corresponding to the p-values p),p),...,px—1) statistically significant —

ie. po, = D(K)-

2.5 Contribution of individual frequencies to detected effects

Let us suppose that, having determined that there is a statistically significant change in
coupling between two spatial locations according to the SP-CCA method, we are interested
in verifying whether frequency band ¢ at the reference location and frequency band j at the
other location contribute strongly to the detected effect. If x; and y; are, respectively, the
i" and j'™ columns in matrices X and Y, (used to compute the p statistic, according to
equation 5), then we can perform this verification simply by computing the absolute value

of the correlation coefficient between x; and y;:

!
XiYj

TR (9)
‘HXJI Aly;

Pij =

which is then compared with p,, the value of p corresponding to p, (i.e. the p-value used
for the FWER-correcting procedure described in subsection 2.4). (Carbonell et al., 2009;
Soto et al., 2016). If the DCC method was implemented instead of SP-CCA, the approach

is similar: for a given pair of frequency bands {7, j} at each location, we first find 7 ;:

‘ )X
eI

(10)

Tij =

2|| ||x]||’

(i.e. the argument of the maximum operator in equation 6), and afterwards check whether
T;; > Ta (the value of 7 corresponding to p,).

3 Results

We employ synthetic MEG signals to compare the performances of SP-CCA with that of
DCC in terms of detection accuracy and robustness to noise, and illustrate the practical
implications of the choice of either method with MEG data obtained from 15 subjects during
a visuomotor coordination study — in Jerbi et al. (2004, 2007); Besserve et al. (2007) this
experiment is discussed in more detail. Briefly, the two conditions tested were: task (VM),
where the subjects attempted to control with a trackball the random rotations of a cube
appearing on a screen in front of them; and rest (R), where the subjects only looked at a
screen where a motionless cube appeared, and did not operate the trackball. The data were
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recorded during eight-minute runs, where the conditions were switched every 8-to-12 seconds;
the signals acquired during these runs that were not discarded due to movement artifacts
were then corrected for heart beat effects and divided into 1-second trials, which were the
inputs to our SP-CCA and DCC analyses (the average number of trials across subjects was
216 for the VM condition and 107 for R). The inverse procedures and time-frequency analysis
used here were performed with the open source software package BrainStorm (7).

3.1 Proof of concept: simulations with Gaussian noise

The simulated brain activity S;; used to compare SP-CCA with DCC had the spatial profile
shown in figure la. It consisted of four sources, two in the left hemisphere and two in the
right. Time courses in each source obeyed the following equations:

i j1(t) = ri 1 cos(2m fut)

Sijo(t) = rij2cos(2m fut) (11)
si,j.3(t) = 1543 cos(2m ft)

Sija(t) = 1554 cos(2m fot) + 15 55 cos(2m f, 1),

where fy = 6.5Hz, f, = 10Hz, fz = 22.5Hz, f,, = 45Hz and 0 < t < 1s. The squares
of amplitudes of the cosine waves r;,,, n € {1,...,5}, vary randomly across trials and are
sampled from a multivariate Gaussian distribution with mean ¢/ =2 2 2 2 2] and
covariance matrices ¥; and X, depending on condition:

1 o o —0 o 1 —0¢ c 0 0
o 1 o —0 O —0 1 - 00
3, = c o 1 —0o o |; Xy= o —0o 10 01, (12)
—0 —0 —0 1 —0o 0 0 010
o o o —0 1 0 0 0 01

for 0 = 0.9. Among other effects, this simulation setting implies that there is alpha-alpha
positive correlation between sources 1 and 2 in one condition, which becomes negative cor-
relation in the other condition; that alpha and beta are correlated between sources 1 and
3, and the strength of the coupling does not change across conditions; and that there is
negative alpha-theta and positive alpha-low-gamma coupling between sources 1 and 4 only
in one of the two conditions.

We created 200 activity matrices S;; for each condition, which were then projected into
the sensor space according to equation (1), and contaminated with Gaussian noise, with
mean zero and standard deviation 2 x 107 (which represents noise with energy 100 times
higher than the mean energy of the simulated sources, when projected onto the sensor
space). Finally, we obtained estimates of the current density maps with the inverse operator
(equation (2)), created observation matrices as described in section 2.1, and computed p
and 7 maps using the SP-CCA and DCC procedures, respectively (subsections 2.2 and 2.3).
The results of our computations are presented in figures 1b-1d: in figure 1b, we can see the
values of p for every spatial location in the brain when the reference location lies within
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source 1; similarly, figure 1c presents a brain map of values of 7 with the same reference as
in figure 1b; and figure 1d displays the brain locations with statistically significant values
of p and of 7, based on the thresholding procedure described in section 2.4 According to
these maps, both methods were able to identify task-based variations in coupling between
the reference and regions around sources 2 and 4; these findings were consistent with our
simulation settings, since alpha-alpha coupling between sources 1 and 2 changed from positive
(in condition I) to negative (in condition II), and there was alpha-theta and alpha-low-gamma
coupling between sources 1 and 4 only in condition (I). However, while DCC yielded no other
significant activity, implementation of SP-CCA resulted in a few active locations near source
3, where there was alpha-beta coupling with the reference that did not vary with condition.

To find out the frequency bands at the reference and at the other locations that caused
the detected effects shown in figure 1d, we applied the post-hoc analysis discussed in sec-
tion 2.5 for the SP-CCA and the DCC approaches; we display the results of these tests in
figure 2. According to these maps, DCC was able to identify correctly the frequency bands
involved with the detected interaction modulations, and their signals (i.e. alpha-theta de-
crease and alpha-low-gamma increase between sources 1 and 4, and alpha-alpha decrease
between sources 1 and 2), but it also incorrectly found an alpha-theta contribution to the
significant effect detected in region 2, possibly due to signal leakage. On the other hand,
SP-CCA only identified an alpha-alpha decrease in coupling between sources 1 and 2.

In short, figures 1 and 2 indicate that DCC appears to be more reliable than SP-CCA
with respect to robustness against false positives, as only the latter identified significant
regions around source 3 (where there was no change in correlation), even though neither
method could single out accurately the frequency bands that caused significant changes in
coupling (DCC detected alpha-theta contributions around source 2, and SP-CCA did not
find any frequency responsible for the effects near source 4). In the next subsection, we
investigate more thoroughly the comparative performances of SP-CCA and DCC by means
of ROC analyses.

3.2 ROC analysis: simulations combined with experimental data

We further investigated the performance of SP-CCA with respect to detection accuracy and
robustness to noise with an ROC analysis — specifically, a method adapted from a variant of
ROC called free-response ROC (FROC) (Egan et al., 1961; Metz, 2006). As in subsection
3.1, we use simulated brain sources, but instead of Gaussian noise, we attempted to emulate
the noise properties usually found in MEG measurements by adding to our synthetic data
real human MEG signals, which act as background noise.

We started each of the ROC analyses performed here by creating 100 datasets, similar in
structure to the dataset used for the proof of concept in section 3.1. The 100 datasets, each
consisting of 200 MEG trials, were divided into two groups:

e Group 1 datasets had 100 trials belonging to condition (I) and 100 trials belonging
to condition (II). In condition (I), there are two activity sources in the brain whose
location was chosen randomly (with the condition that they be at least 5 cm apart from
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each other). The time series of the activity at the sources were cosine waves whose
power varied across trials and followed a Gaussian distribution with mean 2, variance
1 and correlation coefficient between them o; the frequencies of the cosine waves were
chosen randomly among the central frequencies of the six bands of our study (as long as
the two frequencies were different). The trials of condition (II) were created as the ones
of condition (I), except that the frequency of the signal at the second source changed
from the one it had in condition (I), while still being different from the frequency of
the first source.

o Group 2 datasets also had 100 trials for condition (I) and 100 trials for condition (II),
and they were created as the trials for the group 1 datasets, but in this case the signal
frequencies at both sources remained the same across conditions — i.e. there was no
difference in brain activity between the two conditions.

The real MEG measurements we added to the simulated sources (after projecting them
onto the sensor level) came from a set of single-subject 231 trials acquired during the VM
condition of the visuomotor experiment briefly described at the beginning of section 3; to
each one of the 200 trials of simulated data (from any dataset), one randomly chosen MEG
trial was added. These new trials containing both synthetic and real MEG signals were
converted, first into the inputs to our SP-CCA and DCC models, then into p and 7 maps
(having as reference a location within one of the sources), as we did in section 3.1. Finally,
we defined the true positive fraction (TPF) and the false positive fraction (FPF) for each
statistic map, based on these 100 p-value maps and for a given value of ¥ (0 < ¥ < 1),
according to the following:

e The TPF was given by the ratio of group 1 datasets where there was at least one spatial
location within 2 cm of the center of the other source (i.e. the source not chosen as
the reference) with p (or 7) greater or equal than ¥;

e The FPF was given by the ratio of group 2 datasets where there was at least one spatial
location anywhere in the brain with p (or 7) greater or equal than 9.

Computing the TPF and the FPF for several values of ¥ gave us the ROC curve for the
corresponding datasets.

Figure 3 shows values of the areas under ROC curves (AUCs) obtained with the SP-CCA
and the DCC methods, where the value of the correlation coefficient o between the signals
at the simulated sources was equal to 0.7 and for varying levels of the SNR — in this section,
the square of the SNR was the ratio of the average energy of the simulated sources projected
onto the sensor level (across trials, time and space) to the average energy of the 200 real
MEG trials. Similarly, figure 4 displays AUC values for varying values of o and for SNR
equal to 1/100. According to these plots, DCC outperformed SP-CCA in almost all scenarios
— the only exception was the case where SNR = 0.001, a very noisy situation in which both
methods performed poorly. These results thus provide further evidence of the advantages
of using an univariate approach to detect coupling modulations, in terms of its ability to
discriminate between true brain activity and spurious effects.
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3.3 Experimental data

The results of the comparisons between SP-CCA and DCC with respect to the detection
of coupling changes in the VM experiment when a reference was located in the left motor
cortex are displayed in figure 5. In these images, the color coding for each spatial location
indicates the number of subjects where the value of p (or 7) was statistically significant for
that location: for instance, the highest value for a location in the maps on the left column
was 12, which means that at most 12 out of the 15 subjects analyzed had a significant p
(for the maps on the right column, on the other hand, the highest value across all locations
was 5). Based on these maps, we may notice that, with either method, almost all the brain
regions have a significant effect in at least one subject tested. Furthermore, although the
discrepancies between the methods are not very strong for locations in the right hemisphere
(i.e. the p and 7 maps are active in about the same brain regions, and in comparable numbers
of subjects), there is a marked difference between SP-CCA and DCC in the left hemisphere,
particularly in the neighborhood of the reference location, where the number of subjects
with an effect becomes noticeably larger with SP-CCA than that obtained with DCC.

As for the frequency bands that are responsible for the identified effects, figures 6 and
7 show, for a selection of frequency band pairs, maps indicating how many subjects had
significant contributions from the pair under consideration. Specifically, the pairs chosen
for figure 6 are those that were active in more subjects than any other pair with SP-CCA
and that are associated with a task-based increase in coupling, while the pairs that appear
in figure 7 are also those present in the most subjects when SP-CCA is computed, but
associated with a task-based decrease. In both cases, we can see that DCC tends to be more
conservative than SP-CCA, as the active areas with the latter method are on the whole more
widespread (the main exception being the 5 — § decrease found in the right hemisphere).

4 Discussion

In this work, we performed a comparison between two approaches to identify task-based
modulations in functional interactions between two brain regions: semipartial canonical cor-
relation analysis (SP-CCA), and difference of correlation coefficients (DCC). Our analyses
with synthetic MEG signals showed that the latter method was more accurate in discrimi-
nating between true brain activity and spurious effects; as a consequence of this discrepancy
in performance between the two methods, the use of SP-CCA may result in an excessive
number of incorrectly detected brain locations, as our tests with data acquired during a
visuomotor coordination study suggest. However, in order to ascertain that these locations
detected by SP-CCA but not by DCC are in fact false positives, a more thorough investiga-
tion of the implications on brain activity of visuomotor coordination is necessary, possibly
by means of tools with better spatial resolution (such as ECoG, depth electrodes etc.)

As our simulations showed, particularly the results in section 3.1, one of the disadvantages
in using SP-CCA is its inability to identify brain locations where there are strong task-
based coupling fluctuations. In a tutorial article dealing with PPI (which is simply SP-CCA
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with a different mathematical formulation), O’Reilly et al. (2012) explain that this lack
of power is an unavoidable characteristic of the technique, because matrices Y and Z in
equation 3 are correlated by construction, and because SP-CCA seeks to identify only linear
relationships between X and Y that are not explained by Z; it is a drawback that does not
affect DCC, since this approach simply takes into account the linear relationships between the
corresponding columns of X and Y. O’Reilly et al. (2012) mention other possible sources of
degradation in the performance of PPI, such as nonlinearities and subject behavior (response
to errors, learning etc.); however, these are factors that may also affect the performance of
DCC, and the extent to which they impact either method is beyond the scope of the present
work.

A phenomenon that was not dealt with directly in our studies was spurious correlations
due to linear mixing of sources, caused by the poor spatial resolution of brain activity re-
constructed with E/MEG (Schoffelen and Gross, 2009). Here, we implicitly adopted the
simplifying assumption that linear mixing was constant across conditions, thus with any
method we employed to estimate differences in coupling, these artifacts would be canceled
out. Although our simulations with Gaussian noise and simple, narrowband sources (subsec-
tion 3.1) indicate that both methods are able to deal adequately with the spurious coupling,
the performance of the SP-CCA method in the ROC analysis (subsection 3.2) and the higher
number of subjects with strong changes in coupling near the reference location yielded by
SP-CCA (subsection 3.3) provide some evidence that this method may in fact not be as
reliable as DCC in discarding interactions due to field spread — and in situations, one must
remember, with brain activity and noise with much more complicated shapes and across
wider frequency bands. In any case, one should be careful when including procedures to
correct for linear mixing in the p and 7 statistic maps, either due to methodological concerns
(e.g. how the correction procedure is affected by different trial numbers between conditions)
or because corrected brain maps lose in statistical power, since getting rid of linear mixing
effects tends to also eliminate true brain activation (Nolte et al., 2004; Soto et al., 2016).

In our investigations with real MEG signals, we analyzed data from multiple subjects, but
we did not execute any procedure to pool the data from them into a single group statistic
map, with either method; instead, we obtained thresholded p- or 7-maps individually for
each subject, and then simply counted, for any brain location, for how many of the 15
subjects that location was statistically significant. We proceeded thus because our main
goal with the VM data investigations was not to establish a definite connection between
brain electrophysiology and visuomotor coordination, but to demonstrate the differences
between SP-CCA and DCC when actual MEG time series were manipulated. Furthermore,
the statistical methods typically used for group analysis are not without interpretation issues:
for instance, popular approaches such as the minimum p-value (Tippett, 1931) and the
transformation formulas proposed by Fisher (1954) and by Stouffer et al. (1949) tend to be
too lenient (since a single subject with a very low p-value is enough to result in a strong
group effect), while more recent developments, where there is a strong multi-subject effect if
it appears in a pre-determined fraction of the subjects (Wilkinson, 1951; Heller et al., 2007),
are still dependent on a parameter whose choice of value is subjective. Even approaches such
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as Edgington’s method (Edgington, 1972), which in a sense deals with average effects, would
not be of use for our data, especially in the tests of individual contributions of frequency
bands, where no frequency band pair was significant in more than five of the fifteen subjects.

References

Fabrice Bartolomei, Ingeborg Bosma, Martin Klein, Johannes C Baayen, Jaap C Reijneveld,
Tjeerd J Postma, Jan J Heimans, Bob W van Dijk, Jan C de Munck, Arent de Jongh,
et al. How do brain tumors alter functional connectivity? a magnetoencephalography
study. Annals of neurology, 59(1):128-138, 2006.

M.A. Belluscio, K. Mizuseki, R. Schmidt, R. Kempter, and G. Buzsaki. Cross-frequency
phase—phase coupling between theta and gamma oscillations in the hippocampus. The
Journal of neuroscience, 32(2):423-435, 2012.

M. Besserve, K. Jerbi, F. Laurent, S. Baillet, J. Martinerie, and L. Garnero. Classification
methods for ongoing EEG and MEG signals. Biological research, 40(4):415-437, 2007.

V. Betti, S. Della Penna, F. de Pasquale, D. Mantini, L.. Marzetti, G.L. Romani, and M. Cor-
betta. Natural scenes viewing alters the dynamics of functional connectivity in the human
brain. Neuron, 79(4):782-797, 2013.

G. Bettus, F. Wendling, M. Guye, L. Valton, J. Régis, P. Chauvel, and F. Bartolomei. En-
hanced EEG functional connectivity in mesial temporal lobe epilepsy. Epilepsy research,
81(1):58-68, 2008.

M. Boersma, D.J.A. Smit, H. de Bie, G.C.M. Van Baal, D.I. Boomsma, E.J.C. de Geus,
H.A. Delemarre-van de Waal, and C.J. Stam. Network analysis of resting state EEG in
the developing young brain: structure comes with maturation. Human brain mapping, 32
(3):413-425, 2011.

M.J. Brookes, J.R. Hale, J.M. Zumer, C.M. Stevenson, S.T. Francis, G.R. Barnes, J.P.
Owen, P.G. Morris, and S.S. Nagarajan. Measuring functional connectivity using MEG:
methodology and comparison with FCMRI. Neuroimage, 56(3):1082-1104, 2011.

M.J. Brookes, M.W. Woolrich, and G.R. Barnes. Measuring functional connectivity in MEG:
a multivariate approach insensitive to linear source leakage. Neuroimage, 63(2):910-920,
2012.

M.J. Brookes, G.C. O’Neill, E.L. Hall, M.W. Woolrich, A. Baker, S.P. Corner, S.E. Rob-
son, P.G. Morris, and G.R. Barnes. Measuring temporal, spectral and spatial changes in
electrophysiological brain network connectivity. Neurolmage, 91:282-299, 2014a.

M.J. Brookes, M.W. Woolrich, and D. Price. An introduction to MEG connectivity mea-
surements. In Magnetoencephalography, pages 321-358. Springer, 2014b.

13


https://doi.org/10.1101/407213
http://creativecommons.org/licenses/by/4.0/

bioRxiv preprint doi: https://doi.org/10.1101/407213; this version posted September 4, 2018. The copyright holder for this preprint (which was
not certified by peer review) is the author/funder, who has granted bioRxiv a license to display the preprint in perpetuity. It is made available
under aCC-BY 4.0 International license.

M.J. Brookes, P.K. Tewarie, B.A.E. Hunt, S.E. Robson, L.E. Gascoyne, E.B. Liddle, P.F.
Liddle, and P.G. Morris. A multi-layer network approach to MEG connectivity analysis.
Neurolmage, 132:425-438, 2016.

R.T. Canolty, E. Edwards, S.S. Dalal, M. Soltani, S.S. Nagarajan, H.E. Kirsch, M.S. Berger,
N.M. Barbaro, and R.T. Knight. High gamma power is phase-locked to theta oscillations
in human neocortex. Science, 313:1626-1628, 2006.

C. Cao and S. Slobounov. Alteration of cortical functional connectivity as a result of trau-
matic brain injury revealed by graph theory, ICA, and SLORETA analyses of EEG
signals. Neural Systems and Rehabilitation Engineering, IEEE Transactions on, 18(1):
11-19, 2010.

F. Carbonell, K.J. Worsley, N.J. Trujillo-Barreto, and R.C. Sotero. Random fields—union
intersection tests for detecting functional connectivity in EEG/MEG imaging. Human
Brain Mapping, 30(8):2477-2486, 2009.

F. de Pasquale, S. Della Penna, A.Z. Snyder, C. Lewis, D. Mantini, L. Marzetti, P. Belar-
dinelli, L. Ciancetta, V. Pizzella, G.L.. Romani, and M. Corbetta. Temporal dynamics of

spontaneous MEG activity in brain networks. Proceedings of the National Academy of
Sciences, 107(13):6040-6045, 2010.

E.S. Edgington. An additive method for combining probability values from independent
experiments. The Journal of Psychology, 80(2):351-363, 1972.

J.P. Egan, G.Z. Greenberg, and A.I. Schulman. Operating characteristics, signal detectabil-
ity, and the method of free response. The Journal of the Acoustical Society of America,
33(8):993-1007, 1961.

J. Fell and N. Axmacher. The role of phase synchronization in memory processes. Nature
Reviews Neuroscience, 12:105, 2011.

R.A. Fisher. Statistical methods for research workers. 1954.

K.J. Friston, C. Buechel, G.R. Fink, J. Morris, E. Rolls, and R.J. Dolan. Psychophysiological
and modulatory interactions in neuroimaging. Neuroimage, 6(3):218-229, 1997.

D.R. Gitelman, W.D. Penny, J. Ashburner, and K.J. Friston. Modeling regional and psy-
chophysiologic interactions in FMRI: the importance of hemodynamic deconvolution. Neu-
roimage, 19(1):200-207, 2003.

L. Gootjes, A. Bouma, J.W. Van Strien, P. Scheltens, and C.J. Stam. Attention modu-
lates hemispheric differences in functional connectivity: evidence from MEG recordings.
Neuroimage, 30(1):245-253, 2006.

14


https://doi.org/10.1101/407213
http://creativecommons.org/licenses/by/4.0/

bioRxiv preprint doi: https://doi.org/10.1101/407213; this version posted September 4, 2018. The copyright holder for this preprint (which was
not certified by peer review) is the author/funder, who has granted bioRxiv a license to display the preprint in perpetuity. It is made available
under aCC-BY 4.0 International license.

J. Gross, J. Kujala, M. Hamaéldinen, L. Timmermann, A. Schnitzler, and R. Salmelin. Dy-
namic imaging of coherent sources: studying neural interactions in the human brain.
Proceedings of the National Academy of Sciences, 98(2):694-699, 2001.

E.L. Hall, M.W. Woolrich, C.E. Thomaz, P.G. Morris, and M.J. Brookes. Using variance
information in magnetoencephalography measures of functional connectivity. Neuroimage,
67:203-212, 2013.

M. Hassan, O. Dufor, I. Merlet, C. Berrou, and F. Wendling. EEG source connectivity
analysis: from dense array recordings to brain networks. PloS One, 9(8):e105041, 2014.

R. Heller, Y. Golland, R. Malach, and Y. Benjamini. Conjunction group analysis: an alter-
native to mixed /random effect analysis. Neurolmage, 37(4):1178-1185, 2007.

A. Hillebrand, G.R. Barnes, J.L.. Bosboom, H.W. Berendse, and C.J. Stam. Frequency-
dependent functional connectivity within resting-state networks: an atlas-based MEG
beamformer solution. Neuroimage, 59(4):3909-3921, 2012.

J.F. Hipp, A.K. Engel, and M. Siegel. Oscillatory synchronization in large-scale cortical
networks predicts perception. Neuron, 69(2):387-396, 2011.

Y. Hochberg. A sharper bonferroni procedure for multiple tests of significance. Biometrika,
75(4):800-802, 1988.

S. Holm. A simple sequentially rejective multiple test procedure. Scandinavian journal of
statistics, pages 6570, 1979.

C.J. Huberty and J.D. Morris. Multivariate analysis versus multiple univariate analyses.
Psychological bulletin, 105(2):302, 1989.

K. Jerbi, J.-P. Lachaux, S. Baillet, and L. Garnero. Imaging cortical oscillations during sus-
tained visuomotor coordination in MEG. In IEEFE International Symposium on Biomedical
Imaging: From Nano to Macro, pages 380-383, 2004.

K. Jerbi, J.-P. Lachaux, K. N’Diaye, D. Pantazis, R.M. Leahy, L. Garnero, and S. Bail-
let. Coherent neural representation of hand speed in humans revealed by MEG imaging.
Proceedings of the National Academy of Sciences, 104(18):7676-7681, 2007.

Z.-Y. Jiang and L.-L. Zheng. Inter-and intra-hemispheric EEG coherence in patients with
mild cognitive impairment at rest and during working memory task. Journal of Zhejiang
University Science B, 7(5):357-364, 2006.

J.P. Lachaux, E. Rodriguez, J. Martinerie, and F.J. Varela. Measuring phase synchrony in
brain signals. Human Brain Mapping, 8:194-208, 1999.

15


https://doi.org/10.1101/407213
http://creativecommons.org/licenses/by/4.0/

bioRxiv preprint doi: https://doi.org/10.1101/407213; this version posted September 4, 2018. The copyright holder for this preprint (which was
not certified by peer review) is the author/funder, who has granted bioRxiv a license to display the preprint in perpetuity. It is made available
under aCC-BY 4.0 International license.

M.M. Lansbergen, M. Arns, M. van Dongen-Boomsma, D. Spronk, and J.K. Buite-
laar. The increase in theta/beta ratio on resting-state EEG in boys with attention-
deficit /hyperactivity disorder is mediated by slow alpha peak frequency. Progress in
Neuro-Psychopharmacology and Biological Psychiatry, 35(1):47-52, 2011.

Z. Liu, M. Fukunaga, J.A. de Zwart, and J.H. Duyn. Large-scale spontaneous fluctuations
and correlations in brain electrical activity observed with magnetoencephalography. Neu-
roimage, 51(1):102-111, 2010.

L. Marzetti, S. Della Penna, A.Z. Snyder, V. Pizzella, G. Nolte, F. de Pasquale, G.L. Romani,
and M. Corbetta. Frequency specific interactions of MEG resting state activity within and
across brain networks as revealed by the multivariate interaction measure. Neuroimage,
79:172-183, 2013.

D.G. McLaren, M.L. Ries, G. Xu, and S.C. Johnson. A generalized form of context-dependent
psychophysiological interactions (GPPI): a comparison to standard approaches. Neuroim-
age, 61(4):1277-1286, 2012.

C.E. Metz. Receiver operating characteristic analysis: a tool for the quantitative evaluation of
observer performance and imaging systems. Journal of the American College of Radiology,
3(6):413-422, 2006.

J.C. Mosher, R.M. Leahy, and P.S. Lewis. EEG and MEG: forward solutions for inverse
methods. Biomedical Engineering, IEEE Transactions on, 46(3):245-259, 1999.

T. Nichols and S. Hayasaka. Controlling the familywise error rate in functional neuroimaging:
a comparative review. Statistical methods in medical research, 12(5):419-446, 2003.

T.E. Nichols and A.P. Holmes. Nonparametric permutation tests for functional neuroimag-
ing: a primer with examples. Human brain mapping, 15(1):1-25, 2002.

G. Nolte, O. Bai, L. Wheaton, Z. Mari, S. Vorbach, and M. Hallet. Identifying true brain in-
teraction from EEG data using the imaginary part of coherency. Clinical Neurophysiology,
115:2292-2307, 2004.

Y. Okada. Discrimination of localized and distributed current dipole sources and localized
single and multiple sources. In W. Weinberg, G. Stroink, and T. Katila, editors, Biomag-
netism, an Interdisciplinary Approach, pages 266—272. Pergamon, New York, 2003.

J.X. O'Reilly, M.W. Woolrich, T.E.J. Behrens, S.M. Smith, and H. Johansen-Berg. Tools of
the trade: psychophysiological interactions and functional connectivity. Social cognitive
and affective neuroscience, 7(5):604-609, 2012.

J.M. Palva, S. Palva, and K. Kaila. Phase synchrony among neuronal oscillations in the
human cortex. The Journal of Neuroscience, 25(15):3962-3972, 2005.

16


https://doi.org/10.1101/407213
http://creativecommons.org/licenses/by/4.0/

bioRxiv preprint doi: https://doi.org/10.1101/407213; this version posted September 4, 2018. The copyright holder for this preprint (which was
not certified by peer review) is the author/funder, who has granted bioRxiv a license to display the preprint in perpetuity. It is made available
under aCC-BY 4.0 International license.

D. Pantazis, T.E. Nichols, S. Baillet, and R.M. Leahy. A comparison of random field theory
and permutation methods for the statistical analysis of MEG data. Neuroimage, 25(2):
383-394, 2005.

A. Peled, A.B. Geva, W.S. Kremen, H.M. Blankfeld, R. Esfandiarfard, and T.E. Nordahl.
Functional connectivity and working memory in schizophrenia: an EEG study. Interna-
tional Journal of Neuroscience, 106(1-2):47-61, 2001.

J.M. Peters, M. Taquet, C. Vega, S.S. Jeste, I.S. Fernandez, J. Tan, C.A. Nelson, M. Sahin,
and S.K. Warfield. Brain functional networks in syndromic and non-syndromic autism: a
graph theoretical study of EEG connectivity. BMC Medicine, 11(1):54, 2013.

J.-M. Schoffelen and J. Gross. Source connectivity analysis with MEG and EEG. Human
brain mapping, 30(6):1857-1865, 2009.

J.-M. Schoffelen and J. Gross. Studying dynamic neural interactions with MEG. In Mag-
netoencephalography, pages 405-427. Springer, 2014.

G.A.F. Seber. Multivariate Observations. Wiley, 1984.

J.L.P. Soto and K. Jerbi. Detection of condition-based changes in cross-frequency coupling
with MEG. In Biomedical Imaging (ISBI), 2015 IEEE 12th International Symposium on,
pages 355-358. IEEE, 2015.

J.L.P. Soto, D. Pantazis, K. Jerbi, S. Baillet, and R.M. Leahy. Canonical correlation analysis
applied to functional connectivity in MEG. In Biomedical Imaging: From Nano to Macro,
2010 IEEFE International Symposium on, pages 113-116. IEEE, 2010.

J.L.P. Soto, J.-P. Lachaux, S. Baillet, and K. Jerbi. A multivariate method for estimating
cross-frequency neuronal interactions and correcting linear mixing in MEG data, using
canonical correlations. Journal of Neuroscience Methods, 271:169-181, 2016.

R. Srinivasan, W.R. Winter, J. Ding, and P.L.. Nunez. Eeg and meg coherence: measures
of functional connectivity at distinct spatial scales of neocortical dynamics. Journal of
neuroscience methods, 166(1):41-52, 2007.

S.A. Stouffer, E.A. Suchman, L.C. DeVinney, S.A. Star, and R.M. Williams Jr. The american
soldier: Adjustment during army life.(studies in social psychology in world war ii), vol. 1.
1949.

O. Tal, M. Diwakar, C.-W. Wong, V. Olafsson, R. Lee, M.-X. Huang, and T.T. Liu. Caffeine-
induced global reductions in resting-state bold connectivity reflect widespread decreases
in MEG connectivity. Frontiers in human neuroscience, 7, 2013.

A.N. Tikhonov and V.Y. Arsenin. Solutions of Ill-Posed Problems. Winston, Washington,
DC, 1977.

17


https://doi.org/10.1101/407213
http://creativecommons.org/licenses/by/4.0/

bioRxiv preprint doi: https://doi.org/10.1101/407213; this version posted September 4, 2018. The copyright holder for this preprint (which was
not certified by peer review) is the author/funder, who has granted bioRxiv a license to display the preprint in perpetuity. It is made available
under aCC-BY 4.0 International license.

L.H.C. Tippett. Methods of Statistics. Williams Norgate: London, 1931.

A.B.L. Tort, R. Komorowski, H. Eichenbaum, and N. Kopell. Measuring phase-amplitude

coupling between neuronal oscillations of different frequencies. Journal of neurophysiology,
104(2):1195-1210, 2010.

F. Travis and R.K. Wallace. Autonomic and eeg patterns during eyes-closed rest and tran-
scendental meditation (TM) practice: the basis for a neural model of TM practice. Con-
sciousness and cognition, 8(3):302-318, 1999.

A.N. Vardy, E.E.H. van Wegen, G. Kwakkel, H.-W. Berendse, P.J. Beek, and A. Daffertshofer.
Slowing of m1 activity in parkinsons disease during rest and movement-an MEG study.
Clinical Neurophysiology, 122(4):789-795, 2011.

Y. Wada, Y. Nanbu, M. Kikuchi, Y. Koshino, T. Hashimoto, and N.i Yamaguchi. Abnormal
functional connectivity in alzheimer’s disease: intrahemispheric EEG coherence during

rest and photic stimulation. Furopean Archives of Psychiatry and Clinical Neuroscience,
248(4):203-208, 1998.

B. Wilkinson. A statistical consideration in psychological research. Psychological Bulletin,
48(2):156, 1951.

C.H. Wolters, A. Anwander, X. Tricoche, D. Weinstein, M.A. Koch, and R.S. MacLeod. In-
fluence of tissue conductivity anisotropy on EEG/MEG field and return current compu-
tation in a realistic head model: a simulation and visualization study using high-resolution
finite element modeling. NeuroImage, 30(3):813-826, 2006.

K.J. Worsley, J.E. Taylor, F. Tomaiuolo, and J. Lerch. Unified univariate and multivariate
random field theory. Neuroimage, 23:5189-S195, 2004.

18


https://doi.org/10.1101/407213
http://creativecommons.org/licenses/by/4.0/

bioRxiv preprint doi: https://doi.org/10.1101/407213; this version posted September 4, 2018. The copyright holder for this preprint (which was
not certified by peer review) is the author/funder, who has granted bioRxiv a license to display the preprint in perpetuity. It is made available
under aCC-BY 4.0 International license.

(a) Sources (b) p- map (c) T- map

____am B o []7 MBOTH
0 0.42 0 0.66

Figure 1: Simulation results. (a) The spatial profile of the four simulated sources; the signals
in regions 1 and 2 lied in the alpha band, the signal in region 3 was within the beta band,
and there was theta and low-gamma activity in region 4; (b) Map of the SP-CCA statistic p
when the reference is in region 1 (indicated by the yellow dot); (c) Map of the DCC statistic
7 when the reference is in the region 1; (d) Map of statistically significant locations obtained
with SP-CCA only (red locations), DCC only (green locations), and both methods (blue
locations), with reference in region 1.

(b)7, -6
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Figure 2: Brain maps, obtained from the simulated data used for the images in figure 1, of
spatial locations where there was a significant change in alpha-alpha coupling with SP-CCA
[column (a)], and in alpha-theta, alpha-alpha, and alpha-low-gamma with DCC [columns (b),
(c) and (d), respectively| (no other frequency band pairs yielded significant contributions to
the detected effects with either method). Purple locations indicate an increase in coupling,
and blue regions represent a decrease in coupling.
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Figure 3: Values of the areas under ROC curves (AUCs) for different values of the SNR, and
for 0 = 0.7. Blue bars indicate SP-CCA, and yellow bars represent DCC.
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Figure 4: Values of the areas under ROC curves (AUCs) for different values of the correlation
coefficient o, and for SNR = 0.01. Blue bars indicate SP-CCA, and yellow bars represent
DCC.
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Figure 5: Multi-subject task-based modulations in coupling with the SP-CCA (left column)
and the DCC (right column) methods, obtained from the VM data. For a given spatial
location, its color represents the number of subjects where this location was statistically
significant when p or 7 was computed.
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Figure 6: Brain locations where there the a — « (first and second rows) and § — § (third
and fourth rows) frequency band pairs contributed significantly to task-based increase in
coupling in at least one of the subjects analyzed during the VM experiment. The color
coding of the spatial locations represents the number of subjects where there was a strong
contribution of the frequency band pair under study.
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Figure 7: Brain locations where there the 6 — § (first and second rows) and o — « (third
and fourth rows) frequency band pairs contributed significantly to task-based decrease in
coupling in at least one of the subjects analyzed during the VM experiment. The color
coding of the spatial locations represents the number of subjects where there was a strong

contribution of the frequency band pair under study.
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