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Abstract: 10 

Detecting object boundaries is crucial for recognition, but how the process unfolds in visual cortex 11 

remains unknown.  To study the problem faced by a hypothetical boundary cell, and to predict how 12 

cortical circuitry could produce a boundary cell from a population of conventional “simple cells”, we 13 

labeled 30,000 natural image patches and used Bayes’ rule to determine how a simple cell should 14 

influence a nearby boundary cell depending on its relative offset in receptive field position and 15 

orientation.  We identified three basic types of cell-cell interactions: rising and falling interactions with 16 

a range of slopes and saturation rates, as well as non-monotonic (bump-shaped) interactions with 17 

varying modes and amplitudes. Using simple models we show that a ubiquitous cortical circuit motif 18 

consisting of direct excitation and indirect inhibition – a compound effect we call "incitation" – can 19 

produce the entire spectrum of simple cell-boundary cell interactions found in our dataset.  Moreover, 20 

we show that the synaptic weights that parameterize an incitation circuit can be learned by a simple 21 

(1-layer) learning rule.  We conclude that incitatory interconnections are a generally useful computing 22 

mechanism that the cortex may exploit to help solve difficult natural classification problems. 23 

  24 
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 25 

Significance statement: 26 

Simple cells in primary visual cortex (V1) respond to oriented edges, and have long been supposed to 27 

detect object boundaries, yet the prevailing model of a simple cell – a divisively normalized linear filter 28 

– is a surprisingly poor natural boundary detector.  To understand why, we analyzed image statistics on 29 

and off object boundaries, allowing us to characterize the neural-style computations needed to 30 

perform well at this difficult natural classification task.  We show that a simple circuit motif known to 31 

exist in V1 is capable of extracting high-quality boundary probability signals from local populations of 32 

simple cells.  Our findings suggest a new, more general way of conceptualizing cell-cell 33 

interconnections in the cortex. 34 

 35 

Introduction:  36 

The primary visual cortex (area V1) is a complex, poorly understood, multi-purpose image processor 37 

optimized to extract information from natural scenes – which are themselves complex, poorly 38 

understood signals.  Thus, understanding how V1 operates presents a challenging reverse engineering 39 

problem. A longstanding hypothesis is that orientation-tuned V1 cells somehow participate in object 40 

boundary detection, a core process in biological vision (Biederman, 1987; Gilbert and Wiesel, 1990; 41 

Heydt and Peterhans, 1989; Hubel and Wiesel, 1962a; Kapadia et al., 1995a) that is crucial for the 42 

functions of both ventral and dorsal streams (Biederman, 1987; Hoffman, 2000; Rust and Dicarlo, 2010; 43 

Theys et al., 2015). However, little progress has been made in refining or testing this hypothesis, in part 44 

due to our lack of understanding of the structure of natural object boundaries, and particularly, what a 45 

V1 cell needs to do to reliably distinguish boundaries from non-boundaries.    46 
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 47 

This uncertainty has made it difficult to form specific computational hypotheses as to how V1 circuits 48 

perform this behaviorally-relevant classification task.  Previous work has analyzed natural image 49 

statistics to determine how local boundary segments are arranged in images (Sanguinetti et al., 2010; 50 

Sigman et al., 2001), and how these arrangements relate to human contour grouping performance (W. 51 

S. Geisler, Perry, Super, & Gallogly, 2001). However, no study has yet attempted to deconstruct the 52 

natural boundary detection problem in detail, or to link the computations necessary for boundary 53 

detection to particular neural mechanisms.  54 

 55 

With the goal to better understand the computations underlying object boundary detection in V1  56 

(Figure 1A), we began with a known cell type – orientation-tuned “simple cells” (as defined by Hubel & 57 

Wiesel, 1962, and typically modeled as divisively normalized oriented linear filters (Carandini and 58 

Heeger, 2012) – and asked how the outputs of a population of simple cells (SCs), whose receptive fields 59 

(RFs) densely cover an area of the visual field, should be combined to produce a “boundary cell” (BC) 60 

whose firing rate represents the probability that an object boundary is present within its RF (Figure 61 

1B).  When framed in this way, Bayes’ rule tells us what data to extract from natural images to obtain 62 

an answer to the question. In a previous study (Ramachandra and Mel, 2013), we noted that under the 63 

simplifying assumption of “class conditional independence” (see methods for a detailed discussion), 64 

simple cell-boundary cell interactions are captured by the log-likelihood ratios (LLRs) embedded in 65 

Bayes’ rule (colored expressions in Figure 1C), which represent the evidence that a given simple cell 66 

provides about the presence of an object boundary within a neighboring BC’s receptive field (Figure 67 

1D). We found that SC-BC interactions were diverse, and in some cases involved compound excitatory 68 

and inhibitory effects. However, since only a small number of cells was analyzed in that study, we could 69 
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 4 
not come to general conclusions about the types of cell-cell interactions needed to compute boundary 70 

probability, making it difficult to compare and contrast possible neural mechanisms.  71 

 72 

In this study, we analyze a much larger dataset, and compute the full set of LLR functions for a 73 

population of 300 simple cells neighboring a “reference location” where a boundary might be 74 

detected. We find that the simple cell-boundary cell interactions implied by the LLRs follow a 75 

predictable pattern that depends on the offset in position and orientation between simple cell and 76 

boundary cell receptive fields, and we show that a well-known cortical circuit motif can implement the 77 

entire spectrum of SC-BC interactions found in our data set. Finally, we demonstrate that a simple (1-78 

layer) supervised learning rule is capable of setting the parameters of the incitation circuit that are 79 

needed to produce boundary cells from conventional simple cells. 80 

 81 

Materials and methods: 82 

Image preprocessing 83 

As in Ramachandra and Mel (2012), we used a modified version of the COREL database for boundary 84 

labeling in natural images. Several image categories, including sunsets and paintings were removed 85 

from the full COREL database since their boundary statistics differed markedly from that of typical 86 

natural images. Custom code was used to select ~30,000 20x20 pixel image patches for labelling. The 87 

“reference location” representing a hypothetical boundary cell’s receptive field location was defined as 88 

the elongated, horizontal 2x4 pixel region at the center of the patch (dashed box, Figure 1A, B). The 89 

original color image patches were converted to single-channel (monochrome) intensity images 90 

(0.29	𝑅 + 0.59	𝐺 + 0.11	𝐵).  Simple cell-like oriented “filters” were created by rotating a 2x4 pixel 91 

.CC-BY-NC 4.0 International licensea
certified by peer review) is the author/funder, who has granted bioRxiv a license to display the preprint in perpetuity. It is made available under 

The copyright holder for this preprint (which was notthis version posted January 21, 2020. ; https://doi.org/10.1101/436949doi: bioRxiv preprint 

https://doi.org/10.1101/436949
http://creativecommons.org/licenses/by-nc/4.0/


 5 
horizontal filter kernel (see f1 in Figure 1B) in 15° increments from 0 to 165° (i.e. 12 orientations).   92 

Computing the filter coefficients for rotated filters required sampling the horizontal filter kernel in a 93 

pattern rotated off the original pixel-aligned grid;  the sampling of interstitial pixel values was done 94 

using bilinear interpolation (https://en.wikipedia.org/wiki/Bilinear_interpolation).  Filtering consisted 95 

of computing the dot product between the filter kernel and the underlying image pixels. The 96 

monochrome image patches were filtered at 12 orientations (as indicated above) at 25 positions on a 97 

5x5 pixel lattice centered at the reference location. This resulted in 300 filter values representing the 98 

firing of 300 simple cells covering the central neighborhood of each patch at all orientations. (Given the 99 

symmetric form of the filter kernel, filter values for orientations from 180° to 345° were simply the 100 

negatives of the responses at the first 12 orientations).  Note that the coverage of the 300 filters was 101 

not limited to the 5x5 block of pixels at the center of the image patch, since, depending on its center 102 

position and orientation, a 4x2 filter could, and in in most cases did, extend slightly into the 103 

surrounding region. 104 

 105 

To minimize filter pairwise correlations, data collection was restricted to patches with a certain fixed 106 

“normalizer” value, calculated by summing the absolute values of a fixed subset of 100 simple cell 107 

responses surrounding the reference location (see normalizer_filter_subs.mat in supplementary 108 

materials). The normalizer bin used for all of the analysis reported below was 200±40.  The selection of 109 

the 100 filters used for the normalizer was the result of an ad-hoc procedure whose goal was to jointly 110 

minimize (1) correlations between absolute filter scores in (normalized) image patches, and (2) the 111 

number of filter values that needed to be computed.  To verify that the particular choice of filters used 112 

for the normalizer did not affect our main results, in a control experiment we renormalized the image 113 

patches based on a generic normalizer formed by the sum of the absolute values of all 300 filters 114 
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 6 
covering the 5x5 central image patch.  The results derived from the renormalized patches were very 115 

similar, and supported all the same conclusions.  The results presented below are therefore limited to 116 

the 100-filter version of the normalizer. 117 

 118 

Data gathering 119 

A horizontal 2x4 pixel rectangular box was drawn around the reference location and human labelers 120 

were asked to answer the question, “On a scale from 1 to 5, with 1 meaning ‘extremely unlikely’ and 5 121 

meaning ‘extremely likely’ – how likely is it that there is an object boundary passing horizontally 122 

through the reference box, end to end, without leaving the box?” To qualify, boundary segments had 123 

to be visible and unoccluded throughout the box. We restricted labelling to horizontal boundaries since 124 

pixel lattice discretization made it more difficult to judge oblique orientations, and because we 125 

expected filter statistics to be roughly orientation invariant.  (This expectation was supported by 126 

subsequent tests showing that LLRs obtained for horizontal boundaries also led to high boundary 127 

detection performance on oblique boundaries). Labeler responses were recorded, and patches with 128 

scores of 1 or 2, were classified as “no” patches, while patches with scores of 4 or 5 were classified as 129 

“yes” patches. Our informal observations, based in part on occasions when two labelers worked 130 

together, was that the agreement was very high. Rare ambiguous patches that could cause labeler 131 

disagreement were often conservatively labelled as 3 and consequently excluded from later analyses. 132 

After labeling, the dataset was doubled by adding left-right flipped versions of each patch, and 133 

assigning the same label as the unflipped counterpart.  134 

 135 

Bayesian formalism 136 
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 7 
We assume that a boundary cell computes 𝑝(	𝑦𝑒𝑠	|	𝑓4	𝑓5	𝑓6 ⋯ ) (or some other monotonically related 137 

quantity). Using Bayes’ rule we obtain 138 

𝑝(	𝑦𝑒𝑠	|	𝑓4	𝑓5	𝑓6 ⋯ ) =
𝑝(	𝑓4	𝑓5	𝑓6 ⋯ |𝑦𝑒𝑠)	𝑝(𝑦𝑒𝑠)

𝑝(𝑓4	𝑓5	𝑓6 ⋯ |𝑦𝑒𝑠)𝑝(𝑦𝑒𝑠) + 𝑝(𝑓4	𝑓5	𝑓6 ⋯ |𝑛𝑜)𝑝(𝑛𝑜) 139 

Dividing through by the numerator and rearranging, we find 140 

𝑝(	𝑦𝑒𝑠	|	𝑓4	𝑓5	𝑓6 ⋯ ) =
1

1 + 𝑝(𝑛𝑜)
𝑝(𝑦𝑒𝑠) 𝑒𝑥𝑝 <− log

𝑝(𝑓4	𝑓5	𝑓6 ⋯ |𝑦𝑒𝑠)
𝑝(𝑓4	𝑓5	𝑓6 ⋯ |𝑛𝑜) A

 141 

Assuming class condition independence (see below for a discussion of this assumption), the joint log 142 

likelihoods split into a sum of individual filter log likelihoods: 143 

𝑝(	𝑦𝑒𝑠	|	𝑓4	𝑓5	𝑓6 ⋯ ) =
1

1 + 𝑝(𝑛𝑜)
𝑝(𝑦𝑒𝑠) 𝑒𝑥𝑝 <−∑ log 𝑝(𝑓C	|𝑦𝑒𝑠)𝑝(𝑓C	|𝑛𝑜)C A

 144 

In intuitive terms, this equation says that to compute boundary probability at a particular location, 145 

each neighboring simple cell’s response should be passed through a log likelihood ratio (LLR) function, 146 

log D(EF	|GHI)
D(EF	|JK)

, the results should be summed, and the sum should be passed through a fixed sigmoidal 147 

nonlinearity, 𝜎(𝑥) = 4

4MN(OP)
N(QRS)HTD(UT)

 .  148 

 149 

Extracting the LLRs 150 

Histograms were collected of each of the 300 filter responses separately for “yes” patches (using 8 to 151 

20 evenly spaced bins depending on the smoothness of the histogram) and “no” patches (using 50 152 

evenly spaced bins). “Yes” histograms were binned more coarsely because our dataset had many fewer 153 

yes patches than no patches. The yes and no histograms for each filter were then normalized to 154 
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 8 

probability distributions. LLRs were computed as log VW𝑓X𝑦𝑒𝑠Y
VW𝑓X𝑛𝑜Y  , where 𝑝(𝑓|𝑦𝑒𝑠) and 𝑝(𝑓|𝑛𝑜)  are the 155 

boundary and non-boundary pdfs evaluated at the filter response 𝑓, respectively. To control noise, for 156 

each filter, LLR analysis was restricted to a central set of filter values where 𝑝(𝑓|𝑦𝑒𝑠) > 0.005 and 157 

𝑝(𝑓|𝑛𝑜) > 0.002. (Different thresholds were used because smaller probabilities could be estimated 158 

more reliably for the much larger “no” patch set). Only data inside this region is plotted in Figs. 2-4 and 159 

Figure 6.  The same procedure was repeated using different filter profiles (2x6, 2x8, 4x8, and 6x8 160 

pixels) to generate the LLR curves shown in Figure 3. 161 

 162 

Class-conditional independence (CCI)  163 

To make the analysis tractable, we assumed class-conditional independence (CCI) between nearby 164 

filters, formally 𝑝(𝑓4	𝑓5 ⋯ |	𝑦𝑒𝑠) = 	𝑝(𝑓4	|	𝑦𝑒𝑠)𝑝(	𝑓5|	𝑦𝑒𝑠)⋯	 and 𝑝(𝑓4	𝑓5 ⋯ |	𝑛𝑜) =165 

	𝑝(𝑓4	|	𝑛𝑜)𝑝(	𝑓5|	𝑛𝑜)⋯. This assumption does not hold in general in natural images, so that the strict 166 

application of a naive Bayesian approach that assumes CCI among filters is not expected to perform 167 

very well.  Indeed, in our experiments, if filters are chosen randomly the classifier performs poorly –168 

often worse than using a single filter at the reference location. However, either of two simple 169 

strategies, both biologically plausible, can mitigate the problems arising from the violation of CCI. The 170 

first strategy is to explicitly select small subsets of cells from the neighborhood whose responses are 171 

mostly uncorrelated with each other; this was the approach taken in Ramachandra and Mel (2013). In 172 

that paper, in addition to selecting for decorrelation, we enforced two ad hoc constraints on the choice 173 

of filters, namely that (1)  the filters should be individually informative about the presence of an object 174 

boundary, and (2) the resulting classifier should be sharply oriented tuned. The second strategy, and 175 
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 9 
the one that we pursue in this paper, is to use a learning rule to modify the synaptic weights in an 176 

incitatory circuit, without the need for any purpose-driven filter pre-selection (Figure 7A).  177 

 178 

Modeling log likelihood ratios (LLRs) as differences of sigmoids 179 

Each LLR can be thought of as a function of its filter value 𝑓. We fit each of the LLR functions by a 180 

difference of 2 sigmoids of the form 𝑠(𝑓C) = 	
[

4M\]V[U_(EFU`)]
, where 𝑓C  was the filter’s response (plotted 181 

on the x-axis in all LLR plots). For each LLR, an approximate amplitude 𝐴, gain 𝑔, and threshold 𝑡	for the 182 

two sigmoids was chosen automatically, and then these 3 parameters were adjusted by hand so that 183 

the difference of the two sigmoids visually matched the LLR as closely as possible.  We found visually-184 

guided optimization better captured the essential shape structure of the LLR compared to conventional 185 

quantitative measures such as MSE.  A similar fitting procedure was used for the three models in Figure 186 

6 (model details shown in figure). The risk that human visually-guided optimization of curve shape 187 

would alter our conclusions was minimal since (1) human visually-guided optimization is based on a 188 

much more sophisticated shape-based metric than, say, MSE, and can therefore be reasonably 189 

considered as “ground truth”; (2) our conclusions do not depend on quantitative comparisons of fit 190 

quality for different models; and (3) the ability to precisely match individual LLR shapes using a 191 

difference of two simple functions is mainly of didactic interest; the more practically significant 192 

question is whether a weighted sum of simple excitatory and inhibitory functions (which will in general 193 

involve more than two curves) can produce the LLR-like interactions needed to drive down 194 

classification errors during learning (see Figure 7).  For the surfaces in Figure 5E, and Figure 6, 195 

excitatory gain was computed by measuring the excitatory component’s average slope between f = 0 196 

and f = 10. Inhibitory gain in Figure 5 was computed in the same way. In Figure 6, each of the inhibition 197 
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 10 
families had only a single parameter; this parameter is what is plotted in the inhibitory gain surface 198 

plots.  199 

 200 

Learning experiments 201 

For each patch, each filter value was passed through 8 different fixed sigmoid functions (using the 202 

functional form given above).  The 8 sigmoid functions were identical but for systematically increasing 203 

thresholds (8 evenly spaced values from -6 to 35), simulating the responses of 8 simple cells with 204 

identical receptive fields but slightly different output nonlinearities. The result was 300 filters x 8 205 

nonlinear variants = 2,400 model simple cell responses per image patch.  We then used logistic 206 

regression to train a linear classifier to distinguish boundary from non-boundary patches using the 207 

simple cell responses as inputs. A subset of the data (25,000 of the ~30,000 labeled patches) was used 208 

for training. During training, data was balanced by duplicating boundary-containing patches such that 209 

boundary and non-boundary exemplars were equal in number. Training was done using batch gradient 210 

descent with a learning rate of 𝜂 = 0.1, performed for 1000 iterations. The net effect of the 8 simple 211 

cells sharing the same RF on the boundary probability was visualized in Figure 7B by systematically 212 

increasing the underlying filter value (x axes) while holding all other filters constant, and plotting the 213 

change in linear classifier score resulting from that filter’s 8 nonlinear simple cells combined using their 214 

learned weights (y axes). To facilitate comparison of the shape of each filters’ learned net effect on the 215 

boundary cell with that filter’s explicit LLR, we scaled the colored interaction functions within each 216 

plot. Each plot has one scaling factor that applies to all 5 colored curves in the plot. The inverse of this 217 

scaling factor, which can be thought of as the weight that the classifier puts on the curves drawn in the 218 

subplot, is shown by the grey bars.  219 
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 11 
 220 

Precision-Recall curves 221 

Precision-Recall (PR) curves were generated for learned boundary cell classifiers, as well as for the 222 

naïve Bayes classifier (based on a sum of all filter LLRs; Figure 1BC) and other classifier variants (Figure 223 

7).  A classifier consisting of a single linear filter at the reference location provided the PR baseline 224 

(Figure 7C, blue curve). To generate a PR curve, a classifier was applied to each of the 5,000 labeled 225 

(untrained) test patches, and the patches were sorted by their classifier output. A threshold was set at 226 

the lowest classifier output obtained over the entire test set, and was systematically increased until the 227 

highest output in the test set was reached. For every possible threshold, above-threshold patches were 228 

called putative boundaries and below-threshold patches were called putative non-boundaries, and (1) 229 

“Precision” was calculated by asking what fraction of patches identified as putative boundaries 230 

contained true boundaries (according to their human assigned labels), and (2) “Recall” was calculated 231 

by asking what fraction of true boundaries were identified as putative boundaries. As the threshold 232 

increased, the P-R values swept out a curve in Precision-Recall space. Perfect performance would be 233 

100% Precision and Recall simultaneously, corresponding to the top right corner of the PR graph.  234 

 235 

Boundary cell stimulus responses 236 

The idealized boundary image analogous to a spike-triggered average stimulus was computed by 237 

averaging all natural image patches weighted by their boundary cell response (Figure 9A). For Figure 238 

9B,C, Grating stimuli were generated by sampling a sinusoidal grating wave on a 20x20 pixel grid. 239 

Frequency was chosen at 0.25 cycles/pixel because it led to relatively artifact-free stimuli and evoked 240 
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 12 
robust boundary cell responses. All stimuli were then scaled to have the fixed normalizer value used in 241 

the above LLR analysis – in keeping with the assumption that simple cell responses are divisively 242 

normalized.  After creating each grating, the value (𝑁) of the normalizer was computed on the grating 243 

patch, and the patch was divided by 𝑁/𝑁C, where 𝑁C = 2.0 was the normalizer value used to collect 244 

the natural image patches.  In this way, filters applied to the artificial grating patches could be run 245 

through the same set of LLRs as were collected from the natural image data set.  Gratings were 246 

presented to the boundary cell at 15° steps in orientation. For Figure 9C responses were averaged over 247 

all phases of the grating at each orientation. Tuning curves in Figure 9D were obtained by presenting 248 

natural image stimuli with a fixed normalizer value. Red and blue curves are for images with 90th and 249 

10th percentile contrast at the reference location, respectively. These percentiles varied in their 250 

contrast by approximately a factor of 2.  251 

 252 

Results 253 

To develop a more complete picture of the cell-cell interactions needed for natural boundary 254 

detection, in this study we collected and labeled 30,000 natural image patches, with scores ranging 255 

from 5, indicating high confidence that a boundary was present at a “reference location” (RL, indicated 256 

by a dashed box in Figure 1A), to 1, indicating high confidence that a boundary was not present at the 257 

RL.  From these labeled patches, we histogrammed oriented linear filter values (representing simple 258 

cell responses) separately for “yes” (scores of 4-5) and “no” (scores of 1-2) cases (red and blue 259 

histograms in Figure 2A, respectively).  From the responses of 300 neighboring simple cells at 12 260 

orientations on a 5x5 pixel lattice centered on the RL, we computed the likelihoods	𝑝(𝑓C	|	𝑦𝑒𝑠) and 261 

𝑝(𝑓C	|	𝑛𝑜), meaning the probability of the 𝑖`i filter having a particular response 𝑓C  when the patch does 262 
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 13 
(“yes”) or does not (“no”) contain a horizontal boundary. We show in Methods that, for a boundary cell 263 

to compute the probability of a boundary, and contingent on the assumption that the different filter 264 

responses are class conditionally independent (conditional on the patch being “yes” or “no”), the 265 

boundary cell should have as its input the sum of the log likelihood ratios (LLRs), log D(EF	|GHI)
D(EF	|JK)

, of the 266 

different simple cells. The boundary cell's output, representing the probability of a boundary, should 267 

then be a certain sigmoidal function of this input (Figure 1C, D).  268 

 269 

Accordingly, we computed the LLRs for all of the 300 simple cells. Examples of LLRs are shown in Figure 270 

2B, and the full set is shown in Figure 2C grouped across 5 horizontal shifts at each orientation and 271 

vertical position. The LLRs varied considerably with position and orientation relative to the RL, but 272 

nonetheless conformed to a small number of qualitative shape prototypes (rising, falling, and bump-273 

shaped). When we generated LLRs for simple cells of different scales and shapes (2x6, 4x6, 4x8, and 274 

6x8 pixel filters) we found a qualitatively similar pattern of results, indicating that the basic LLR shape 275 

prototypes do not depend sensitively on the assumed sizes and shapes of SC receptive fields (Figure 3). 276 

 277 

To gain insight into the forms of the LLRs we observed, we developed a simple mathematical model of 278 

the process of LLR formation. If each filter’s yes and no distributions are approximated as gaussian with 279 

a different mean and variance, the resulting LLR is quadratic. Since the no distribution is virtually 280 

always wider than the yes distribution,  i.e. has greater variance, the LLR will take the form of a 281 

downward-pointing parabola (Figure 4A), qualitatively resembling the LLRs seen in Figure 2. The height 282 

and width of the LLR is determined by the mean and variance of the yes and no distributions (Figure 283 

4A, different colored curves). In addition to qualitatively capturing the range of observed LLR shapes, 284 

this model has a simple interpretation in terms of natural image statistics: for each filter, responses to 285 
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 14 
non-boundaries vary widely about their mean, while responses to boundaries are clustered more 286 

tightly around a characteristic value. The upside-down U-shaped LLRs simply reflect the fact that a 287 

filter value provides the maximum positive evidence for a boundary when it is well centered within the 288 

“yes” distribution.    289 

 290 

To facilitate the interpretation of the LLRs as cell-cell interactions, we slightly reformatted the LLR 291 

curves, in two ways. First, the LLRs were shifted vertically in order that they passed through the origin, 292 

reflecting the idea that when a simple cell is not firing (corresponding to x=0 on the graph), its 293 

influence on the boundary cell (y-value on the graph) should also be zero.  This shift was justified given 294 

that the LLRs would later be combined additively (Figure 1C, D), and thus the offsets across the entire 295 

population of simple cells could be collapsed into a single net offset at the level of the boundary cell 296 

(that would likely be small due to cancellation of positive and negative shifts.  Second, simple cell firing 297 

rates can only be positive, so the left half of each LLR function, corresponding to a negative simple cell 298 

firing rate, was truncated.  Information was not lost since the same or very similar function would be 299 

covered by a different simple cell with the same RF but opposite contrast polarity. The right panel of 300 

Figure 4A shows the combined effect of the shift and rectify operations. The full set of “shifted LLRs” 301 

(hereafter sLLRs) obtained this way is shown in Figure 4B, with the plots corresponding to the 302 

conceptual curves in A marked by asterisks.  303 

 304 

Returning to the interpretation of sLLRs as simple cell-boundary cell interactions, for some simple cells 305 

the sLLR increased monotonically from the origin, meaning that, as the simple cell’s response increased 306 

from zero, the evidence it provided to the boundary cell grew steadily more positive.  This type of pure 307 

“excitatory” SC-BC interaction was seen for simple cells that were most directly supportive of the 308 
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 15 
hypothesis that a boundary was present at the RL, such as the simple cell directly overlapping with the 309 

RL (middle column in top row of Figure 4B).  Referring to the model of Figure 4A, this was a case where 310 

the downward-pointing “parabola” peaked far to the right of the origin, so that over the simple cell’s 311 

entire firing range, its effect on the boundary cell remained on the rising limb of the parabola (case 1 in 312 

the right panel of Figure 4A).   At even higher firing rates than are plotted in Figure 4B, the sLLR would 313 

eventually reach its peak and turn back downward, but such high filter values were so rare in yes 314 

patches in our natural image data set that the LLR curves could not be reliably estimated beyond the 315 

range shown.  Two other cases of pure excitatory sLLR are worth noting: the lower left and right 316 

corners of Figure 4B. These cases apply to simple cells whose RFs are nearly “upside down” (i.e. 317 

polarity reversed) versions of the reference filter profile, but shifted vertically either 2 pixels above or 318 

below the reference “edge”.  The fact that these cells are monotonically supportive of the reference 319 

hypothesis can be attributed to the existence of many 1-2 pixel wide light and dark horizontal bands in 320 

our natural image data set.  321 

 322 

For other simple cells, the sLLRs decreased monotonically from the origin, meaning that, as the simple 323 

cell’s response increased from zero, the evidence it provided to the boundary cell grew increasingly 324 

more negative.  This type of pure “inhibitory” SC-BC interaction was seen for simple cells whose firing 325 

supported a hypothesis incompatible with the hypothesis that a boundary was present at the RL.  The 326 

clearest examples of such cells are those with RFs perpendicular to the RL (middle row, green LLR 327 

curves.  Referring again to the quadratic LLR model of Figure 4A, these monotonically decreasing sLLRs 328 

arose from cases where the downward-pointing sLLR “parabola” was peaked at, or to the left of the 329 

origin, so that over the entire positive response range of the simple cell, the sLLR fell continuously 330 

along its descending limb (as in case 2 in Figure 4A). 331 
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 332 

For the majority of simple cells, however, the sLLR was bump-shaped, first rising and then falling as the 333 

simple cell’s firing rate increased from zero.  This type of “incitatory” SC-BC interaction was seen for 334 

cells that had sufficient overlap in position and orientation with the RL that they were most likely to be 335 

active at a middling level when a boundary was present at the RL.  These cells provided increasing 336 

positive evidence for a boundary at the RL up to a moderate level of activity, but as their activity level 337 

increased further, they began to provide stronger evidence for a boundary at their own RF location and 338 

orientation, rather than at the RL. 339 

 340 

A known circuit mechanism can produce the entire observed spectrum of sLLRs  341 

Given that the input to a boundary cell should be the sum of the sLLRs associated with different simple 342 

cells, and that sLLRs can be either monotonic or nonmonotonic functions of the simple cell's response, 343 

we next asked what kind of neural interconnection circuit is capable of producing either monotonic or 344 

non-monotonic functions of the pre-synaptic cell's response.  For monotonic excitatory and inhibitory 345 

interactions the answer is straightforward, but non-monotonic cell-cell interactions require a 346 

compound excitatory-inhibitory (E-I) interconnection scheme. One candidate mechanism is the 347 

ubiquitous circuit motif in which a cortical cell both directly excites and disynaptically inhibits other 348 

cells in its neighborhood (Buzsáki, 1984a; George et al., 2011; Isaacson and Scanziani, 2011a; Klyachko 349 

and Stevens, 2006a; McBain and Fisahn, 2001; Pfeffer et al., 2013a; Pouille and Scanziani, 2001a; 350 

Swadlow, 2002; Wehr and Zador, 2003) (Figure 5A, rightmost case). If the excitatory effect dominates 351 

at low firing rates and the inhibitory effect dominates at high firing rates, the neighbor cell’s net effect 352 

on its target can be non-monotonic. When the circuit is simplified to consist of only the excitatory or 353 
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the inhibitory pathway, the cell-cell interaction reduces to conventional monotonic excitation or 354 

inhibition (Figure 5A, left and middle cases).  To determine whether this circuit motif can produce the 355 

full range of cell-cell interactions contained in our data set, we assumed that both the direct excitatory 356 

and indirect inhibitory pathways exert a sigmoidal effect on the boundary cell, and therefore fit each 357 

LLR function with the difference of two sigmoid functions.  Each of the sigmoids was allowed to vary in 358 

threshold, gain, and amplitude (Figure 5B). The fits are shown in Figure 5C, confirming that the range of 359 

cell-cell interactions needed to calculate boundary probability in natural images, including non-360 

monotonic interactions, can be produced by a simple model of a circuit motif known to be present in 361 

V1 (see reference list just above).  To determine whether the successful fitting of sLLRs depended on 362 

our particular choice of sigmoidal E and I basis functions, we repeated the fitting procedure using 3 363 

alternative sets of E and I sigmoidal basis functions and obtained similar results (Figure 6). This 364 

indicates that the cell-cell interactions needed to detect object boundaries in natural images can be 365 

produced easily by this general type of compound E-I, or “incitatory” circuit. 366 

 367 

We next looked for regularities in the progression of excitatory-inhibitory curve pairs used to fit the 368 

LLRs as a function of a neighbor cell's offset in position and orientation from the RL (Figure 5D).   We 369 

observed the following patterns.  First, as the neighbor's orientation offset from the RL increases and 370 

approaches 90 degrees (indicated by lightness changes within each plot), excitation becomes weaker, 371 

and inhibition becomes both stronger and lower in threshold, resembling cross-orientation 372 

suppression (a staple function of V1 (Bishop et al., 1973; DeAngelis et al., 1992; Geisler and Albrecht, 373 

1992); though see Priebe and Ferster, 2006).  Second, we observed a gradual weakening of both 374 

excitation and inhibition as a neighbor cell moves further from the RL in the direction perpendicular to 375 

the boundary orientation (different plot columns), reflecting the expected decline in informativeness 376 
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as a neighbor cell moves further from the boundary cell in question.  To probe this effect further, we 377 

characterized each excitatory and inhibitory curve by its gain parameter and plotted the gains 378 

separately as a function of a neighbor's orientation difference and spatial offset relative to the RL 379 

(Figure 5E). These surfaces confirm that, under this simple difference-of-sigmoids model, the strength 380 

of the excitation and inhibition imparted to a boundary cell by neighboring simple cells varies 381 

systematically with offset in RF position and orientation.  The pattern is non-obvious, however, so if 382 

seen experimentally, could be difficult to interpret without the benefit of a normative framework, such 383 

as the one we have adopted here.  384 

 385 

Learning the parameters of the incitation circuit 386 

We showed that the incitatory interconnection circuit of Figure 5A is capable of producing the diverse 387 

forms of simple cell-boundary cell interactions needed to compute boundary probability. However, the 388 

circuit contains parameters that would need to be set, presumably during development, to allow each 389 

simple cell to exert the appropriate effect on every surrounding boundary cell.  We asked whether 390 

these cell-cell interactions could be learned by a simple synaptic learning rule operating within the 391 

slightly elaborated incitation circuit shown in Figure 7A. In particular, we assumed that each of the 300 392 

oriented receptive fields surrounding a boundary cell is represented by a population of 8 simple cells, 393 

all sharing the same oriented receptive field, but each having a different firing threshold, which was 394 

intended to reflect natural variation in neuron size, morphology, firing dynamics, etc.  The regularly 395 

spaced threshold settings for the 8 cells are given in the Methods section.  Each pre-synaptic simple 396 

cell acted on the boundary cell through two adjustable weights, one excitatory weight directly onto the 397 

boundary cell, and one excitatory weight onto the boundary cell’s inhibitory “partner” cell, which 398 
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would contribute to disynaptic inhibition (Figure 7A). Three examples of filters (red, green, and yellow) 399 

and their associated simple cell variants are depicted schematically in Figure 7A. Labeled image 400 

patches containing boundaries and non-boundaries were presented to the 2,400 (=300x8) simple cells, 401 

ground-truth labels from the natural image dataset were presented to the boundary cell (1 for 402 

boundary, 0 for no boundary), and the excitatory synapses between the simple cells and the boundary 403 

cell and its associated inhibitory neuron were adjusted using a single-layer supervised logistic 404 

regression learning rule (identical to the perceptron learning rule, but with a smooth, sigmoidal neuron 405 

activation function – Murphy, 2012). We then performed virtual neurophysiology to probe the net 406 

effect of each underlying oriented filter on the boundary cell’s response, induced by that filter’s 8 407 

simple cell variants each acting through its learned synaptic weights. These learned sLLR-like functions 408 

again included monotonic rising and falling as well as non-monotonic bump-shaped functions (Figure 409 

7B, colored curves).  For some cells the learned SB-BC interaction functions corresponded closely to 410 

the actual sLLRs (thin grey lines), most notably the cells centered on the RL at all different orientations 411 

(middle column of Figure 7B).   In other cases, one or two of the learned SC-BC interaction functions in 412 

each group overlapped with the explicit LLR curves, having a similar parabolic shape, whereas the 413 

other curves in the group were driven apart by the learning rule, covering a much wider range of 414 

generally parabolic shapes. 415 

 416 

Thus, the incitatory interconnection network depicted in Figure 7A can learn to produce the spectrum 417 

of SC-BC interactions needed for boundary detection using a small number of neurons covering each 418 

receptive field location.  419 

 420 
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In an interesting difference between the learned SC-BC interaction functions compared to the explicitly 421 

calculated LLRs, we noted that the learned sLLR-like functions also included rightside up U-shaped 422 

interactions (e.g. pink curves in lower right corner of Figure 7B). This and other more subtle differences 423 

relative to the literal sLLRs can be attributed to the fact that the learning rule attempts to compensate 424 

for statistical dependencies between input features, whereas the literal sLLRs shown in Figure 4B 425 

reflect the simplifying assumption that each oriented filter contributes independently to the response 426 

of a boundary cell.   (The effect of conditional dependencies among filters is taken up again below, in 427 

the text surrounding Figure 8). The overall similarity of the pattern of learned cell-cell interactions 428 

compared to the literal sLLR’s, however, validates the Bayesian-inspired reverse-engineering approach 429 

to study cell-cell interactions in V1, in that Bayes rule allows us to convert intuitive labels assigned to 430 

natural images into predictions as to how cortical neurons should influence each other to solve a 431 

particular task (Figure 1).   432 

Comparing boundary detection performance of four models 433 

As an additional performance-based approach to evaluating the trained incitation circuit as a model of 434 

boundary detection in V1, we compared the Precision-Recall curves of 5 different boundary detectors: 435 

(1) the “null hypothesis”, consisting of a single conventional simple cell centered at the RL (Figure 7C, 436 

blue curve); (2) an unweighted sum of 300 literal LLRs (orange curve); this is essentially a direct 437 

application of Bayes rule under the assumption of class-conditional independence as shown in Figure 438 

1D, without any learning (see Ramachandra and Mel 2013); (3) a weighted sum of the 300 neighboring 439 

literal sLLR’s (green curve); again corresponding to the model of Figure 1D, but augmented with 440 

weights optimized by logistic regression); the learned weights in this case help compensate for the CCI 441 

violations among the filters, explaining the significantly improved PR performance; and (4) the learned 442 
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neuromorphic classifier shown in Figure 7A, with 8 simple cell variants per oriented RF (red curve; total 443 

number of simple cell variants is 8 × 300 = 2400). We note that learning is possible even though all 444 

modifiable weights are constrained to be positive, so that the model does not require either that 445 

synaptic weights change sign, or that inhibitory weights are modifiable, both of which are more 446 

difficult to justify biologically.  447 

 448 

These results lead us to 4 conclusions: (1) the superior performance of all 3 multi-input classifier 449 

variants compared to a single conventional simple cell reinforces the point that individual simple cells 450 

are poor-performing natural boundary detectors, that can be significantly improved upon using 451 

neurally plausible local circuit computations; (2) the superior performance of the 2 classifier variants 452 

that depend on populations of simple cells (300, green curve, or 2400, red curve) with optimized 453 

weights, compared to a classifier with unweighted inputs (Figure 7C, orange curve), points to the value 454 

of learning the circuit parameters from natural image statistics; (3) the similar performance of the 455 

learned neuromorphic classifier compared to a weighted sum of literal sLLRs reinforces the close 456 

connection between Bayes rule and the circuit of Figure 7A, and shows that (4) the incitation circuit of 457 

Figure 7A can extract critical information needed for boundary detection from relatively few neurons. 458 

 459 

In light of these comparisons, we conclude that the requirements for developing a cortical circuit that 460 

significantly improves boundary detection performance compared to a lone simple cell are modest, 461 

including mainly (1) a compound E-I circuit motif known to exist in V1; (2) natural variation in firing 462 

thresholds across the population of simple cells; and (3) a synaptic learning rule to adjust a single layer 463 

of excitatory weights, (Possible sources of “supervision” during learning are taken up in the 464 

Discussion). In the cortex, the modifiable parameters could be the strengths of synaptic contacts on 465 
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the dendrites of different boundary cells and on interneurons, as shown here, or varying dendritic 466 

locations of those synaptic contacts22–25, or a choice among interneurons having varying gains and 467 

thresholds (Druckmann, Hill, Schürmann, Markram, & Segev, 2013; Markram et al., 2004).   468 

Probing the relationship between the incitation circuit and Bayes rule? 469 

To better understand the relationship between the Bayes’ rule classifier shown in Figure 1 and the 470 

incitation circuit shown in Figure 7, we ran simple learning experiments with pairs of simple cells 471 

overlapping to varying degrees. For each simple cell pair, we fit the parameters of the incitation circuit 472 

either separately (Figure 8A, left) or jointly (Figure 8A, right). We tested pairs of filters ranging from 473 

very dependent (Figure 8B, middle columns) to nearly independent (Figure 8B; outer columns). Scatter 474 

plots of joint filter responses to boundary (red) and non-boundary (black) patches are shown below 475 

each pair. When the SC-BC interaction functions were learned separately, they were nearly identical to 476 

the literal LLRs (Figure 8B, first row of blue and orange curves; solid curves show learned interactions, 477 

dashed curves show LLRs). On the other hand, when the SC-BC interactions were learned jointly, for SC 478 

pairs with heavily overlapping RFs, which led to a breakdown of the CCI assumption, the learned 479 

interactions differed significantly from the pure LLRs (Figure 8B, middle columns). Consistent with 480 

these observations, we show analytically in Appendix 1 that an incitation circuit like the one shown in 481 

Figure 7 will learn LLRs if the input features are CCI. Consequently any observable differences between 482 

the learned incitation functions and the LLRs can be attributed to a lack of exact class-conditional 483 

independence.  484 

 485 

Experimentally distinguishing boundary cells from conventional simple cells  486 
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Having shown that V1 circuitry is capable of producing boundary cells from simple cells using only a 487 

single layer of modifiable excitatory weights, we next considered the question as to how BCs could be 488 

detected experimentally, and distinguished from conventional simple cells (or the simple cell-like 489 

subunits of complex cells – Hubel & Wiesel, 1962b; Movshon, Thompson, & Tolhurst, 1978; Ohzawa, 490 

DeAngelis, & Freeman, 1997). 491 

 492 

To determine how BCs would respond to various stimuli, stimulus patches were scaled to have the 493 

same fixed value of the normalizer used in earlier figures, once again reflecting a simple form of 494 

divisive normalization (see Methods section Boundary cell stimulus responses). We first constructed a 495 

canonical stimulus for a boundary cell akin to a spike triggered average by averaging all image patches 496 

weighted by their evoked boundary cell response. As expected, the STA stimulus appears as a localized, 497 

polarized, oriented boundary segment reminiscent of a simple cell’s receptive field (Figure 9A). We 498 

then presented drifting sine wave gratings covering a boundary cell’s "classical receptive field", leading 499 

to the unremarkable phase response and orientation tuning curves shown in Figure 9B and C. Next, we 500 

used labeled natural edges with the same normalizer value to explore the effect of increasing center 501 

contrast on orientation tuning curve width.  (This was not a perfectly controlled experiment because 502 

variations in center contrast at a fixed normalizer value would have led to anti-variations in surround 503 

contrast, but given the filter value at the RF center was only one of 100 filters of many orientations 504 

used to compute the normalizer value, this effect was likely small).  Subject to this limitation, as shown 505 

in Figure 9B, the boundary cell's tuning width is essentially constant across a roughly 2-fold change in 506 

center contrast – the limit of analysis allowed by our labeled database (average tuning curve has full 507 

width at half height for high contrast stimuli 43.6°; for low contrast stimuli, 39.2°).   508 

 509 
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Thus, for oriented edges and gratings presented within the CRF, boundary cells behave similarly to 510 

conventional simple cells in that they (1) have phase-dependent responses; (2) are orientation tuned;  511 

and (3) have tuning curves whose widths are roughly contrast invariant (Alitto and Usrey, 2004).  It is 512 

therefore possible that boundary cells exist and have been classified as conventional simple cells in 513 

previous experiments using simplified stimuli. Among the multiple types of V1 cells that have been 514 

previously described, boundary cells share most in common with double opponent cells, which are 515 

orientation tuned, have mostly odd-symmetric receptive field profiles as would be expected for 516 

boundary detecting cells (Ringach, 2002), and respond to boundaries whether defined by luminance or 517 

color (Johnson et al., 2008).      518 

 519 

In future neurophysiological studies, an efficient means of dissociating conventional simple cells, which 520 

respond to oriented contrast independent of boundary probability, from putative boundary cells, 521 

which respond to boundary probability independent of oriented contrast, would be to use natural 522 

image stimuli drawn from the four corners of the oriented contrast – boundary probability space 523 

(Figure 10A).  Image patches with low oriented contrast and low boundary probability scores (purple 524 

dots) tend to contain flat, unstructured image regions; patches with low contrast and high probability 525 

(green dots) tend to contain well-structured, faint edges; patches with high contrast but low 526 

probability (blue dots) tend to contain contrasty noise or misaligned edges; and regions with high 527 

contrast and high probability (red dots) are typically well-structured, strong edges (Figure 10B).  This 528 

factorial stimulus set would make it possible to identify pure simple cells, pure boundary cells, as well 529 

as cells of intermediate type. 530 

 531 

DISCUSSION 532 
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In the 60 years since Hubel and Wiesel first discovered orientation-tuned simple cells in V1, it has been 533 

generally assumed that these cells contribute in some way to the detection of object boundaries 534 

(Angelucci et al., 2002; Field et al., 1993; Grosof et al., 1993; Kapadia et al., 1995b, 2000a; Polat et al., 535 

1998; Sceniak et al., 1999). Consistent with this idea, virtually every modern object recognition system, 536 

whether designed by hand or trained from natural image data, includes simple cell-like filtering in its 537 

early stages of processing (Fukushima et al., 1983; Krizhevsky et al., 2012; Lades et al., 1993; Lecun et 538 

al., 1998; Mel, 1997; Riesenhuber and Poggio, 1999). Surprisingly, however, the quantitative 539 

relationship between simple cell responses, typically modeled as divisively normalized linear filters 540 

(Carandini and Heeger, 2012), and object boundary probability in natural images, has been little 541 

explored (though see Ramachandra and Mel, 2013), making it difficult to know whether or how V1 542 

circuits contribute to this behaviorally relevant natural computation.  It is important to emphasize that 543 

a simple cell on its own is a poor detector of natural object boundaries within its receptive field (see 544 

also Arbelaez et al., 2011): as shown in Figure 7C (blue curve), if we use a simple cell's response as an 545 

indicator of the presence of an object boundary within its RF, even when the threshold for detection is 546 

raised to such a high value that half of all true boundaries are rejected (corresponding to a Recall score 547 

of 50%), almost two thirds of the “detected” edges at that threshold will be false positives 548 

(corresponding to a Precision score of ~35%).  The reason a simple cell is such an unreliable edge 549 

detector is that true object boundaries are rare (note the overwhelming majority of points in Figure 550 

10A are piled in the lower half of the plot), and when they do occur, they are very often of low 551 

contrast. Much more common are high contrast non-edge structures (e.g. textures) that contain 552 

sufficient oriented energy to strongly drive simple oriented filters. 553 

 554 
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The poor boundary detection performance of a lone simple cell leads to the conjecture that V1 also 555 

contains "smarter" cells that compute boundary probability by combining the responses of multiple 556 

simple cells covering a local neighborhood.  In a previous study, we suggested that the appropriate 557 

strategy for constructing a boundary cell from a local population of simple cells was to (1) select a small 558 

set of simple cells (e.g. 6 cells) that were both individually informative and class-conditionally 559 

independent (see Methods for discussion of the CCI assumption); (2) evaluate the log-likelihood ratios 560 

for each of the participating simple cells, which would be the optimal functional interconnections 561 

between each simple cell and the boundary cell (according to Bayes rule); and (3) sum the LLRs and 562 

apply a fixed sigmoidal nonlinearity to compute boundary probability (Ramachandra and Mel, 2013) 563 

(Figure 1B).  The present study extends that previous work in eight ways: (1) we collected and analyzed 564 

individual LLRs for all of the simple cells at all orientations covering a 5x5 pixel neighborhood in the 565 

vicinity of a boundary cell’s RF (300 cells total); (2) we show that the idealized functional 566 

interconnections between simple cells and boundary cells depend systematically on the relative 567 

positions and orientations of the simple cell and boundary cell RFs (Figure 2) – but are relatively 568 

insensitive to the scale or aspect ratio of the simple cell receptive fields (Figure 3); (3) we developed a 569 

simple analytical model (i.e. gaussian likelihoods->quadratic LLRs) that shows how the three seemingly 570 

different types of SC-BC interaction functions – rising, falling, and bump-shaped functions – represent 571 

different ranges of the same underlying (quadratic) function class (Figure 4); (4) we show that a mixed 572 

excitatory-inhibitory, or “incitatory”, circuit motif that is known to exist in V1 is capable of producing 573 

the entire spectrum of natural image-derived SC-BC interaction functions (Figures 5,6); (5) we show 574 

that the parameters of a boundary-detecting incitation circuit can be learned by adjusting a single layer 575 

of excitatory weights (Figure 7A); (7) we show that a learned incitation circuit can improve the 576 

precision of boundary detection in the high-recall range by 43% to 121% compared to a conventional 577 
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simple cell model (Figure 7C); and (8) by “reading out” the weights of the learned incitation circuit, we 578 

show that the simple cell-boundary cell interaction functions that we would expect to find in the visual 579 

cortex are not likely to be verbatim LLRs, but rather, perturbed versions due to class-conditional 580 

dependencies among simple cells whose receptive fields overlap heavily with each other.  This could be 581 

helpful in interpreting the results of future neurophysiological experiments in V1. 582 

Relationship to previous work on natural image statistics 583 

A number of previous studies have attempted to explain receptive field properties of cells in the retina, 584 

LGN and primary visual cortex in terms of natural image statistics and principles such as efficient 585 

coding, sparse coding, and independent components analysis (Barlow, 1981; Bell and Sejnowski, 1995; 586 

Laughlin, 1989; Olshausen and Field, 1996; Schwartz and Simoncelli, 2001; Zhu and Rozell, 2013). These 587 

studies have been mainly concerned with neural representation, where the goal is fast/accurate 588 

information transmission through a noisy channel, and eventually faithful image reconstruction.   In 589 

contrast, our work is primarily concerned with neural computation, where the goal is to transform the 590 

image into a more abstract shape representation that is more directly useful for guiding behavior. 591 

 592 

From a different perspective and with a different goal, Geisler et al. (2001) collected co-occurrence 593 

statistics of pre-detected local boundary elements in natural scenes, with the aim to predict human 594 

contour grouping performance.  Their measurements on natural images included the probability of 595 

finding a second boundary element in the vicinity of a first boundary element, depending on the 596 

relative offsets in position and orientation of the two elements, or whether two spatially offset 597 

boundary elements were more likely to belong to the same or different object.  Sigman et al. (2001) 598 

also studied co-occurrence statistics of pre-detected boundary elements, coming to the conclusion that 599 
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boundary elements in natural scenes tend to lie on common circles.   The goal to characterize the 600 

spatial distribution of pre-detected boundary elements in natural scenes in both of these studies 601 

contrasts with our focus here on the detection problem, that is, the problem of discriminating object 602 

boundaries from non-boundaries based on populations of simple cell responses collected from a local 603 

neighborhood in an image. Furthermore, all of the grouping statistics collected by Geisler et al. and 604 

Sigman et al. were represented as scalar values linking pairs of locations/orientations.  In contrast, our 605 

natural image analysis produces functions linking pairs of locations/orientations, which capture how a 606 

given simple cell should influence a nearby boundary cell as a part of a boundary detection 607 

computation.  Also unlike these previous studies, we use our data to constrain and to benchmark 608 

cortical circuit models. 609 

Non-monotonic cell-cell interactions have been previously reported 610 

One of our findings is that among the different types of local cell-cell interactions needed for object 611 

boundary detection in natural images, many cannot be described as "excitatory" or "inhibitory", nor 612 

can they be represented by positive or negative synaptic weights, but are instead U-shaped functions 613 

wherein cell 1 might excite cell 2 at low firing rates, reach its peak excitatory effect at intermediate 614 

firing rates, and inhibit cell 2 at high firing rates.  U-shaped functions of the opposite polarity can also 615 

occur (Figure 7B).   Should we find the idea surprising that nearby cells in the cortex act on each other 616 

non-monotonically?   617 

 618 

From one perspective, one might argue that whenever there are excitatory and inhibitory cells wired 619 

together in a circuit motif, perhaps we should be surprised if we did not find non-monotonic 620 

interactions between cells.  For example, in the "inhibition-stabilized network" model (Jadi and 621 
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Sejnowski, 2014; Ozeki et al., 2009), which accounts for a number of V1 cell response properties, "non-622 

binary" interactions between cells would almost certainly be expected to occur.  Nevertheless, there 623 

has been a historical tendency to think about cell-cell interactions in the cortex as being of a defined 624 

polarity, represented by a positive or negative scalar value, and often subject to simple geometric 625 

rules. The notion of "surround suppression", for example, reflects both of these tendencies (Adesnik et 626 

al., 2012; Cavanaugh et al., 2002; Schwabe et al., 2010).  Even as the geometric constraints governing 627 

cell-cell interactions become more intricate, such as where interconnection strength and polarity 628 

depend on distance or relative orientation, the simplification that cell-cell interactions have a defined 629 

polarity is often still relied upon.  For example, K.D. Miller's models of map development include short 630 

range excitation and medium-range inhibition (Miller, 1994); Angelucci and Bressler's models include 631 

near and far suppressive surrounds (Angelucci and Bressloff, 2006); and several studies support the 632 

idea that cortical cells affect each other laterally through bowtie-shaped "extension fields" consisting 633 

of patterned arrays of positive and negative coefficients (e.g. Bosking, Zhang, Schofield, & Fitzpatrick, 634 

1997; Field et al., 1993; W. S. Geisler et al., 2001; Kapadia, Westheimer, & Gilbert, 2000b; Li, 1999; 635 

Sigman et al., 2001).  In all of these cases, one neuron's effect on another neuron is described in terms 636 

of its scalar connection "strength".  637 

 638 

Not all functional interconnections that have been described in the cortex fit such descriptions, 639 

however.  Examples of activity-level-dependent interactions have been reported, where the strength 640 

and even polarity of the connection between cells depends on the activity levels of the sending and/or 641 

receiving cells. For example, the responses of amplitude-tuned neurons in the auditory cortex grow 642 

stronger as the sound pressure level increases up to an optimal intensity level, and then are 643 

progressively inhibited as the sound grows louder (Suga and Manabe, 1982); in V1, surround 644 
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modulation can switch from facilitating to suppressive with increasing center contrast (Ichida et al., 645 

2007; Nauhaus et al., 2009; Polat et al., 1998; Schwabe et al., 2006; Somers et al., 1998); length-tuned 646 

neurons respond best to an oriented stimulus up to a certain length, but are then progressively 647 

inhibited as the stimulus grows longer (Anderson et al., 2001); and non-monotonic modulatory 648 

interactions between a neuron’s classical and extra-classical receptive fields have been reported (Polat 649 

et al., 1998). These data, though unaccompanied by normative explanations, do support the idea that 650 

the sign and magnitude one neuron's effect on another can depend not only on the relative position 651 

and orientation of their receptive fields (in the case of vision), but also on their relative activity levels. 652 

 653 

Our paper represents a fleshing out of this type of effect, and is to our knowledge the first normative 654 

theory, parameterized by natural images, that specifies how intracolumnar cell-cell interactions may 655 

help solve a specific, biologically-relevant classification problem.  By analyzing natural image data on 656 

and off object boundaries, we showed that the local cell-cell interactions needed to solve this 657 

classification problem are not capturable by scalar weights, but are in general nonlinear functions that 658 

depend on "all of the above" – relative location, relative orientation, and relative activity levels of the 659 

sending and receiving cells.  And while such connections can only in special cases be described by 660 

scalar weights, we showed that they are easily produced by a compound E-I circuit motif (see Figure 5) 661 

that is known to exist in the cortex (Buzsáki, 1984; Isaacson & Scanziani, 2011; Klyachko & Stevens, 662 

2006; McBain & Fisahn, 2001; Pfeffer et al., 2013; Pouille & Scanziani, 2001; Swadlow, 2002; Wehr & 663 

Zador, 2003)  .  Further, we showed that the synaptic weights that control the net effect of an 664 

"incitation" motif are easily learned.  Future experiments will be needed to establish whether trainable 665 

incitation circuits are actually used to help solve the difficult natural classification problems faced by 666 

neurons in V1 and other areas of the cortex.  667 
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How could a properly parameterized incitation circuit develop? 668 

A possible extension of this work would be to address the limitation that the incitation circuit we show 669 

in Figure 7A was trained by a supervised learning rule (logistic regression), but without our providing a 670 

biologically-based account for the source of the supervision.  The original purpose of the exercise was 671 

to test whether an incitation circuit with a single layer of modifiable excitatory weights is capable of 672 

performing object boundary detection at a level comparable to an explicit Bayesian classifier.  We 673 

found this to be true (Figure 7C), suggesting that this particular Bayesian-inspired algorithm lies within 674 

the computational scope of cortical tissue.  The demonstration leaves open the question, however, as 675 

to where a supervisory signal might come from during visual development that alerts a boundary cell 676 

when an object boundary is crossing through its receptive field.  One possible source of supervision 677 

would be a population of neurons located within the same or different area that have access to 678 

different visual cues, such as cells sensitive to motion-defined boundaries.  Such cells are found at 679 

many levels of the visual system, including the retinas of salamanders (Olveczky et al., 2003); V1, V2, 680 

V3 MT and IT in the monkey (Marcar et al., 1995, 2000; Sary et al., 1995; Zeki et al., 2003); and in 681 

multiple areas of the human visual cortex (Larsson et al., 2010; Mysore et al., 2006; Zeki et al., 682 

2003).  Topographic feedback projections from motion boundary-sensitive cells in these areas to V1 (or 683 

locally within V1) could help to instruct boundary cells in V1 so that they may perform based purely on 684 

pictorial cues (i.e. when motion signals are unavailable).  685 

Limitations of the model 686 

The boundary detection computation that we have studied was inspired by Bayes rule, and is 687 

underlyingly a feedforward computation whose core operation is a sum of LLR terms (Figure 1C).  Our 688 

attempt to map this computation onto a simple, cortically plausible circuit is shown in Figure 7A, in 689 
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which a layer of simple cells with varying output nonlinearities activates both (1) a "layer" of boundary 690 

cells (though only one BC is shown); and (2) a layer of inhibitory cells, one per BC (though only one 691 

inhibitory cell is shown -- the one assigned to the one shown boundary cell).  Each inhibitory cell, in 692 

turn, acts on its associated boundary cells through a fixed connection.  Given that the circuit of Figure 693 

7A is purely feedforward, omitting local or long-range feedback connections that are known to exist in 694 

the neocortex (Angelucci et al., 2017), and furthermore omits all dynamics at the synapse, cell, and 695 

circuit levels, it falls far short of a fully elaborated cortical circuit model.  Rather, the circuit model of 696 

Figure 7A should be viewed as a demonstration that a known cortical circuit motif – the incitation 697 

motif – is capable of producing cells that superficially resemble simple cells, but are much better at 698 

detecting object boundaries in natural scenes than the standard simple cell model (Heeger 1992). A 699 

worthy long-range goal would be to fold the boundary-detection capability of a properly 700 

parameterized incitation circuit into a more comprehensive cortical circuit model that addresses a 701 

wider range of physiological phenomena (Ozeki et al. 2009; Zhu and Rozell 2013). 702 

 703 

 704 
Abbreviations 705 
 706 
SC: simple cell 707 
BC: boundary cell 708 
RF: receptive field 709 
RL: reference location 710 
LLR: log-likelihood ratio 711 
sLLR: shifted log-likelihood ratio 712 
CCI: class conditional independence 713 
PR: precision-recall 714 
 715 
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Figure 1. Calculating boundary probability from natural images using Bayes’ rule. (A) The boundary 

detection problem can be encapsulated by the question and answers shown; ~30,000 natural image 

patches were classified in this way.  Dashed box indicates a “reference location” where a boundary 

might appear. Patches shown during labelling were 20x20 pixels. (B) 3 (of many) oriented linear filters 

with responses f1, f2, f3 are shown in the vicinity of the RL. Filters kernels consisted of two rows of 

values as follows 0.25 * {+1, +1, +1, +1; -1, -1, -1, -1}, or the rotated equivalent (using bilinear 

interpolation). (C) Under the assumption that filters are class-conditionally independent (see 

Methods), Bayes’ rule gives an expression for boundary probability in terms of individual filter log-

likelihood ratios (LLRs) (colored terms in denominator). (D) Measured filter values are passed through 

their respective LLR functions, and the results are summed and passed through a fixed sigmoidal “f-I 

curve” to yield boundary probability. 
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Figure 2. Computing LLRs from natural images. (A) Filter responses from 30,000 labeled image patches 

potentially containing boundaries at the RL (dashed box) were separately histogrammed for “yes” (red) 

and “no” (blue) cases. Yes (no) cases were those with confidence scores of 4 and 5 (1 and 2).  A subset 

of filter histograms is shown for 7 orientations and 5 vertical positions (centered horizontally). (B) By 

dividing the yes and no distributions and taking logs, one obtains the LLRs. (C) Full set of 300 LLRs 

reveals a regular pattern over orientation and location. Cases grouped within each subplot are for 5 

horizontal shifts (indicated by black dots at top). Many LLRs are non-monotonic functions of the filter 

values. 
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Figure 3.  The basic pattern of LLRs forms is conserved across different filter spatial profiles. LLRs 

were generated for each of the filter profiles shown on the left (2x6, 2x8, 4x8, and 6x8 pixels). The 

overall spectrum of LLR shapes remains similar for the different cases.  
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Figure 4. Interpreting the LLRs as cell-cell interaction functions. (A) Modelling the “yes” and “no” 

distributions as gaussians (left panel) leads to parabolic LLRs (middle panel). In order to interpret the 

LLRs as cell-cell interactions functions, we perform two additional processing steps: (1) When a simple 

cell is inactive, it should not influence the boundary cell; this is accomplished by shifting the LLR to 

have zero output (y=0) when the input is zero (x=0).  (2) Simple cells cannot have negative firing rates, 

and so the left halves of the LLRs, corresponding to negative simple cell firing rates, are discarded 

(these cases are handled by an opponent SC whose RF is identical but with the ON and OFF subfields 

reversed). This produces the curves in the right panel; sLLR stands for “shifted LLR”. (B) The full set of 

LLR interactions processed in this way. Many of them are non-monotonic, indicating that that simple 

cell should have a non-monotonic effect on the boundary cell. The plots corresponding to the three 

LLRs modelled in (A) are marked with asterisks.  
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Figure 5. Fitting simple cell–boundary cell interactions (LLRs) with a difference of sigmoids 

representing separate E and I effects. (A) Each of the three sLLRs shown can be parametrized by an 

incitatory circuit. The circuits implementing the red and green sLLRs involve pure excitation and 

inhibition, special cases of incitation, while that of the orange sLLR involves a nontrivial combination of 

both excitation and inhibition. (B) E (red) and I (blue) sigmoidal curves were optimized by manipulating 

their thresholds, slopes and asymptotes so that their difference fit the corresponding LLR shown in (C). 

(C) LLR fits are shown in color, on top of the 5-curve groups from Figure 2C shown in light grey. (D) E 

and I sigmoids from b are collected across orientations within each subplot, showing smooth 

progressions of sigmoid parameters.  (E) Plots show gains for the E and I interaction components.  For 

groups of simple cells horizontally centered at the RL, excitation delivered to the boundary cell 

becomes weaker and inhition grows stronger as the neighbor’s orientation deviates from the reference 

orientation.  
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Figure 6. Circuit-level predictions depend only weakly on the choice of parameters representing the 

excitatory and inhibitory component curves. Related to Figure 5. Three roughly similarly performing 

models are shown. (A) Excitatory (red) and inhibitory (blue) curve components (left) and resulting LLR 

fit (right) are shown for each model. Fit quality is comparable across all three models, and the original 

model shown in Figure 5C. (B) Despite having different E-I curve shapes, all three models show the 

same basic trends in the progression of excitation and inhibition as a function of orientation and 

vertical offset from the RL.  (C) Summarizing each E and I curve with a single gain parameter shows a 

similar pattern for the three models.   
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Figure 7. Simple cell-boundary cell interactions can be learned by a biologically plausible synaptic 

plasticity rule. (A) Each oriented filter was represented by a population of 8 simple cells, each with a 

different fixed i/o nonlinearity. Nonlinearities were sigmoids, 𝑦 = 4

4MHnoW∑ pFqFF nrY	,	with threshold 𝑡 set 

at 8 evenly spaced values between -6 and 35. The learning rule used to adjust the weights from each 

simple cell onto the inhibitory and boundary cell was: 𝛥𝑤C = ±𝜂(𝑡 − 𝑦)𝑥C, where 𝑡 is the “training 

signal” (1 for boundary, 0 for no boundary), 𝑦 is the response of the boundary cell, 𝑥C  is the response of 

the 𝑖`i simple cell, 𝜂 is the learning rate, and the positive (negative) sign was used for the boundary 

(inhibitory) cell. In the context of our model, this learning rule is mathematically equivalent (up to a 

transient initial difference in the learning rate parameter 𝜂) to a learning rule which constrains all 

weights to be positive. (B) To determine the net effect of each filter on the boundary cell (for 

comparison to the LLRs), the underlying linear filter value was increased from 0 to 1 while holding all 

other inputs constant, and the weighted sum of the 8 associated simple cells was plotted (colored 

curves).  Black dashed curves are averaged LLRs from Figure 2C. The gray bar in each plot represents 

the weight that the BC puts on that group of 5 colored curves (C) Precision-recall curves (on held out 

data) for the learned boundary cell (red) and weighted sum of LLRs (essentially the explicit Bayesian 

approach illustrated in Figure 1B and C, but with adjustable weights) (green) are very similar, indicating 

that the learned neural circuit behaves in accordance with the theoretical prediction. A pure sum of 

300 filter LLRs is shown in orange. The lower blue PR curve shows that by comparison, a single oriented 

simple cell at the RL is a poor detector of natural object boundaries. 
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Figure 8. The incitation circuit learns LLRs when the filters are class-conditionally independent. (A) 

We selected several pairs of filters and fitted either 2 separate incitation circuits, one for each filter 

(left), or one circuit with both inputs (right). (B) (Top) Filter pairs ranged from very different (left and 

right) to very similar or identical (middle) filters. (Middle row) Scatter plots of joint filter responses for 

boundary (red) and non-boundary (black) image patches. (Bottom) When filters were fit separately, the 

learned incitation functions (solid curves) were nearly identical to the filters’ LLR curves (dashed). 

When the filters were fit jointly, pairs with very similar filters no longer learned LLR functions due to a 

breakdown of CCI.  
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Figure 9. Boundary cell responses to parametric and natural stimuli resemble simple cell responses. 

To compute BC responses, the weighted sum of LLRs model (orange PR curve in Figure 7C) was used. 

(A) Spike-triggered average stimulus computed by averaging natural image stimuli weighted by their 

evoked boundary cell response. (B) Response of a boundary cell to a grating presented at different 

phrases. The boundary cell is simple cell-like in that it is sensitive to polarity, responding to only half of 

all phases. (C) Orientation tuning curve to the same grating. At each orientation, responses were 

averaged over all phases of the grating. The resulting tuning curve is similar to those obtained for 

simple cells in V1. (D) Patches with fixed surround contrast (normalizer value) and varying center 

contrast were selected and presented at 15° increments to the boundary cell. For a fixed surround 

contrast, center contrast increases cell response without increasing tuning width, a hallmark of 

contrast invariant orientation tuning found in V1 simple cells (full width at half height for high contrast 

stimuli (red curve) is 43.6°, and for low contrast stimuli, 39.2°).   
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Figure 10. Distinguishing linear filter responses from boundary probability responses. To determine 

whether a given cell is computing linear contrast or boundary probability, it is necessary to use a 

stimulus set which dissociates these two measures. Roughly speaking, what is needed are stimuli 

whose linear filter and boundary probability scores are “well spread” throughout linear filter-boundary 

probability space. (A) Plotting the two scores for all labelled patches shows that they are highly 

correlated, and that randomly selected patches are likely to lie at the lower left and upper right corners 

of this space – where linear contrast and boundary probability are either both low or high together. 

Therefore, if only these stimuli were presented to the cell, it would be difficult to know whether high 

cell responses were being driven by linear contrast or boundary probability. It would be better to 

present stimuli that are well spread over the space of the two scores (colored dots) so that cell 

responses to each variable can be assessed separately. (B) Examples of these stimuli are shown. They 

include low contrast non-edges (purple cases), high contrast non-edges (blue cases), low contrast 

edges (green cases), and high contrast edges (red cases).  
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Appendix 1: Logistic regression learns LLRs assuming CCI 
 
We are interested in estimating the probability of some event 𝑦, in this case whether a patch contains 
a boundary, from input features 𝑥⃗, in this case the responses of several simple cells. Logistic regression 
builds a model of 𝑝(𝑦|𝑥⃗) by assuming that the output probability is a sigmoid function of a linear 
combination of the features: 

𝑝̂(𝑦|𝑥) = σ(𝑤z𝑥⃗) =
1

1 + 𝑒U{|T⃗
 

 
The goal of learning is to pick weights 𝑤 that minimize the expected cross entropy between the true 
and model probabilities: 

𝑤∗ = argmin{ −~𝑝(𝑥⃗)~𝑝(𝑦|𝑥⃗) ln 𝑝̂ (𝑦|𝑥⃗)
GT⃗

 

= argmin{ −~𝑝(𝑥⃗)~𝑝(𝑦|𝑥⃗) ln
𝑝̂(𝑦|𝑥⃗)
𝑝(𝑦|𝑥⃗)

GT⃗

−~𝑝(𝑥⃗)~𝑝(𝑦|𝑥⃗) ln 𝑝 (𝑦|𝑥⃗)
GT⃗

 

 
The left term is the KL divergence between the true and model distributions, and the second term is 
constant with respect to the weights, and can be ignored. Our objective is then 

𝑤∗ = argmin{𝐷��W𝑝(𝑦, 𝑥⃗)||𝑝̂(𝑦, 𝑥)Y 
  
This is minimized when the model distribution 𝑝̂ matches the true distribution 𝑝 . To see that under the 
assumption of class conditional independence, learning the LLR functions achieves this minimum, 
observe 

𝑝̂(𝑦, 𝑥⃗) = 𝑝(𝑥⃗)𝑝̂(𝑦|𝑥⃗) = 𝑝(𝑥⃗)σW𝑓(𝑥⃗)Y 
 
Where 𝑓(𝑥⃗) = 𝑤z𝑥⃗. Further, class conditional independence implies 

𝑝(𝑦|𝑥) =
𝑝(𝑦)𝑝(𝑥⃗|𝑦)

𝑝(𝑦)𝑝(𝑥|𝑦) + 𝑝(𝑦�)𝑝(𝑥⃗|𝑦�)
=

1

1 + 𝑝(𝑦�)𝑝(𝑥⃗|𝑦�)𝑝(𝑦)𝑝(𝑥⃗|𝑦)

= σ�− log
𝑝(𝑦�)𝑝(𝑥⃗|𝑦�)
𝑝(𝑦)𝑝(𝑥⃗|𝑦)� 

= σ�− log
𝑝(𝑦�)
𝑝(𝑦) +~log

𝑝(𝑥C|𝑦)
𝑝(𝑥C|𝑦�)C

� = σ�− log
𝑝(𝑦�)
𝑝(𝑦) +~𝐿𝐿𝑅C(𝑥C)

C

� 

 
so that the objective can be written 
 

𝑤∗ = argmin{𝐷�� �𝑝(𝑥⃗)σ�− log
𝑝(𝑦�)
𝑝(𝑦) +~𝐿𝐿𝑅C(𝑥C)

C

�		||			𝑝(𝑥⃗)σW𝑓(𝑥⃗)Y� 

 
 
One can see by inspection that the two distributions will be equal and the objective will be minimized 
when 

𝑓(𝑥⃗) = − log
𝑝(𝑦�)
𝑝(𝑦) +~𝐿𝐿𝑅C(𝑥C)

C

 

that is, when the classifier simply combines the filter values by passing them through their LLR 
functions and summing the result.  
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Now consider the problem of learning the optimal weights through gradient descent using a dataset of 
N input-output pairs. Call the 𝑖`i input patch 𝑥(C) and the 𝑖`i output label 𝑦(C). Label non-boundaries 
𝑦C = −1 and boundaries 𝑦C = 1. The cost function, gradient, and Hessian can be written 

𝐽 =
1
𝑁~ln �1 + 𝑒UG(�){|T(�)�

�

 

∂𝐽
∂𝑤C

=
1
𝑁~

−𝑦(�)𝑥C
(�)

1 + 𝑒UG(�){|T(�)
�

 

∂5𝐽
∂𝑤C ∂𝑤�

=
1
𝑁~

𝑥C
(�)𝑥�

(�)

W1 + 𝑒UG(�){|T(�)Y
5

�

 

 
If we collect all of the input patches 𝑥(�) into the rows of the matrix 𝑋 , the Hessian can be written 
simply as  

∂5𝐽
∂𝑤 ∂𝑤z = 𝑋z𝐷𝑋 

 

Where 𝐷 is a positive diagonal matrix with entries 𝐷�� = �1 + 𝑒UG(�){|T(�)�
U5

. First, note that the 

Hessian is positive semidefinite since 𝑣z𝑋z𝐷𝑋𝑣 = �X√𝐷𝑋𝑣X�
5
≥ 0 for all 𝑣. In fact, assuming that none 

of the 𝐾 simple cells is expressible as a linear combination of the others (generically true if the input 
cells have distinct filter kernels) it is positive definite: 𝑋 will have 𝐾 linearly independent columns, 
implying that 𝑋𝑋z  has K strictly positive eigenvalues. Because 𝐷 is positive, √𝐷 is also positive and has 
full rank, so √𝐷𝑋𝑋z√𝐷

z
will also have K strictly positive eigenvalues. Each nonzero eigenvalue of 

√𝐷𝑋𝑋z√𝐷
z

is also an eigenvalue of 𝑋z√𝐷
z
√𝐷𝑋 = 𝑋z𝐷𝑋. Therefore, the Hessian 𝑋z𝐷𝑋 has K strictly 

positive eigenvalues. But the Hessian has dimensions (K,K) , so it is positive definite. This implies the 
cost function 𝐽 is strictly convex, and that gradient descent converges to the unique minimum which, 
given the argument above, is the LLR solution.  
 
 
  

.CC-BY-NC 4.0 International licensea
certified by peer review) is the author/funder, who has granted bioRxiv a license to display the preprint in perpetuity. It is made available under 

The copyright holder for this preprint (which was notthis version posted January 21, 2020. ; https://doi.org/10.1101/436949doi: bioRxiv preprint 

https://doi.org/10.1101/436949
http://creativecommons.org/licenses/by-nc/4.0/

