bioRxiv preprint doi: https://doi.org/10.1101/463265; this version posted November 5, 2018. The copyright holder for this preprint (which was
not certified by peer review) is the author/funder, who has granted bioRxiv a license to display the preprint in perpetuity. It is made available
under aCC-BY-NC-ND 4.0 International license.

Towards a post-clustering test for differential expression

Jesse M. Zhang, Govinda M. Kamath, and David N. Tse *

Dept of Electrical Engineering, Stanford University, Stanford, CA, USA

5 November 2018

Abstract

Single-cell technologies have seen widespread adoption in recent years. The datasets gen-
erated by these technologies provide information on up to millions or more individual cells;
however, the identities of the cells are often only determined computationally. Single-cell com-
putational pipelines involve two critical steps: organizing the cells in a biologically meaningful
way (clustering) and identifying the markers driving this organization (differential expression
analysis). Because clustering algorithms force separation, performing differential expression
analysis after clustering on the same dataset will generate artificially low p-values, potentially
resulting in false discoveries. In this work, we introduce the truncated normal (TN) test, a
test based on the truncated normal distribution that significantly corrects for this problem.
We present a data-splitting-based framework that leverages the TN test to return reasonable p-
values for arbitrary clustering schemes. We demonstrate the efficacy of our solution on simulated
and real datasets, and we provide our code at https://github.com/jessemzhang/tn_test.

1 Introduction

In recent years, single-cell technologies have accelerated basic biology research, shedding light on
a wide variety of biological phenomena. Modern advances in single-cell technologies can cheaply
generate genomic profiles of up to millions of individual cells [1, 2, 3, 4, 5]. Depending on the type
of assay, these profiles can describe cell features such as RNA expression, transcript compatability
counts [6], epigenetic features [7], or nuclear RNA expression [8]. Because the cell types of individual
cells often cannot be known prior to the computational step, a key step in single-cell computational
pipelines [9, 10, 11, 12, 13] is clustering: organizing individual cells into biologically meaningful
populations. Furthermore, computational pipelines use differential expression analysis to identify
the key features that distinguish a population from other populations, for example a gene based on
its relative expression level.

Existing computational workflows often perform clustering and differential expression analysis
on the same dataset. This reusing of the same dataset is more colloquially known as “data snoop-
ing.” Because clustering algorithms force separation regardless of the underlying truth, running
differential expression on the resulting clusters will yield artificially low p-values. While several
differential expression methods exist [14, 12, 15, 16, 17, 18], as a motivating example we consider
the classic Student’s t-test introduced in 1908 [19]. We note that none of these tests correct for
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Figure 1: Artificially low p-values due to clustering. Although the 500 samples are drawn from the
same N (u, 1) distribution, our simple clustering approach will always generate two clusters that
seem significantly different under the t-test. In this work, we explore an approach for correcting
the selection bias due to clustering. In other words, we attempt to close the gap between the blue
and green curves in the rightmost plot. We introduce the TN test, which generates significantly
more reasonable p-values.

the data snooping problem as they were not designed to account for the clustering process. The
t-test was devised for controlled experiments where the hypothesis to be tested was defined before
the experiments were carried out. For example, to test the efficacy of a drug, the researcher would
randomly assign individuals to case and control groups, administer the placebo or the drug, and
take a set of measurements. Because the populations were clearly defined a priori, so was the null
hypothesis. Therefore, a t-test would yield valid p-values. In other words, under the null hypothesis
where no effect exists, the mean measurement should be the same across the two populations, and
the p-value should be uniformly distributed between 0 and 1.

For single-cell analysis, however, the populations are often obtained after the measurements are
taken, via clustering, and therefore we can expect the t-test to return significant p-values even if
the null hypothesis was true. Figure 1 shows how a measurement, such as expression of a gene, is
deemed significantly different between two clusters even though all samples came from the same
normal distribution. The clustering introduces a selection bias that would result in several false
discoveries if uncorrected.

In this work, we introduce the truncated normal (TN) test, an approximate test based on the
truncated normal distribution that corrects for a significant portion of the selection bias generated
by clustering. We condition on the clustering event using the hyperplane that separates the clusters.
By incorporating this hyperplane into our null model, we can obtain a uniformly distributed p-value
even in the presence of clustering. To our knowledge, the TN test is the first test to correct for
clustering bias while addressing the differential expression question: is this feature significantly
different between the two clusters? For the rest of this work, we assume that the feature of interest
is some gene expression level.

We then proceed to provide a data-splitting based framework that allows us to generate valid
p-values for differential expression of genes for clusters obtained from any clustering algorithm.

The TN test was motivated by existing theory in selective inference [20, 21]. Additionally, the
TN test can be used to determine whether or not a clustering is significant, an area where existing
tests [22, 23] have also demonstrated promising results.
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2 Methods

2.1 Clustering model

To motivate our approach, we consider the simplest model of clustering: samples are drawn from
one of two clusters, and the clusters can be separated using a linear separator. As we later show,
the linear separability assumption is often true for high-dimensional datasets such as single-cell
datasets. For the rest of this section, we assume that the hyperplane a is given and independent
from the data we are using for differential expression analysis. For example, we can assume that
in a dataset of n independent and identically distributed samples and d genes, we had set aside
n1 samples to generate the two clusters and identify a, thus allowing us to classify future samples
without having to rerun our clustering algorithm. We run differential expression analysis using the
remaining no = n—ny samples while conditioning on the selection event. More specifically, our test
accounts for the fact that a particular a was chosen to govern clustering. We will later demonstrate
empirically that the resulting test we develop suffers from significantly less selection bias.

For pedagogical simplicity, we start by assuming that our samples are 1-dimensional (d = 1)
and our clustering algorithm divides our samples into two clusters based on the sign of the (mean-
centered) observed expressions. Let Y represent the negative samples and Z represent the positive
samples. We assume that our samples come from normal distributions with known variance 1 prior
to clustering, and we condition on our clustering event by introducing truncations into our model.
Therefore Y and Z have truncated normal distributions due to clustering:

fy(yspr) = \/Lexp <—1(y _ M)?) Ily < 0)

2 2 ®(—pr)
(NI 0)
fateinn) = = exp (5 — ) T2

Here, the I terms are indicator functions denoting how truncation is performed, and the ®
terms are normalization factors to ensure that fy and f7 integrate to 1. ® represents the CDF of
a standard normal random variable. p; and pugr denote the means of the untruncated versions of
the distributions. We want to test if the gene is differentially expressed between two populations
Y and Z, i.e. if uy = ug.

2.2 Derivation of the test statistic

The joint distribution of our n samples of Y with our m samples of Z can be expressed in exponential
family form as

fyv,z(y, 2z 1p, pr) = exp (urny + prmz — Y(pr, ur)) h(y, 2),

where 3 and Z represent the sample means of Y and Z, respectively. v is the cumulant generating
function, and A is the carrying density. Please see the Appendix for more details. To test for
differential expression, we want to test if u;, = pp, which is equivalent to testing if pp — pur = 0.
With a slight reparametrization, we let § = (ug — 1r)/2 and p = (ur + pr)/2, resulting in the
expression:

fy.z(y, z; i, 0) = exp (M(ngj +mz) + 0(mz — ny) — ¢’ (i, 9)) h(y, z).
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Algorithm 1 1D TN test when variance = 1 and clustering is performed based on sign of expression
Input: Two groups of samples Y, Z
Output: p-value

1. Using maximum likelihood, estimate ur, ur, the mean parameters of the truncated Gaussian
distributions

2. To obtain the null distribution, set pur, = pr = (ur + pr)/2, then obtain estimates of
Wy, b7, 052,, a%, the means and the variances of truncated distributions

3. Perform an approximate test with the statistic
m(z — pz) — n(y — py)
\/mo%, + nod

where m and n represent the number of samples of Z and Y, respectively. This statistic is
approximately N (0, 1) distributed.

We can test design tests for § = 0y using its sufficient statistic, mz —ny [24]. From the Central
Limit Theorem (CLT), we see that the test statistic

m(z — pz) —n(y — py) CLT

/ 2 2
moy +noy

Intuitively, this test statistic compares mz — ny, the gap between the observed means, to
muyz — niy, the gap between the excepted means. For differential expression, we set g = 0.
Because uy, MZ,U%,U% under the null u; = pugr are unknown, we estimate them from the data
by first estimating p; and pgr via maximum likelihood. Although the estimators for p; and ug
have no closed-form solutions due to the ® terms, the joint distribution can be represented in
exponential family form. Therefore the likelihood function is concave with respect to pr and pr,
and we can obtain estimates fir,ir via gradient ascent. We then set 4 = (fir + fir)/2. This
procedure is summarized in Algorithm 1. We note that approximation errors are accumulated from
the CLT approximation and errors in the maximum likelihood estimation process, and therefore
the limiting distribution of the test statistic should have wider tails. Despite this, we show later
that this procedure corrects for a large amount of the selection bias.

0,1).

2.3 TN test for d dimensions and unknown variance

In this section, we generalize our 1-dimensional result to d dimensions and non-unit variance. Our
samples now come from the multivariate truncated normal distributions

) _ 1 ox I S DA I(aTy < 0)

fy (yine, 2) = D] p( 5 —ne) By m)) o (i) (_ GZ#ELJ
1 1 _ I(aTz > 0)
ZiUR, X)) = ————exp | —=(z — Ty=1(z - e
fz2(z pg, X) D] p( 5(z = HRr) X7 MR)) q)( “Zﬁ;)
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Figure 2: Overview of the TN test with 1000 samples drawn independently from a unimodal Gaus-
sian distribution. Genes 1 and 2 are drawn independently from A/(0.5,1) and A/ (0, 1), respectively.
Analysis framework. The samples are split into two datasets. An arbitrary clustering algorithm
is performed on dataset 1, and a hyperplane is fitted to the cluster labels. The hyperplane, which
is independent from dataset 2, is then used to assign labels to dataset 2. Differential expression
analysis is performed on dataset 2 using the TN test, which requires knowledge of the hyperplane
to correct for selection bias introduced by the clustering event. TN test. pr and pp are the
means of the untruncated normal distributions that generated ¥ and Z. The covariance matrix
is assumed to be diagonal and equal across the two untruncated distributions, and o2 represents
the diagonal entries along the matrix. Separating hyperplane a is assumed to be given, but can be
estimated from a held-out portion of data using a support vector machine. Under the t-test, the
p-values obtained for dataset 2’s genes 1 and 2 are 5.3 x 10788 and 1.0 x 1075, respectively.

where ur,pur, > denote the means and covariance matrix of the untruncated versions of the
distributions. We assume that all samples are drawn independently, and X is diagonal: ¥;; = a? if
t = j else ¥;; = 0. The joint distribution of our n samples of Y with our m samples of Z can be
expressed in exponential family form as

1 _ _
oty zim) = exp =gl (Il 1el3) + g + e — 60 ) )
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Algorithm 2 TN test
Input: Two groups of samples Y, Z, a separating hyperplane a
Output: p-value

1. Using maximum likelihood, estimate the mean and variance parameters of the truncated
Gaussian distributions on either side of the hyperplane: ur, ur, >

2. For gene g, obtain the marginal distributions fy, (yy), fz,(24) under the null (i.e. setting
nrg = PRy = (BLg + [iRg)/2)

3. Using numerical integration, obtain estimates of py,, pz,, a%,g, U%g, the means and the vari-
ances of fy, (yg) and fzg(zg)

4. Perform an approximate test with the statistic
m(zg — piz,) — n(Jg — piv,)

where m and n represent the number of samples of Z and Y, respectively.

where 1 is the cumulant generating function, h is some carrying density, and ||-|r denotes the
Frobenius norm. The natural parameters 11,72, 7n3 are equal to

1/of
m=1 : |, m=%"w, m=%""ur
1/o},
To test differential expression of gene g, we can test if 12, = 734, which is equivalent to testing

Krg/ 03 = URg/ ag Or firg = [tRg- In similar spirit to the 1-dimensional case, we perform a slight
reparameterization, letting 6, = (135 — 124)/2 and g = (129 + 134)/2:

fY,Z(yaZ)
77? 2 2
— — — — — — !
= exp | —-(llyllz + [l=[[F) + > (2 + n3mZ;) + pig(nfly + mZg) + 0g(mzZg — ngg) — ' | h.
J#g

We again design tests for 0, using its sufficient statistic, mz,; — ny,:

m(zg — pz,) — n(Yg — Hy,) CLT N
A /mo’%g + no*}%g

During the testing procedure, we want to evaluate if §, = 0 (i.e. if gene g has significantly
different mean expression between the two populations). With §, = 0 as our null hypothesis, we
compute the corresponding parameters pz,, uyg,cr%g, 0}2/9 under the null, allowing us to evaluate
the probability of seeing a T'N statistic at least as extreme as the one observed for the actual data.

Like in the 1-dimensional case, we use maximum likelihood to estimate 1y, 72, and 73, leveraging

the fact that the likelihood function is concave because the joint distribution is an exponential

TN = (0,1).
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family. After estimating the natural parameters, we can easily recover 3, ur, and pug. To obtain
estimates for piz,, pry, , a%g,a%g under the null, we first set pry = prg = (trg+ 1Rg)/2. We then use
numerical integration to obtain the first and second moments of gene ¢g’s marginal distributions:

1 2
—gYg — azg,uLﬁg exp <_@(yg - NLg) )

\/Zi;ég a;0; Y RN [97 02
VIl a3o? !
1 2
fz,(2g) = ® ag7g +alopR—g | P (‘@%‘”Rg))
g\~g/) —

1=1"i"1

Zi;ég azzazz P aTup 2w 02
Zd a20.2 g

The TN test procedure is summarized in Algorithm 2 and Figure 2. More details regarding the
above derivations are given in the Appendix.

2.4 TN test for p-value correcting with arbitrary clustering

Algorithm 3 Clustering and TN test framework
Input: Samples X
Output: p-value

1. Split X into two partitions X1, Xo

2. Run your favorite clustering algorithm on X; to generate labels, choosing two clusters for
downstream differential expression analysis

3. Use X7 and the labels to determine a, the separating hyperplane (e.g. using an SVM)
4. Divide X5 into Y, Z using the obtained hyperplane

5. Run TN test using Y, Z, a

We describe a full framework (Figure 2) for clustering the dataset X and obtaining corrected
p-values via the TN test. Using a data-splitting approach, we run an arbitrary clustering algorithm
on one portion of the data, Xi, to generate 2 clusters. For differential expression analysis, we
estimate the separating hyperplane a using a linear binary classifier such as the support vector
machine (SVM). This hyperplane is used to assign labels to the remaining samples in X», yielding
Y and Z. Finally, we can run a TN test using Y, 7, and a. This approach is summarized in
Algorithm 3. Note that in the case of kK > 2 clusters, we can assign all points in X» using our
collection of (’5) hyperplanes.
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Figure 3: Results on simulated data drawn from truncated normal distributions. a. 500 samples
are drawn from the same distribution, and genes 1 and 2 are drawn from N(0.5,1) and N (0, 1),
respectively. The clustering step splits the dataset into groups of 156 and 344 samples, and a exactly
captures the clustering rule. We see that although neither gene is differentially expressed in the
underlying distribution, the t-test consistently returns small p-values across 100 simulation runs.
We present four version of the TN test, all of which significantly correct for the clustering step.
52 indicates that the variance was unknown and therefore estimated from the data. @ indicates
that the hyperplane was estimated from a held-out 10% of the samples using an SVM. b. The
experiment from a is repeated except gene 1 is drawn from a N (—1,0) distribution instead. The
number of samples in each group and the separating hyperplane remain the same. c. We explore
how the minimum p-value across genes change with d, the number of genes. For a particular
number of genes, 200 samples are drawn from a N(0, I) distribution, and a is chosen randomly.
This simulation is repeated 10 times for each value of d. « indicates the chosen level of significance.
d. For d = 500, we run a 200-sample simulation experiment (100 in each cluster) where 10 genes
are differentially expressed. 10 values of puy were set to -1, and the corresponding entries in ug
were set to 1. All other entires of iz, up were set to 0, and o2 = 1.
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3 Results

3.1 Performance on simulated truncated normal data

We first explore the performance of our proposed method on synthetic data sampled from normal
distributions prior to clustering, resulting in data sampled from truncated normal distributions
post-clustering. Figure 3a shows results for the 2-dimensional case where no differential expression
should be observed (the untruncated means of both clusters are identical). The covariance matrix
is identity and we let 02 denote the diagonal entries of the matrix. Note that for this example, gene
1 needs a larger correction factor than gene 2 because the separating hyperplane is less aligned
with the gene 1 axis. We see that when both the variance ¢ and separating hyperplane a are
known, the TN test completely corrects for the selection event. As we introduce more uncertainty
(i.e. if we need to estimate o2 or a or both), the correction factor shrinks; however, the gap is still
significantly better than for the t-test case. To estimate a, we fit a linear regression model to 10%
of the dataset, and we work with the remaining 90% of the dataset after relabeling it based on our
estimate of a. Figure 3b repeats the experiment for the case where gene 1 is differentially expressed.
The TN test again corrects for the selection bias in gene 2, but we still obtain significant p-values
for gene 1 though not nearly as extreme as for the t-test case. We also observe a general loss of
statistical power if we need to estimate 0% or a. Loss of statistical power is visualized in Figure 3b
as a shift of the empirical CDF (ECDF) left towards larger p-values. For example, if we need to
estimate a, our dataset used for differential expression grows smaller, and therefore the test loses
some power.

Figure 3c extends the above result to greater values of d, the total number of genes. For each
value of d, samples are drawn from the same N (0, ) distribution, and the separating hyperplane
is randomly chosen. We see that as we increase d, the minimum TN test p-value across all d
genes exactly follows the family-wise error rate (FWER) curve. FWER represents the probability
of making at least 1 false discovery, and naturally increases with d, the number of tests we do.
This highlights the validity of the TN test, which is behaving as expected when samples are drawn
from the null distribution. In comparison, the t-test returns extreme p-values especially for lower
values of d. As d increases, however, the marginal distributions become roughly normal, and the
selection bias incurred by our simple clustering approach disappears. While the TN test provides
less gain in higher (> 200) dimensions, we note that for real datasets, cluster identities are often
driven by an effectively small amount of genes. Cell identities are not driven by a large amount of
independent features, and this is why several single-cell pipelines perform dimensionality reduction
before clustering.

We also simulate date from underlying distributions where differential expression should be
observed. Figure 3d shows that the TN test assigns low p-values to differentially expressed genes
and high p-values to the other genes.

3.2 Performance on single-cell RNA-Seq data

We consider the peripheral blood mononuclear cell (PBMC) dataset of 2700 cells generated using
recent techniques developed by 10x Genomics [4], and this dataset was also used in a tutorial
for the Seurat single-cell package [9]. Figure 4a shows the result of processing the dataset using
Seurat, which preprocesses the dataset before running a graph-based clustering algorithm [25, 26,
27] yielding 9 clusters.
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Figure 4: TN test on subset of 2700-cell PBMC dataset. a. t-SNE plot of the 2700 PBMC dataset
colored by clusters found using Seurat [9]. b. The analysis pipeline in Figure 2 is run on the cells
in clusters 0 and 1 to generate TN test p-values. The Seurat clustering pipeline is used to recover 2
clusters on dataset 1, half of the 1151 cells, and seven differential expression methods provided by
Seurat (see Appendix for details) are also run on dataset 1. c. The expression profile of two genes
across all 1151 cells with the new labels are shown: S100A4, the most significant gene according to
several tests, and B2M, a gene corrected by the TN test. d. State-of-the-art single-cell clustering
pipelines such as Seurat can generate different clustering results on the same cells.

We restrict our attention to clusters 0 and 1 and run the analysis framework described by
Figure 2. With 579 and 572 cells in clusters 0 and 1, we randomly split the pool of 1151 cells
in half into datasets 1 and 2. We recluster dataset 1 using Seurat, using clustering parameters
that would result in 2 clusters. We use SVM to obtain a hyperplane that perfectly separates the
two clusters, and we use this hyperplane to assign labels to samples in dataset 2. We subsequently
perform a TN test using the hyperplane and dataset 2. To compare the TN test to methods that do
not account for clustering bias, we run the entire Seurat pipeline (including differential expression
analysis) on dataset 1. Seurat offers several differential expression approaches, and for each of 7
of the approaches (see Appendix for more details), we compare the obtained p-values to the TN
test p-values. Figure 4b shows while the TN test agrees with the 7 differential expression tests on
several genes (e.g. S100A4), it also disagrees on some other genes. The gene with the most heavily
corrected p-value was B2M. While several of the Seurat-provided tests would detect a significant
change (p < 1072°), the TN-test accounts for the fact that this difference in expression may be due
to a clustering artifact (p = 2.2 x 10719). Figure 4c shows the expression profiles of S10044 and
B2M for all 1151 cells with new labels, highlighting how the detected difference for S100A4 may
actually be significant while the detected difference for B2M may have been induced by clustering.

We also note that state-of-the-art single-cell clustering pipelines such as Seurat can generate
different clustering results on the same dataset (Figure 4d). Importantly, different clustering results
imply different null hypotheses when we reach the differential expression analysis step, which further
undermines the validity of the “discovered” differentiating markers. Although data splitting reduces
the number of samples available for clustering, we see that sacrificing a portion of the data can
correct for biases introduced by clustering. Additionally, we note that the method we propose here
allows arbitrary clustering schemes to be used on the first portion of the dataset but restricts to
only linear separators on the second portion of the dataset. In high dimensions, we can obtain
linear separators for most clusters found in practice.
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