


(a) t=260 (b) t=280 (c) t=300

Figure 15: Tumours use oxphos metabolic pathways to resist targeted inhibition

of glycolytic pathways by BRAFi and MEKi therapies. Shown are the phenotypic

distribution (1st row ); the spatio-phenotypic surface distributions (2nd row ); and spatial

distribution (3rd row ) of the cellular population. The spatial distribution of the ECNE, with

colour-bar, is also shown (4th row ), for completeness and in order that one can place the

tumour within its environmental context. All figures are given at times t 2 f 260; 280; 300g

within subfigures (a), (b), and (c) respectively. Within the surface plots, the colours represent

surfaces of approximately equal concentrations within the spatio-phenotypic context of the

cell gradiated from lowest to highest concentration as purple, blue, green, then yellow.

where a red encircled 2 in the upper right-hand corner of a graphic shall signify

that the tumour is under MEKi treatment (Fig. 12–15).
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Observe, then, that in the initial growth phase (Fig. 12a) the cell popula-780

tion is tightly associated with a glycolytic metabolic state and that its spatial

composition is compact, whilst during the sensitivity phase (Fig. 12b) the cell

population begins to diverge from this behaviour and cells may be spatially

observed further afield. Moreover, and throughout this phase, one can observe

the degeneration of the narrow peak, during the initial growth phase (Fig. 12a,785

1st row), into a larger metabolic distribution centred at the same position as

this initial peak (Fig. 12b, 1st row). The increase in variance of the metabolic

distribution is as a result of the diversification of metabolism under stressed

conditions, whereas the displacement of the mean towards a resistant oxphos

population (Fig. 12c, 1st row) is as a result of selective pressure.790

During the resistance phase, the newly oxphos population continues to pro-

liferate (Fig. 13a), whilst any glycolytic cells are induced to apoptosis. When

the drugs are washed from the tumour, however, at t = 210 one observes the

cellular population beginning to migrate monotonically towards its preferred

metabolic state (Fig. 13b, 1st & 2nd rows), ωc as observed at earlier time points795

(Fig. 12a, 1st row), before reestablishing its glycolytic phenotype y ≈ ωc = 0.2

at t = 240 (Fig. 13c). This whole process is then repeated during the second

wave of treatment (Fig. 13c, 14 & 15), with the tumour being visibly eradicated

during a process of metabolic diversification and upheaval (Fig. 14b, 14c & 15a)

before regrowing as an oxphos oriented tumour (Fig. 15b & 15c).800

In this model, one may far more clearly see that the regrowth in the tumour

is spatially correlated with the regions of highest ECNE concentrations (Fig.

12c, 3rd & 4th rows) and those regions where the cellular species will necessarily

have the greatest access to nutrients. Interestingly, this will also be the spatial

subregion in which the selective pressure is most elevated due to the presence805

of high concentrations of BRAFi+MEKi leading to the apoptosis of glycolytic

cells and selecting for a more oxphos-dependent population of cells (Fig. 12c &

13a, 2nd row).

To sum the above analysis of these results, the tumour exhibits an initially

glycolytic mode of metabolism which, through stress-induced diversification, de-810
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cays into a less defined mode of glucose metabolism. By spatially correlating

with regions of heightened nutritional content, these resistant oxphos cells are

able to outgrow their drug-induced apoptotic rate and proliferate. By removing

the drug from the tumour, and the stressor of the cell, the cellular population

attempts to reconsolidate its glycolytic state and increases its proliferative rate,815

ultimately allowing the second wave of treatment to visibly eradicate the re-

maining population of cells. Nevertheless, these cells are able to regain their

metabolic advantage and return to an oxphos state, in order to once again be-

come resistant to treatment.

820

6.3. More rapid secondary resistance wave may be explained by residual oxphos

populations

One feature of the growth, which is of great clinical significance, is that of the

increased rapidity to resistance upon the second wave of treatment (Fig. 11).

In order to understand this, notice the pattern of metabolic migration in the825

cancer cell population, towards the preferred glycolytic state, during the drug

holiday (Fig. 13). The tail on the right-hand side of the oxphos cell distribution

(Fig. 13a & 13b, 1st row) are not entirely consolidated during their backwards

migration but, rather, remain as a residual oxphos cell population (Fig. 13b,

1st row), which begin to appear upon selective degradation of glycolytic popu-830

lations (Fig. 14b, 1st row). Although these cells will migrate gradually towards

their preferred metabolic state, ωc, it could be that their lower local nutritional

value is allowing them to retain their oxphos state to a greater extent than the

remainder of the population. Under the selective pressure applied by the drug,

the glycolytic subpopulation is degraded, as it again attempts to diversify its835

metabolic status, whilst the oxphos population is free to grow (Fig. 14b, 14c,

& 15, 1st & 2nd rows), eventually replacing the glycolytic population as the

dominant population within the tumour (Fig. 15b & 15c).

One may also clearly observe the difference in the spatio-structural distri-

butions 20 days posterior to the first wave of treatment (Fig. 12b, 2nd row) in840

comparison to 20 days posterior to the second (Fig. 15a, 2nd row). After the
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first wave of treatment, the tumour having never been exposed to stress prior

to this event, the metabolic profile of the tumour is neatly distributed around

its preferred glycolytic state. After the second wave of treatment, however,

the metabolic profile is bimodal, with a distinct oxphos as well as a glycolytic845

population. This appears to be due to the fact that not all of the cells from

the resistant oxphos population have migrated fully back to their preferred gly-

colytic state and are, thus, able to repopulate the new resistant population far

more rapidly since they are not subject to the same selective pressures as their

glycolytic counterparts.850

7. Discussion

We have introduced a general modelling framework for evolution of hetero-

geneity in solid tumours submitted to multiple drug therapy, wherein the def-

inition of an appropriate normalized structural velocity, Ψ(y, m̄, p̄); structural

diffusion matrix, Σ(y, m̄, p̄); growth function, Φc(y, m̄, c, v); and vector valued855

drug effectiveness function, f̄(y), may give rise to importantly nuanced patterns

of behaviour. Using this framework, we then introduced two primary models

for considering different dynamics within a tumour population. Firstly, the mu-

tational model considered population level dynamics for a system in which an

individual cell will sequentially undergo a BRAF mutation, followed by subse-860

quent mutations which confer resistance to BRAFi and ipilimumab therapies.

Secondly, we considered a plastic model of drug resistance, in which the switch-

ing of cellular dependence on glycolytic and oxphos pathways for the metabolism

of glucose may confer a survival advantage when faced with glycolysis inhibiting

BRAFi+MEKi treatments.865

Using our mutational model to consider paradigms of punctuated equilib-

rium and phyletic gradualism in the evolution of the cellular genome, we found

that punctuated equilibrium assumptions were more consistent with biological

data. This shows good consistency with the modern cancer genomic literature,

in asserting that short term catastrophes, rather than the gradual accumulation870

of mutations, is more likely to contribute to the mutational state of tumours
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[47, 48, 49]. We also predicted that using ipilimumab, immune cell-enhancers,

in advance of a BRAFi is more effective at reducing the tumour population over

the long term. This model prediction is confirmed by studies which used both

ipilimumab and BRAFi [26].875

Performing experiments for which drug was applied periodically in time we

were able to qualitatively recapitulate the results of Thakur et al. [27]. We

have suggested a mechanism for the apparently counterintuitive result of this

experiment, that consists in keeping the tumor under control without completely

eliminating the resistant subpopulation. We suggest that relative success of this880

therapy protocol in some tumours may imply their lesser mutated states at the

initiation of the experiment, where the irregularity of the oscillations appears

to depend on the number of different clones within or the clonal heterogeneity

of the sample. This hypothesis may, presumably, be tested biologically in order

to confirm this prediction from our model. The decay of the success of varying885

treatment strategies within a heterogeneous ECNE is consistent with the in

vivo failure of treatments to adequately deal with tumours on the long term,

and our experiments still predicted the preservation of the characteristic death

and growth curves [22] under heterogeneous initial conditions.

Turning to the plastic metabolic model for the development of resistance to890

targeted therapies, we proposed and conformed the ability of such a model to

predict re-sensitisation in silico. This model may then provide a clinical op-

portunity to model the success of therapy against such tumours on the basis

of their respective environments (i.e. for tumours in differing tissue elasticities

or densities). Moreover, our model illustrates the metabolic switching of the895

tumour as a continually heterogeneous spatio-structural population, allowing

one to understand how spatial effects may influence structural resistance ma-

noeuvres. The evolution of the glycolytic tumour to a metabolically oxphos cell

populations, in combination with the coincidence of strongly selected cell pop-

ulations and nutrient populations, may allow for the resistant proliferation of900

these subpopulations. These metabolically resistant populations will then pref-

erentially re-sensitise themselves through metabolic remodeling, allowing for the
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effective second wave of treatment.

Moreover, our model provides an opportunity to understand the underly-

ing dynamics of such metabolically plastic tumours and also the mechanisms905

of resistance and re-sensitisation, showing strong agreement with in vivo PDX

tumour experiments. For both waves of treatment, our model shows a char-

acteristic death, tolerance, and regrowth pattern, but with a quicker relapse

occurring with the second wave of treatment. Experiments conducted by Ram-

bow et al. [66] also show this pattern of death and growth, with faster regrowth910

posterior to the second wave of treatment, such that our model may provide an

explanation of this phenomenon. Residual, metabolically resistant cells from the

first wave of treatment may provide a basis for a resistant population to grow

back more quickly upon the second wave of treatment. Implicitly, our model

would predict that reducing treatment to as great an extent as is possible, whilst915

still eradicating the tumour, would reduce the opportunity for the tumour to

establish this residual population and resist future waves of treatment.

Appendix A. Thorough Discussion and Justification of the Mathe-

matical Model920

Current modelling approaches consider the cell as a discretely changing vari-

able who exists in an explicitly sensitive or resistant state. We wish, here, to

conceive of the cell as a continuously changing and finely tunable evolution-

ary population. Different cancer cells have similar, if not identical, origins and

are not innately differentiable but have rather gained different characteristics.925

Therefore, we introduce a novel modelling framework in order to reconceive the

mathematical representation of the cell, from this more nuanced perspective.

Cells do, however, function differently. Within these categories, then, there

must be a wealth of diversity to reflect the reality of the structural differences

between cells. In order to reflect this, we incorporate a term that operates930

similarly to those structural models previously employed [5, 6], whilst building
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on the solid mathematical derivation given by existing spatio-structuro-temporal

models [9, 11]. Letting I := [0, T ] ⊂ R+ be the time interval over which the

experiment is conducted; D := [0, 1]2 ⊂ R2
+ be the spatial domain; and P :=

[0, 1] ⊂ R+ define the continuous domain over which the mutational or metabolic935

changes may occur, we couple these dynamics using a simple conservation of

mass assumption. If V × W ⊆ D × P is an arbitrary volume of the spatio-

structural domain with piecewise smooth boundaries ∂V and ∂W respectively,

then we can write that the total population of cells in this volume is given by

c(t)V×W =

∫
W

∫
V

c(t, x, y) dx dy . (A.1)

Then we can use an existing mathematical framework [9, 11] to deduce that940

the change in cell density c(t, x, y) is given by the partial differential equation

∂

∂t
c(t, x, y) = ∇x ·F (c, v, m̄)︸ ︷︷ ︸

Spatial Flux

+∇y ·G(y, c, v, m̄, p̄)︸ ︷︷ ︸
Structural Flux

+S(y, c, v, m̄, p̄)︸ ︷︷ ︸
Source

. (A.2)

Let Ψ(y, m̄, p̄) : I×D×P → R be the normalized structural velocity for

the cellular population. During a time interval of small length ∆t, those cells

having the mutational or metabolic state y initially at t, will evolve to a state

y + rµΨ(y, m̄, p̄)∆t at t + ∆t, where rµ is the mean mutation rate. Moreover,945

let Σ(y, m̄, p̄) : I×D×P be the structural diffusion matrix for the cellular pop-

ulation. Hence, the structural flux reads

G(y, c, v, m̄, p̄) =Ga(y, c, v, m̄, p̄) +Gd(y, c, v, m̄, p̄) ,

Ga(y, c, v, m̄, p̄) =rµΨ(y, m̄, p̄)c(t, x, y) ,

Gd(y, c, v, m̄, p̄) =− Σ(y, m̄, p̄)∇yc(t, x, y) .

(A.3)

With this concept of a continuum of phenotypic progression, we then recog-

nise that pharmaceuticals are generally targeted at specific metabolic pathways

(related to selected cancer-related phenotypes and their respectively triggered950

mechanisms). Therefore, we employ a description of a phenotypic ’spectrum’

wherein cells may inhabit any point on that available spectrum in y. These drugs

may then target specific regions on this spectrum which employ the molecular
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pathways inhibited by these drugs. For this we form an effectiveness vector

f̄(y) ∈ YP which describes the bandwidth in the mutational dimension P on955

which the drug is effective at diminishing the population of cells, for each given

drug, pj , j ∈ {0, ..., P}.

Appendix A.1. Discussion on Single-Dosage Systems

The choice of mutational rate of change function would have to accurately960

represent the most sensible possible case for PG and PE, respectively. From

(A.3) it is clear that the no-flux boundary condition is fulfilled automatically if

the structural veolocity satisfies

Ψ(ỹ, m̄, p̄) = 0, ∀ỹ ∈ ∂P,

where ∂P is the boundary of the structural domain P.

The structural velocity for PG is considered to be constant, except for a965

small region at the boundary. In order to construct such a function, we start

with

Ψ̂g(y, m̄, p̄) := 1−
1∑
i=0

(
1 + exp

[
−βg

(
(2y − 1)i− y +

5

βg

)])−1

, (A.4)

where βg is chosen sufficiently large such that the function Ψ̂g(y, m̄, p̄) is close

to one everywhere except at narrow neighborhoods of y = 0 and of y = 1. The

symmetry of the function Ψ̂g implies that no-flux boundary conditions can be970

achieved by the imposition of

Ψg(y, m̄, p̄) := ψg

(
Ψ̂g(y, m̄, p̄)− cg

)
,

where the lower case ψg gives the mutation rate parameter and cg := Ψ̂g(0, m̄, p̄) =

Ψ̂g(1, m̄, p̄) (Fig. 2a).

For the PE function, one must consider several features. Beyond smoothness,

that is needed for both technical and biological reasons, one must again satisfy975
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the no-flux conditions and impose the further conditions

∂2

∂y2
Ψe(y, m̄, p̄)

∣∣∣∣
y= 1

2

> 0 ,
∂2

∂y2
Ψe(y, m̄, p̄)

∣∣∣∣
y={ 1

4 ,
3
4}
< 0 ,

∂

∂y
Ψe(y, m̄, p̄)

∣∣∣∣
y={ 1

4 ,
1
2 ,

3
4}

= 0

(A.5)

which is to say that maximal mutational velocity should occur between points

of phyletic stability, ”equilibria”, and minimal velocity should occur at interme-

diate points of phyletic stability (where boundary conditions cover the cases of

minimal and maximal phyletic deviance). Thus, one can choose a function of980

the form

Ψ̂e(y, m̄, p̄) :=
1

2

(
1− cos

(
2πN̂ψy

))
+ αg

Nψ−1∑
i=1

exp

[
−βe

(
y − i

Nψ

)]
, (A.6)

where Nψ = 3 is the number of absolute mutational states in the considered

paradigm (pre-mutated, BRAF mutated, & resistantly mutated); βe is chosen

such that distribution is increased smoothly; and the symmetry of this function

in the domain implies that the no-flux boundary conditions can be satisfied by985

imposing

Ψe(y, m̄, p̄) := ψe

(
Ψ̂e(y, m̄, p̄)− ce

)
, (A.7)

where ψe again gives the mutational rate and ce := Ψ̂e(0, m̄, p̄) = Ψ̂e(1, m̄, p̄)

(Fig. 2b).

Defining the cancerous population as being represented by a continuous dis-

tribution in the mutational space further allows one to define the drug effective-990

ness functions such that the drugs themselves target, not a discrete subset of the

cellular population but rather, a continuous distribution of phenotypes which

correspond to states in P. With this in mind, we begin by defining the function

itself as being represented by a vector of such distributions, each distribution

describing the action of an individual drug995

f(y) := [f1(y), f2(y)]T .

Then, we can continue by defining the individual effectiveness functions of each
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drug as being given by the standard Gaussian distribution in y, such that f1(y) := exp[−βf1(y − αf1)2]

f2(y) := exp[−βf2(y − αf2)2] ,
(A.8)

where βf1 , βf2 define, reciprocally, the breadth of the distribution and αf1 , αf2

define the mutational position, in y, of maximal effectiveness.

In this case, since we consider Nψ = 3 mutationally-equidistant resting states1000

for the tumour population, we define that the BRAF inhibitor, p1, targets a

mutational state which corresponds to the most susceptible of these resting

(low relative mutational rate) states, αf1 = 1
2 . In this sense, also, we assert

that the resting state, αf1 , represents a mutational state wherein the cell has

a BRAF mutation, which makes cells in this state most susceptible to BRAFi1005

treatment.

We then make a phenomenological choice, although with some support from

the existing literature, to maximise the effectiveness of drug p2, i.e. ipilimumab,

at an arbitrary position between the establishment of mutational states corre-

sponding to y′ ∈ { 1
2 , 1}, such that αf2 ≈ 3

4 . We interpret the choice of αf11010

(smaller than αf2) as conveying the sense that BRAFi is maximally respon-

sive at early mutational states where PTEN mutation is developing but not

established within the population, whereas ipilumab is maximally responsive at

later stages. We assume this on the basis that treatment with BRAFi, prior to

treatment with immune cell enhancers, is ineffective as opposed to the contrary1015

and that this implies that sensitivity to BRAFi may occur at an early stage of

mutational development.

Appendix A.2. Discussion on Multi-Dosage Systems

Thusly, we describe the metabolic change function, Ψ : D×P → R, in terms1020

of the phenotypic stress on the cell. We assume, firstly, that under a condition in

which the influence of stressors is minimised, the cell has a preferred phenotypic

state at y = ωc, which corresponds to a given utilisation of each pathway. We

also assume that the primary stressors for the cell are malnutrition, which will
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be a function of m2, the presence of BRAFi, p1, and that of MEKi, p2, which1025

act to deplete the cells ability to proliferate effectively.

Then the non-stressed term in the function must be given such that pheno-

typic advection is positive below this preferential state and negative above this

state such that it will depend upon the relation 1−ωc for a non-dimensionalised

system. The non-stressed condition must then be given by the opposing prob-1030

ability to that of stress such that Ψσ̄ := 1 − ψp1p1 − ψp2p2, with parameters

chosen such that Ψσ̄ ≥ 0, ∀(t, x) ∈ I×D.

Stressed conditions for the cell are then quantified by the gradient of the

cellular concentration in the region, giving a measurement of the collectivity of

the behaviours of local cells. This choice of function for stressed conditions gives1035

rise to diffusion under cellular stress, the rationale for which can be given by the

intuitive understanding that cells diversify their behaviours in the presence of

stressors. The magnitude of this stress is then determined by the concentrations

of BRAFi, p1, and MEKi, p2, and is linearly diminished with the concentration

of nutrient species, m2. All of these factors act as stressors to the cell and have1040

their relative effects quantified by the weights ψp1 , ψp2 , ψm2 ≥ 0, respectively.

Then, the structural flux has diffusion and advection terms as follows

ΨM (y, m̄, p̄) :=− σc (ψp1p1 + ψp2p2 − ψm2
m2)∇yc(t, x, y)

+ σ̄c (ωc − y) (1− ψp1p1 − ψp2p2) c(t, x, y) ,
(A.9)

with the introduction of the stress, σc, and non-stress, σ̄c, parameters deter-

mining the weightings of the diffusion and advection terms with respect to one

another.1045

Now, one must consider the nature and form of the effectiveness functions

for the drug species, BRAFi (p1) and MEKi (p2), on the cellular population, in

terms of their effect on the glycolytic or oxphos pathways. Firstly, we begin by

writing the vector

f(y) := [f1(y), f2(y)]T ,

to represent functions f1(y) and f2(y) in compact notation and begin by noticing1050

that both of these drugs target genes essential to glycolysis. The transcription
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factors HIF1α, c-Myc, and Mondo A have been found to be downstream upreg-

ulators of glycolytic behaviours in BRAFv600 cells [67, 71]. Moreover, BRAFi

has been shown to prevent the hyperswitching of mutant melanoma cells to

pyruvate based metabolism [72] – the primary product of glycolysis.1055

Withal, MEKi is responsible for targeting this same pathway, in melanoma

cells. It has also been found that the PI3K pathway, activated by MEK, is re-

sponsible for glucose transport, and glycolytic metabolism, and can be inhibited

by inhibition of MEK [73, 74].

The biological literature points to a link between melanoma associated genes,1060

including BRAF and MEK, and the glycolytic pathway for glucose metabolism.

Therefore, we write that the standard forms of the effectiveness functions will

be Gaussian functions, with low values for variance, or high values for βf1 and

βf2 , such that  f1(y) := exp[−βf1(y − αf1)2]

f2(y) := exp[−βf2(y − αf2)2] .
(A.10)

The values around which these functions are centred, αf1 <
1
2 and αf2 <

1
2 , are1065

chosen to align with the peak effect of the drug on the glycolytic and oxphos

pathways.

Finally, we choose the proliferation function, φM : I×D×P → R, such that

it is space-wise logistic in c(t, x, y). Moreover, we assume that the cellular pop-

ulation requires nutrient in order to achieve positive proliferation and choose1070

some arbitrary threshold value θm2
in order that, below such a value, the cel-

lular population is depleted due to malnutrition. It is then imposed upon the

system that there are two concurrent modes of proliferation: glycolytic and non-

glycolytic. The non-glycolytic mode is not dependent upon the phenotypic state

of the cell, y, and is rather an underlying process of all cells, whereas the gly-1075

colytic pathway is linearly enhanced by the percentage of glycolytic metabolism

utilised (such that it is maximal at y = 0). This is justified on account of the

excess lipids produced through utilisation of glycolytic pathways. Therefore, we
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c v m1 m2 p

D 1× 10−5 1× 10−4 1× 10−4 5× 10−4

φ 0.4 5× 10−2 0.1 0.1

δ 2 10 0.1 5× 10−2 5× 10−2

χ 5× 10−5 1× 10−3 0 0

Table B.1: List of parameters used for numerical simulations of the model. Parameters are

defined within a non-dimensionalised system (excepting for time measured in days) and, as

such, are defined in terms of units days−1.

write

φM (y, c, m̄) := c

1−
∫
P

c(t, x, y) dy

(m2 − θm2

)(
φc,1 + φc,2[1− y]

)
,

(A.11)

where φc,1 and φc,2 give the rates of non-glycolytic and glycolytic metabolism,1080

respectively.

Appendix B. Numerical Methods

Appendix B.1. Methods for Mutational, Single-Dosage System1085

Initial conditions were chosen to be consistent with previous models [53] and

for consistency with the biological methodology, as regards the impregnation

of mice with cancerous cells. The particular study, using animal models, with

which we compare our results injected mice with approximately 5×103−2×105

cells [75]. Therefore, our initial conditions reflect this with1090

c0 = exp
[
−50(x2 + 8 · (y − η)2)

]
such that

∫∫
D

∫
P

c0(t, x, y) dx dy ≈ 1×108 ,

(B.1)

where, since we know that the biological experiments were initiated with an

approximate cell count of 2.5 × 104 cells, we assume that the cellular distribu-

tion is measured approximately in 103 cells unit−2
x . Further, the default initial
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location in the phenotypic dimension is given by η = 1
50 . One should also clarify

that this constitutes not an entirely pre-mutated cell population but an already1095

heterogeneous mixture of cells with at least one precursor event that induces

the early stages of the BRAF mutation process.

Other quantities for which it is imperative that one have measures include

the gross spatial population, which is given by the cellular population taken

over the entirety of the structure domain, P, and is given by1100

C(t, x) :=

∫
P

c(t, x, y) dy . (B.2)

To calculate the volume of their tumour from its 2-dimensional section, Perna

et al. [22] measure the lengths of the major and minor axes of the visible tumour,

given by a and b respectively, and use the formula of an ellipsoid to write

V =
4π

3

a

2

b

2

b

2
=
π

6
abb (B.3)

In order to avoid having to define the value of our function, c(t, x, y), above

which the tumour would constitute a visible tumour, which would otherwise be1105

given by a threshold of visibility θv, we assume the proportionality of the tumour

mass and the area of the section over which the tumour is visible, written as

∫∫
D

1∫
θy

c(t, x, y) dy dx ≈ k(θv)

∫∫
D

1{
1∫
θy

c(t,x,y) dy≥θv

} dx , (B.4)

where the proportionality constant is dependent on the visibility threshold and

is given by k : R→ R. To calculate the model’s tumour volume, i.e. the volume

of cells which have developed into cancerous subtypes, we then take the mass1110

of the tumour at y ≥ θy and invoke the calculation from the tuning model [22]

such that

Vc := K

√√√√√√
∫∫
D

1∫
θy

c(t, x, y) dx dy


3

, (B.5)

with the adaptation of the ellipsoidal volume equation to V = π
6 ab
√
ab and

where we take that θy = 0.2 and K is an arbitrary constant.
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Then, in order to carry out our test experiment, we control the heterogeneity1115

using the following formula for the initial condition

c0 :=
J∑
j=1

exp
[
−
(
x2 + (y − ηj)2

)]
, ηj ∈ (0, 0.5], ∀j ∈ {1, ..., J}

and also in line with the initial volume condition (B.1), and where J is in some

sense a measure of the initial heterogeneity. We then apply the drug dosage

periodically in time intervals given by [0, 20]∪ [40, 60]∪ [80, 100]∪ [120, 140]. For

the simulations given in this current study, we use the range J ∈ {1, . . . , 5} to1120

establish example data.

Appendix B.2. Methods for Metabolic, Multi-Dosage Systems

Due to the nature of the structural flux (A.9), it is necessary to develop a

set of zero-flux boundary conditions which prevent, for example, diffusion in1125

y from causing cells to exit the domain, P. Although (A.9) has both advec-

tion and diffusion terms, the metabolic change function is defined such that

Ψσ̄(y) = 0, y ∈ ∂P, meaning that advection fluxes are identically zero on the

boundary. Therefore, we simply implement zero-Neumann boundary conditions

on structural diffusion fluxes, namely ∇yc(t, x, y) = 0, y ∈ ∂P.1130

To begin treatment, one gradual dosage was given between t = 80 and

t = 100, linearly in time, t. The drug was then washed from the tumour, in a

step-wise fashion, at t = 210, as this is the point at which the tumour volume

had regrown to ∼20% of its previous maximum, and the tumour was allowed to

regrow, unencumbered by glycolytic inhibitors for 30 days. A second gradual1135

dosage was then given between t = 240 and t = 260, whereafter no further

interventions were made.

Further, we define the unique structured population profile by the cellular

population over the entirety of the spatial domain, D, given by

Ĉ(t, y) :=

∫∫
D

c(t, x, y) dx . (B.6)

This can be used to describe the metabolic or structural profile of the tumour1140

at a given time, t.
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