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Abstract4

The brain represents and reasons probabilistically about complex stimuli and motor actions5

using a noisy, spike-based neural code. A key building block for such neural computations, as6

well as the basis for supervised and unsupervised learning, is the ability to estimate the surprise7

or likelihood of incoming high-dimensional neural activity patterns. Despite progress in statistical8

modeling of neural responses and deep learning, current approaches either do not scale to large9

neural populations or cannot be implemented using biologically realistic mechanisms. Inspired by10

the sparse and random connectivity of real neuronal circuits, we present a new model for neural11

codes that accurately estimates the likelihood of individual spiking patterns and has a straightfor-12

ward, scalable, efficiently learnable, and realistic neural implementation. This model’s performance13

on simultaneously recorded spiking activity of >100 neurons in the monkey visual and prefrontal14

cortices is comparable or better than that of current models. Importantly, the model can be learned15

using a small number of samples, and using a local learning rule that utilizes noise intrinsic to neu-16

ral circuits. Slower, structural changes in random connectivity, consistent with rewiring and pruning17

processes, further improve the efficiency and sparseness of the resulting neural representations.18

Our results merge insights from neuroanatomy, machine learning, and theoretical neuroscience to19

suggest random sparse connectivity as a key design principle for neuronal computation.20

The majority of neurons in the central nervous system know about the external world only by observ-21

ing the activity of other neurons. Neural circuits must therefore learn to represent information and22

reason based on the regularities and structure in spiking patterns coming from upstream neurons,23

in a largely unsupervised manner. Since the mapping from stimuli to neural responses (and back)24

is probabilistic [1, 2, 3], and the spaces of stimuli and responses are exponentially large, neural cir-25

cuits must be performing a form of statistical inference by generalizing from the previously observed26

spiking patterns [4, 5, 6, 7]. Nevertheless, circuit mechanisms that implement such probabilistic27

computations remain largely unknown.28

A biologically plausible neural architecture that would allow for such probabilistic computations would29

ideally be scalable and could be trained by a local learning rule in an unsupervised fashion. Current30

approaches satisfy some, but not all, of the above properties. Top-down approaches suggest biolog-31

ically plausible circuits that solve particular computational tasks, but often rely on explicit “teaching32

signals” or do not even specify how learning could take place [8, 9, 10, 11, 12, 13, 14]. Notably,33

an architecture designed for a particular task will typically not support other computations, as done34
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in the brain. Lastly, top-down models relate to neural data on a qualitative level, falling short of35

reproducing the detailed statistical structure of neural activity across large neural populations. In36

contrast, bottom-up approaches grounded in probabilistic modeling, statistical physics, or deep neu-37

ral networks, can yield concise and accurate models of the joint activity of the neural population in38

an unsupervised fashion [15, 16, 17, 18, 19, 20, 21, 22, 23, 24, 25, 26, 27]. Unfortunately, these39

models are difficult to relate to the mechanistic aspects of neural circuit operation or computation,40

because they use architectures and learning rules that are non-biological or non-scalable.41

A neural circuit that would learn to estimate the probability of its inputs would merge these two42

approaches: rather than implementing particular tasks or extracting specific stimulus features, com-43

puting the likelihood of the input gives a universal ‘currency’ for the neural computation of different44

circuits. Such circuit could be used and reused by the brain as a recurring motif, in a modular45

and hierarchical manner for a variety of sensory, motor, and cognitive contexts, including for feature46

learning. This would remove the need for many specialized circuits for different computations. Con-47

sequently, It would facilitate the adoption of new functions by existing brain circuitry and may serve48

as an evolutionary principle for creating new modules that communicate and interact with the old49

ones.50

Here we present a simple and highly flexible neural architecture based on spiking neurons, that51

can efficiently estimate the surprise of its own inputs, thus generalizing from input history in an52

assumption-free and parsimonious way. This feed-forward circuit can be viewed as implementing53

a probabilistic model over its inputs, where the surprise of its current input is explicitly represented54

as the membrane potential of an output (readout) neuron. The circuit is trained by adjusting the55

connections leading into the output neuron from a set of intermediate neurons, which serve as56

detectors of random features of the circuit’s input. Unlike many models of neuronal networks, this57

model relies on local learning in a shallow network, and yet it provides superior performance to58

state-of-the-art algorithms in estimating the probability of individual activity patterns for large real59

neural populations. Furthermore, the synaptic connections in the model are learnable with a rule60

that is biologically plausible and resolves the credit assignment problem [28], suggesting a possible61

general principle of probabilistic learning in the nervous system.62

We consider the joint activity of large groups of neurons recorded from the visual and prefrontal63

cortices of macaques. Fig. 1a shows examples of activity patterns of 169 neurons, discretized into64

20 ms time windows, from the prefrontal cortex of an awake behaving monkey at different times dur-65

ing a classification task. Since for such large populations, particular activity patterns would typically66

not repeat in the course of the experiment or even in the lifetime of an organism, a neural circuit67

receiving these patterns as inputs must learn the statistical structure in order to generalize to new,68

previously unseen, patterns. A neural circuit that estimates the surprise associated with observing69

a pattern would assess how the new pattern conforms with previously observed patterns, thus gen-70

eralizing from past inputs without making additional assumptions. In mathematical terms, structure71

in the input patterns implies that some patterns are more likely to appear than others. This can be72

described in terms of a probability distribution over input patterns p(~x), where ~x is a binary pattern73

representing the firing (1) or silence (1) of each neuron in the population in a given time bin. The74

generic notion of surprise of observing an input pattern ~x = 101100... appearing with probability p(~x)75

is then given by − log p(~x) [29].76

Fig. 1b illustrates the architecture of a simple and shallow circuit, based on binary neurons, which77

can learn to respond to input patterns by giving their surprise: The input neurons {xj} are randomly78
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Figure 1: A randomly connected neural network, equivalent to a Random Projections model, that learns
to generalize from observed inputs to compute the surprise of novel inputs. (a) Examples of six neural
population activity patterns at different time points, recorded from 169 neurons in the monkey prefrontal cortex
while performing a visual classification task (plotted locations were chosen at random and do not correspond
to actual spatial locations). (b) Architecture of a random feed-forward neural circuit based on spiking neurons
that can learn to respond with the surprise of its input patterns, x1...xn. The input neurons are connected to
an intermediate layer of neurons, hi , with randomly selected synaptic weights aij , which then project to an
output neuron with synaptic weights λi. After learning λi the membrane potential of the output neuron y(~x) will
compute − log p̂(x1...xn) − logZ, an unnormalized estimate of the surprise, − log p(x1...xn), of the joint input.
Note that the same layer of randomly projecting hidden neurons can be reused to simultaneously compute
multiple probabilistic models for different output neurons (light color). (c) The circuit in (b) is equivalent to a
probabilistic model over randomly weighted cliques of neurons, learned by reweighing their contributions, or the
maximum entropy model based on random nonlinear statistics of the input.
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connected to the neurons in an intermediate layer {hi}, with randomly selected weights {ai,j} and so79

each of the hi’s computes a non-linear random projection of the input given by hi = g(
∑
j ai,jxj−θi)80

where g() is a threshold function and θi is the neuron’s threshold, which we set to a fixed value for81

all neurons (see SI). These intermediate layer neurons, each serving the role of a feature detector82

in the input layer, are then connected to a readout neuron, y, with weights λi. The specific values83

of λi’s thus determine the function that the readout neuron computes based on the projections. The84

sum of inputs to the readout neuron, or its ‘membrane potential’, is then given by85

y(~x) =
∑
i

λi · g(
n∑
j=1

ai,jxj − θi) (1)

This membrane potential can also be interpreted as y(~x) = − log p̂(~x) − logZ, where p̂(x) corre-86

sponds to an internal model of the inputs:87

p̂(~x) =
1

Z
exp

−∑
i

λi · g(
n∑
j=1

ai,jxj − θi)

 (2)

and Z is a normalization factor (or partition function). The membrane potential y(~x) thus reflects an88

unnormalized internal model of the input distribution or the surprise of the joint inputs,− log p(x1, x2, ..., xn),89

up to an additive factor. This factor can be compensated for by learning a bias to the readout neu-90

ron’s voltage or its spiking threshold, that would give a normalized value of the surprise (see SI for91

discussion of possible normalization mechanisms and implementation). We are thus seeking the λi’s92

for which the distribution of inputs p(~x) and the internal model p̂(~x) are as similar as possible. Since93

these are probability distributions, the distance between them is naturally captured by their relative94

entropy or Kullback-Leibler divergence, and can be minimized by finding the λi’s that would maxi-95

mize the likelihood assigned to inputs by the readout neuron based on its history of input statistics.96

We recall that Eq. 2 is the well known Boltzmann distribution, offering an alternative interpretation97

of the function that this circuit computes: given a set of K random functions of the input, hi’s, find98

the minimal model that is consistent with the expected values of these functions. This is then the99

most unstructured description of the data, or the maximum entropy distribution based on the chosen100

random projections. Yet another interpretation is that this is the reweighting of activity of random101

cliques or assemblies of neurons [30]. Whichever interpretation one may like, the result is a circuit102

whose synaptic weights λi correspond to the model parameters, and such models can be trained103

from a set of examples using standard numerical gradient-descent based approaches [31].104

The randomly connected neural circuit we described for estimating the surprise is therefore a mech-105

anistic implementation of the probabilistic model based on random projections (RP) described by106

Fig. 1c (and Eq. 2). Critically, training this RP model requires only changing the synaptic weights107

λi to the output neuron, using a process that requires no extra information about the projections108

other than that they are sufficiently informative about the input patterns. Thus, the connectivity ai,j109

could also be predetermined (evolved) or learned by a separate process (feature selection). This110

simple design, where the process of selecting the features is distinct from the process of learning111

how to combine them, sidesteps the well known credit assignment problem where it is unclear which112

weights are to be updated in each step [28]. Importantly, although the connectivity ai,j could be op-113

timized or learned by a separate process (more below), purely random connectivity already results114

4

was not certified by peer review) is the author/funder. All rights reserved. No reuse allowed without permission. 
The copyright holder for this preprint (whichthis version posted November 27, 2018. ; https://doi.org/10.1101/478545doi: bioRxiv preprint 

https://doi.org/10.1101/478545


(a)

independent pairwise RP

0 0.5 1
0

0.5

11 sec

10-5 10-4 10-3 10-2

 

-4

-2

0

2

lo
g

10
(p

m
od

el
/p

em
pi

ric
al

)

10-5 10-4 10-3 10-2

 

-4

-2

0

2

 

10-5 10-4 10-3 10-2

 

-4

-2

0

2

 

0 0.5 1
0

0.5

11 sec

10-5 10-4 10-3 10-2

 

-4

-2

0

2

lo
g

10
(p

m
od

el
/p

em
pi

ric
al

)

10-5 10-4 10-3 10-2

 

-4

-2

0

2
 

10-5 10-4 10-3 10-2

 

-4

-2

0

2

 

Pempirical Pempirical Pempirical
(b)

30 60 90 178

population synchrony, K

10-5

100

p(
K

)

empirical
independent

pairwiseRP

30 60 90 169

population synchrony, K

10-5

100

p(
K

)

empirical
independent

pairwiseRP

Figure 2: Random Projections models accurately predict the probability of population activity patterns.
(a) Accuracy of different population models in capturing the frequencies of individual population activity pat-
terns in test data for 70 neurons in the monkey visual cortex (top) or 50 neurons from the monkey prefrontal
cortex (bottom): we compare likelihood ratio of models and test data for an independent model (left), pairwise
maximum entropy model (middle), and random projection model (right). Grey funnel denotes 99% confidence
interval of the likelihood ratio resulting from sampling fluctuations. (b) Probability of observing the simultaneous
activation of K neurons (population synchrony) in a population of 178 neurons from the primate visual cortex
(left) and 169 neurons from the primate prefrontal cortex (right) in test data and model predictions.

in a powerful and flexible probabilistic representation.115

The RP model gives an excellent description of the joint activity patterns of large groups of cortical116

neurons and generalizes from training samples to estimate the likelihood of test data: Figure 2a117

shows a short segment of spiking patterns of the jointly recorded population activity of 178 neurons118

from the macaque monkey visual cortex (V1/V2) under anesthesia while moving gratings were pre-119

sented in the neurons’ receptive fields, and a segment of 169 neurons from the prefrontal cortex120

while the monkey performed a visual discrimination task. We first evaluated the models on smaller121

groups of neurons (70 cells from the visual cortex and 50 cells from the prefrontal cortex), where we122

can directly test the validity of the model because individual activity patterns still repeat. We found123
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Figure 3: Scalability, optimal sparseness, and efficiency of the Random Projections models. (a) Ex-
pected likelihood of RP models for held-out data of individual population activity patterns of 178 neurons in the
visual cortex as a function of the number of projections used in the model (trained using 100,000 samples);
Plotted values are median model performance over random choices of projections and divisions of train/test
data (error bars are smaller than the marker size, see SI. Fig. S2c for zoomed-in version). (b) Performance of
RP models (expected likelihood normalized to a maximum value of 1) with different average indegrees (number
of incoming connections) of the intermediate neurons, for the visual cortex (top) and for prefrontal cortex (bot-
tom), each using 131072 input activity patterns. Different curves denote different sizes of input populations, as
denoted on each curve. (c) Expected likelihood of RP trained on population activity patterns of 100 neurons
from the monkey visual cortex as a function of the number of samples in the training data.

that models using 2000 random projections (fit on training data) were highly accurate in predicting124

the frequency of individual population activity patterns in test data. These populations were strongly125

correlated as a group, which is reflected by the orders of magnitude prediction errors of the inde-126

pendent model that does not take such correlations into account (left panel). In contrast, maximum127

entropy models which use pairwise constraints [17, 18, 32] were considerably better (center panel),128

and RP models were superior with a smaller number of parameters (compared to the pairwise mod-129

els). For the entire populations of 178 and 169 neurons, where individual activity patterns were so130

rare that they did not repeat during the experiment, RP models were highly accurate in predicting131

high-order correlations (SI Fig. S1) and population synchrony in the experimental data (Fig. 2b).132

Randomly connected circuits have been successfully used in other statistical contexts before: as a133

design feature in machine learning, specifically for classification [11, 33], or in signal processing for134

signal reconstruction [34, 35, 36]. Here, in addition to superior performance, random connectivity135

also allows for greater flexibility of the probabilistic model: since the projections in the model are136

independent samples of the same class of functions, we can simply add projections (corresponding137

to adding intermediate neurons in a randomly connected circuit) to improve the accuracy of the138

model. This allows using as many or as few projections as required, in contrast to pairwise and139

higher-order correlation based models that are difficult to scale to very large populations [22, 37].140

Indeed, the RP models improve monotonically with the number of projections, and become on par141

with or better than state of the art models, but with less parameters [23], as reflected by both the142

likelihood of test data of large populations (Fig. 3a, see also SI. Fig. S2c) and direct comparisons in143

small networks (SI Fig. S2a).144

The performance of the RP models has very little variance, for different randomly chosen sets of145

projections (SI Fig. S2b), reflecting that the exact sets of random projections used in each model146
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are unimportant, and can be replaced. Different choices of generating the random projections ai,j147

had little effect on the model performance (SI Fig. S3a), and RP models using other classes of148

random functions we tested were inferior to those using threshold-linear neurons (SI Fig. S3b).149

We find that for populations of different sizes, RP models were most accurate when the projections150

were sparse in terms of the number of ai,j weights that were not zero, corresponding to neural cir-151

cuits with a low average indegree of their intermediate layer. Thus sparseness, which has been152

suggested as a design principle for neural computation [38], emerges in the RP models as their op-153

timal operational regime. The optimal average indegree value ranged between ~4 for the prefrontal154

cortex to ~7 for the visual cortex, and was surprisingly independent of the number of neurons in155

the population (Fig. 3b). Interestingly, these results are consistent with theoretical predictions and156

anatomical observations in the rat cerebellum [33] and the fly mushroom body [39].157

A particularly important quality of the RP models, which is of key biological relevance, is their accu-158

racy in learning a population codebook from a severely under-sampled training set. This would affect159

how quickly a neural circuit could learn from examples an accurate representation of its inputs. Fig.160

3c shows large differences in the performance of pairwise maximum entropy and random projection161

models (see also SI Fig. S2d), when the sample size is of only a few hundred samples. Pairwise162

based models (and even more so triplet-based models etc.) fail for small training sets because es-163

timating pairwise correlations with limited samples is extremely noisy when the input neurons are164

mostly silent. In contrast, the linear summation in the random functions of the RP models means165

that they are estimated much more reliably with small number of samples (see SI Fig. S3b).166

167

The RP models we presented thus far were trained using standard numerical algorithms based on168

incremental updates [31], which are non-biological in terms of the available training data and the169

computations performed during learning. As we demonstrate below, we can find learning rules for170

RP models that are simple, biologically plausible, and local. While other biologically inspired learning171

rules may exist, the one we present here is particularly interesting, since noise in the neural circuit172

is the key feature of its function. Our local learning rule relies on comparison of the activity induced173

in the circuit by its input ~x with that induced by a noisy version of the input. This ‘echo’ pattern,174

~xecho, would result from weak and independent noise that may affect each of the input neurons {xi},175

such that ~x and ~xecho would differ by 1-2 bits on average (see SI for details). Both ~x and ~xecho are176

each propagated by the circuit’s feed-forward connectivity and may result in different activation of the177

intermediate neurons. If an intermediate neuron is activated only in response to the input but not by178

the noisy echo, its synapse to the output neuron is strengthened (Fig. 4a); when the converse is true,179

the synapse is weakened. The updates are scaled by the ratio of the output neuron’s membrane180

potential y in response to the input and its noisy echo. This is concisely summarized in a single181

learning rule for each of the synapses connecting to the output neuron:182

∂λi
∂t

= exp

[
y(~x)− y(~xecho)

2

]
(hi(~x)− hi(~xecho)) (3)

and so the change in synaptic weights depends only on the pre- and post-synaptic activity generated183

by the most recent input and its echo. This implies that the neural circuit responds with the surprise184

of its input while simultaneously updating its internal model to account for this input, which also185

means it can naturally adapt to changing statistics of the input distribution.186
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Figure 4: A local biologically plausible learning rule for the RP models based on neural noise gives
highly accurate models. (a) A learning rule that trains a circuit to respond with the surprise of its input activity
patterns by comparing the response to the input pattern (foreground) with the response to a weakly noisy echo
of the input pattern (background). Each synaptic weight is modified according to the differences in activity in
the pre-synaptic neuron, scaled by the relative membrane potentials of the output neuron. (b) RP model trained
with the learning rule (LR) and standard gradient descent (GD) on population activity patterns of 100 neurons,
by repeatedly presenting epochs of the same 100,000 activity patterns. Bold curves denote average over 5
realizations of learning, each plotted in lighter color. Top: Mean log likelihood of test data under the model
(dashed orange: model trained with standard GD, dashed grey: independent model). Middle: Mean difference
in synaptic weights between the learning rule and standard GD (dashed orange: average difference across
multiple realizations of standard GD). Inset shows final values of the individual synaptic weights when learned
with the learning rule vs. standard GD. Bottom: Example of six individual synaptic weights as they are modified
across training epochs.
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Figure 5: Improved RP models using synaptic pruning and replacement. (a) Expected log likelihood of RP
models trained with the local learning rule on population activity patterns of 70 neurons from the monkey visual
cortex, while periodically pruning weak synapses and replacing them with new randomly chosen projections.
Curves denote the performance of models trained with different total average number of replacements per
synapse (low: 2, high: 8). (b) Average firing rates (left) and Pearson correlations (right) of intermediate units
hi in models trained with the learning rule with (orange) or without (purple) pruning and replacement; arrows
denote median values.

This learning rule induces an average weight change that implements a stochastic gradient descent187

version of the Minimum Probability Flow [40] algorithm for learning probability distributions (see SI188

for details and derivation). In this implementation, the neural noise crucially allows the neural circuit189

to compare the surprise of observed activity patterns with that of unobserved ones, where the goal190

is to decrease the former and increase the latter. Unlike the traditional role of noise in computational191

learning theory for avoiding local minima [41, 42] or finding robust perturbation-based solutions [10],192

here it is the central component that actively drives learning.193

Neural circuits trained using the learning rule (Eq. 3) reached a performance close to that of identical194

circuits (i.e. the same random projections) trained with the non-biological standard gradient descent195

approach (Fig. 4b top), with closely matching synaptic weights (Fig. 4b middle). These models196

also accurately captured high-order correlations (SI Fig. S5a) and the distribution of population197

synchrony (SI Fig. S5b). When trained with severely undersampled data, the performance of RP198

models trained with the learning rule was comparable to that of the standard pairwise model (SI Fig.199

S5c).200

The RP model can be further improved both in terms of its performance and biological realism by201

training it using Eq. 3 while periodically discarding projections with a low value of |λi| and replac-202

ing them with new projections that were selected either randomly (SI Alg. 1) or in such a way that203

maximizes their predictive contribution (SI Alg. 2). In the equivalent neural circuit, this corresponds204

to pruning weak synapses to the output neuron (as reported by [43]) and creating new connec-205

tions to previously-unused parts of the circuit. We found that this simple pruning and replacement206

of synapses resulted in more compact models, where the performance increases primarily when207

the model has few projections (Fig. 5a). The pruning, in effect, adapts the random projections to208

the statistics of the input by retaining those which are more informative in predicting the surprise.209

Though each intermediate neuron still computes a random function, the set of functions observed210

after training are no longer drawn from the initial distribution but are biased towards the informative211

features. As a result, the intermediate units which are retained have lower firing rates and are more212

decorrelated from each other (Fig. 5b). Thus, when neural circuits learn to compute the surprise213
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of their inputs, pruning weak synapses would result in a more efficient, sparse, and decorrelated214

activity as a ‘side effect’.215

Discussion216

The RP models suggest a simple, scalable, efficient and biologically plausible unsupervised building217

block for neural computation, where a key goal of neural circuits is to generalize from past inputs218

to estimate the surprise of new inputs. We further presented an autonomous learning mechanism219

that allows randomly connected feed-forward circuits of spiking neurons to use structure in their in-220

puts to estimate the surprise. These neural circuits can be interpreted as implementing probabilistic221

models of their inputs that are superior to state-of-the-art probabilistic models of neural codes, while222

providing greater flexibility and simple scaling to large populations. Our biologically plausible learn-223

ing rule reweights the connections to an output neuron to maximize the predictive contributions of224

intermediate neurons, each serving as a random feature detector of the input activity. Relying on225

noise as a key component, it is a completely local process that operates continuously throughout226

the circuit’s normal function, and corresponds to a stochastic gradient descent implementation of a227

known machine learning algorithm. Neural circuits trained this way exhibit various properties similar228

to those observed in the nervous system: they perform best when sparsely connected and show229

sparse and decorrelated activity as a side effect of pruning weak synapses.230

The estimation of surprise that underlies the RP model also suggests an alternative interpretation231

to common observations of neural function: feature selectivity of cells would correspond to respond-232

ing strongly to a stimulus that is surprising based on the background stimulus statistics, and neural233

adaptation would signify a change in surprise based on the recently observed stimuli. While we fo-234

cused here on shallow and randomly connected circuits, the local scope of learning in these models235

also implies they would work in other neural architectures, including deeper networks with multiple236

layers or networks lacking a traditional layered structure. In particular, this would be compatible with237

networks where the intermediate connectivity is adjusted by a separate process such as backprop-238

agation in deep neural networks. Importantly, relying on the existing random connectivity as random239

feature detectors simplifies and accelerates the learning process, and the emerging representations240

are efficient and sparse [38, 16, 25] without explicitly building this into the model.241

The RP model also naturally integrates into Bayesian theories of neural computation: because learn-242

ing involves only modifying the direct connections to an output neuron, multiple output neurons that243

receive inputs from the same intermediate layer can each learn a separate model over the stim-244

uli. This could be accomplished if each readout neuron would modify its synapses based on some245

‘teaching signal’ only when particular input patterns or conditions occur, thus giving a probabilistic246

model for new inputs, conditioned on the particular subset of training ones. Thus, comparing the247

outputs of the readout neurons would give, for example, a Bayes-optimal classifier at the cost of248

a single extra neuron per input category. More broadly, the RP model would work in concert with249

general mechanisms of reinforcement learning whose role would be to adapt the firing threshold for250

the output neuron and provide the gating signal that switches learning on and off according to the251

external stimuli.252
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Online methods375

Experimental Data376

We tested our models on extra-cellular recordings from neural populations of the prefrontal and377

early visual cortices of macaque monkeys. All experimental procedures conformed to the National378

Institutes of Health Guide for the Care and Use of Laboratory Animals and were approved by the379

New York University Animal Welfare Committee. For recordings from the visual cortex, we implanted380

96-channel microelectrodes arrays (Utah arrays, Blackrock Microsystems, Salt Lake City) on the381

border of the primary and secondary visual cortices (V1 and V2) of macaque monkeys (macaca382

nemestrina) such that the electrodes were distributed across the two areas. Recording locations383

were chosen to yield overlapping receptive fields (RF) with eccentricities around 5° or less. During384

the experiment, monkeys were anesthetized with Sufentanil Citrate (4-6 μg/kg/hr) and paralyzed with385

Vecuronium Bromide (Norcuron; 0.1 mg/kg/hr), while drifting sinusoidal gratings were presented386

monocularly on a CRT monitor [44, 45]. Recordings from the prefrontal cortex were obtained by387

implantation of 96-channel Utah arrays in the prearcuate gyrus (area 8Ar) of macaque monkeys388

(macaca mulatta). During the experiments, monkeys performed a direction discrimination task with389

random dots [46, 47]. Neural spike waveforms were saved online (sampling rate, 30 kHz) and sorted390

offline (Plexon Inc., Dallas). Throughout the paper we use the term “units” to refer to both well-391

isolated single neurons and multiunits. Models were fitted in each case to the population activity392

during all trials, regardless of their difficulty level (for the prefrontal recordings), and over all stimulus393

induced activity, regardless of the gratings direction or size (in the V1 and V2 data).394

Data Preprocessing395

Neural activity patterns were discretized using 20 ms bins. Models were trained on randomly se-396

lected subsets of the recorded data, or training set (the number of samples described in each case397

in the text), and the remaining data was used to evaluate the model performance (held-out test set).398

Construction of random projections399

The coefficients ai,j in the random projections hi = g(
∑n
j=1 ai,jxj) underlying the RP models were400

randomly set, using a two-step process. First we used a predetermined sparseness value to decide401

the average number of nonzero values (indegree) for each projection, picked them randomly and402

independently with probability p = indegree
n (where n is the total number of neuron in the input layer),403

and set the remaining coefficients to zero. The values of the nonzero elements were then drawn404

from a Gaussian distribution ai,j ∼ N(1, 1). The models were not sensitive to different variants of405

the selection process of ai,j (see SI Fig. S3a).406

In the results shown in the main text we used indegree values in the range of 4-7 (see Fig. 3b for the407

effect of different indegree values on the model performance) and set g to be a threshold function408

(see SI Fig. S3b for other choices of random functions).409

Though the threshold θi of each individual projection neuron can be tuned separately, in the results410

shown in the main text we used a fixed threshold value of 0.1 · indegree for models trained on the411
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prefrontal cortex and 0.05 · indegree for models trained on the visual cortex. The models were not412

sensitive to changes in these values.413

Training probabilistic models with standard gradient descent414

We trained the probabilistic models by seeking the parameters λi that would minimize the Kullback-415

Leibler divergence between the model p̂(x;~λ) and the empirical distribution pemp(x), which is equiv-416

alent to maximizing the log likelihood of417

L(~λ) =
∑
~x

pemp(~x) log p̂(~x;~λ)

which is a concave function whose gradient is given by418

G(~λ) = 〈~h(~x)〉pemp − 〈~h(~x)〉p̂(~x;~λ) (4)

We found the values λi that maximize the likelihood by iteratively applying the gradient (Equ. 4) with419

Nesterov’s accelerated gradient descent algorithm [48]. We computed the empirical expectation in420

Equ. 4 (left-hand term) by summing over the training data, and the expectation over the parameters421

~λ(j) by summing over synthetic data generated from p̂(x;~λ(j)) using Metropolis-Hasting sampling.422

For each of the empirical marginals 〈hi(~x)〉pemp
we estimated the distribution of marginal values423

given the empirical one via the Clopper-Pearson method, and assigned it a confidence interval of424

one standard deviation of this distribution. We set the convergence threshold of the numerical solver425

such that each of the marginals in the model distribution falls within its corresponding confidence426

interval. After learning the parameters of the different models, we normalized them using the Wang-427

Landau algorithm [49] in order to obtain the likelihood of the test data.428

We compared the RP model to the independent model, the pairwise maximum entropy model, and429

the k-pairwise maximum entropy model: The independent model is the maximum entropy model430

constrained over the mean activities 〈xi〉, which treats neurons as independent encoders. The pair-431

wise maximum entropy model [17] is the probability distribution with maximum entropy constrained432

over:433

〈xi〉 and 〈xixj〉

The k-pairwise model [23] uses the same constraints as the pairwise model and adding n + 1 syn-434

chrony constraints:435

〈xi〉 and 〈xixj〉 and
〈∑

i
xi = K

〉
We learned the parameters of the pairwise and k-pairwise models with the same numerical solver436

used to learn the RP model, and the parameters of independent model by using its closed-form437

solution. The code used to train the models is publicly available [50] as an open-source MATLAB438

toolbox: https://orimaoz.github.io/maxent_toolbox/439
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MCMC sampling440

Synthetic data sampled from the probabilistic models (used in Fig. 2b, S1, S5a and S5b) was gener-441

ated using Metropolis-Hastings sampling, where the first 10,000 samples were discarded (’burn-in’)442

and every subsequent 1000th sample was used in order to reduce sample autocorrelations.443

Training RP models with the learning rule444

We trained the RP models with the learning rule by iteratively applying the gradient in Eq. 3:445

∆~λ = −η exp

[
y(~x(t))−y(~x(t)

echo)

2

]
(~h(~x(t))− ~h(~x

(t)
echo))446

where ~x(t) is the joint input to the circuit at time t, and ~h(~x(t)) are the concatenated responses of447

the intermediate neurons h1...hk (see main text). We note that h and y can be written in vector form448

using a matrix A consisting of the synaptic weights ai,j :449

~h(~x(t)) = g(A · ~x(t) − ~θ) and y(~x(t)) = ~λT~h(~x(t))450

Training was performed over multiple epochs, with the same training data presented on each epoch,451

and ~x(i)echo randomly chosen from the training data in each step. The learning rate η was set at 0.005452

at the first epoch and gradually scaled to 0.00005 in the last epoch, and was normalized by a running453

average of the gradient norm for numerical stability.454

Training models with synaptic pruning and replacement455

To train models with synaptic pruning and replacement, we applied the learning rule with the train-456

ing data for 10 epochs with decreasing learning rate, and then discarded the 5 projections whose457

learned values λi were closest to zero. We then replaced these discarded projections with new ones458

either randomly (SI Alg. 1) or in such a way that would maximize the mismatch between the model459

and the training data (SI Alg. 2). This process was repeated until the desired number of projections460

were replaced. The performance of these models was not sensitive to different numbers of epochs461

used or discarded projections.462
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Supporting information471

Self-normalization in RP models472

As explained in main text, the membrane potential of the readout neuron y(~x) (Eq. 1) reflects473

the surprise of the input up to an additive factor, which stems from the normalization term of the474

model (or partition function). In many classification problems, one needs to compare the likelihood475

values of alternatives, which means only the ratio of probabilities matter and the normalization term476

cancels out. This would imply that the membrane voltage of the readout neurons would be sufficient.477

Alternatively, the readout neuron can estimate the normalized value of surprise if we consider an478

additive term to the membrane voltage that is learned through experience. For example, if the neural479

code is sparse, the neuron can learn this additive term by taking advantage of the fact that for the480

all-zero input pattern, ~0, p(~0) = 1
Z (see [22]) and so the additive factor can be set according to how481

frequently it receives no spiking input. Yet another alternative would be to consider the spiking of the482

readout neuron, which would reflect inputs with high surprise, determined by the spiking threshold of483

the cell. In terms of the spiking of the readout neuron, changing its threshold would be equivalent to484

an additive term to the membrane potential. As neurons employ homeostatic mechanisms to adjust485

their activity rates to certain ranges [51], this could be a self-normalizing mechanism for estimating486

the surprise.487
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Figure S1: Correlations in test data vs. model prediction for RP models trained over population activity patterns
of 178 cells from the visual cortex (top) and 169 cells from prefrontal cortex (bottom).

Other choices of random projection statistics and random function families488

RP models were largely unaffected by how the random projection elements were chosen. Fig.489

S3a shows the cross-validated performance, over experimental data, for models where the synaptic490

weights ai,j were drawn from: (1) Normal distribution (µ = 1, σ = 1), (2) Log-normal distribution491

(µ = 0, σ = 1), (3) Uniform distribution in the range [−0.2....0.8] and (4) Binary distribution (p(1) = 0.8,492
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Figure S2: (a) Average Jensen-Shannon divergence between model and test data for randomly selected sub-
groups of 10 neurons. (b) Zoomed-in version of figure 3a shows the low variability of RP models for different
instantiations of the random projections and random choices of train/test data. (c) Expected likelihood of ran-
dom models trained from population activity patterns from 169 neurons in the prefrontal cortex as a function
of the number of projections in the model. The performance of the models, which were trained using 100,000
samples from the population activity, begins to deteriorate as the number of projections approaches this value.
Error bars denote standard deviation across random choices of projections and train/test divisions. (d) Perfor-
mance of probabilistic models trained over population activities of 100 neurons from the primate visual cortex,
as average Jensen-Shannon divergence between model and test data for randomly selected subgroups of 10
neurons.

p(−1) = 0.2). We found that the different models performed similarly for the data at hand, with the493

normal and log-normal variants slightly outperforming the others.494

We also examined two alternative choices of random function families for a probabilistic model:495

randomly selected high-order correlations and randomly selected high-order parities. Probabilistic496

models of randomly selected high-order correlations are maximum entropy distributions constrained497

over a random selection of high-order correlations, 〈
∏
j∈Ci

xj〉, where C1...Ck are randomly chosen498

groups of neurons in the population. This gives a probabilistic model of the form:499

p̂(x) =
1

Z
exp(

k∑
i=1

λi
∏
j∈Ci

xj) (S1)

Probabilistic models of randomly selected high-order parities are maximum entropy distributions500

constrained over the mean parities (XOR) of the activities of randomly selected groups of neurons,501
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Figure S3: (a) RP model performance for different choices of the distributions of the random projection weights.
(b) Performance of the RP model compared to models based on high-order correlations and high-order parities
of the data, for data from the primate visual cortex (top) or prefrontal cortex (bottom).

〈
⊕

j∈Ci
xj〉. This gives a probabilistic model of the form:502

p̂(x) =
1

Z
exp(

k∑
i=1

λi
⊕
j∈Ci

xj) (S2)

We found that these two models under-performed in comparison to the RP model (Fig. S3b) when503

trained over our experimental recordings. The particularly poor performance of the correlation-based504

model can be attributed to the fact that measuring high-order correlations is unreliable when the505

activity patterns are sparse, as is typically the case in spiking neurons.506
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RP models capture high-order interactions507
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Figure S4: Performance of maximum entropy models as a function of the strength of high-order interactions
in small artificial population activity distributions of (a) ten and (b) fifteen neurons. Pairwise ME models and
pairwise with synchrony constraints perfectly captured data generated from pairwise distributions and quickly
degraded as stronger third-order interactions were introduced. Random models provided relatively good results
even when the third-order interactions were strong.

We tested whether RP models can successfully learn data simulated from artificial probability distri-508

bution with known high-order interactions by creating a family of parameterized Boltzmann distribu-509

tions of the form:510

p(x) =
1

Z
exp

− n∑
i=1

αixi −
∑

(i,j)∈B

βijxixj − κ ·
∑

(i,j,k)∈C

γijkxixjxk

 (S3)

Where B,C denote randomly selected pairs and triplets of neurons respectively, and the values511

αi, βij , γijk were selected randomly from normal distributions. This results in a family of distributions512

with pairwise interactions when κ = 0 and increasingly strong third-order interactions for larger513

values of κ. These distributions were used to generate simulated data, from which RP models were514

trained. Fig. S4 shows the Jensen-Shannon divergence between the trained models and the original515

distribution as a function of IN − I2, the amount of information in the distribution which cannot be516

described by pairwise interactions. Maximum entropy models based on pairwise interactions trivially517

managed to learn when κ = 0 but made increasingly large errors as stronger third-order interactions518

where introduced (larger values of κ). RP models were able to capture the high-order interactions519

more successfully.520

RP models trained over population activity patterns of actual neural recordings were able to closely521

capture high-order correlations in the code. Fig. S1 shows 2nd, 3rd and 4th order correlations in the522

data and as predicted by RP models trained over a separate training set for neural recordings from523

the primate visual cortex and PFC.524

Biological interpretation of the ‘echo’ patterns525

As explained in the main text, the synaptic learning rule for the RP model (Eq. 3) compares the526

circuit’s response to the input with its response to a noisy ‘echo’ of the input. Such echo patterns527
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Figure S5: Probabilistic models trained with the biologically plausible learning rule. (a) Correlations
in test data vs. model prediction for RP models trained with the learning rule over population activities of
100 neurons from the primate visual cortex. (b) Population synchrony of RP models trained with the learning
rule on groups of 100 neurons, compared to empirical data and reference models. (c) Expected likelihood of
probabilistic models trained from population activity patterns of 50 neurons from the primate visual cortex as a
function of the number of training samples available. In purple: RP model trained with the online learning rule.

can be generated by biophysical noise either in the neurons or synapses [3]. Updating the synaptic528

weights to the output neuron would require a backpropagating signal from the cell body [52] and529

a mechanism that would allow comparing between the synapses’ current and recent activities [53],530

short-term memory within cells [54, 55], or more complicated local synaptic computations [12]. We531

note that neural activity during sleep has been characterised with a replay of neural activity statis-532

tics alongside highly regular oscillations of neural population activity [56, 57], which could generate533

replayed inputs with periodically added noisy echos.534

Derivation of the noise-based learning rule from Minimum Probability Flow535

Minimum Probability Flow [40] is an algorithm for estimating parameters for probabilistic models536

by minimizing the KL-divergence between the data and the model after running the dynamics for537

an infinitesimal time ε : θ̂MPF = arg minθDKL

(
p(0)||p(ε)(θ)

)
. The authors show that this objective538

function be approximated as minimizing the flow of probability at time t = 0, under the dynamics, out539

of data states j ∈ D into non-data states j /∈ D by minimizing the objective:540

K(θ) =
ε

|D|
∑
j∈D

∑
i/∈D

gij exp

[
1

2
(Ej(θ)− Ei(θ))

]
where gij are elements of a binary transition-rate matrix Γ which is allowed to be extremely sparse.541

This is further extended to the case where Γ is sampled rather than deterministic giving the objective:542
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K(θ) =
∑
j∈D

∑
i/∈D

gij

(
gji
gij

) 1
2

exp

[
1

2
(Ej(θ)− Ei(θ))

]

where the inner sum is obtained by averaging over samples from gij . Being a convex function, this543

term can be minimized by iteratively applying its gradient:544

∂K(θ)

∂θ
=
∑
j∈D

∑
i/∈D

[
∂Ej(θ)

∂θ
− ∂Ei(θ)

∂θ

]
gij

(
gji
gij

) 1
2

exp

[
1

2
(Ej(θ)− Ei(θ))

]
(S4)

In order to obtain the learning rule we assume that each sample x is accompanied by xecho, a noisy545

echo of x obtained by independently flipping each bit with probability p (we typically select p such546

that there is one or two bit flips on average). This is equivalent to setting the following connectivity547

matrix:548

gij =

{
(1− p)n i = j

(1− p)(n−k)pk xi differs from xj by k bits

In particular we note that gij = gji so
(
gji
gij

) 1
2

= 1. By substituting the model’s energy function549

E(x) =
∑
i λi · hi(x) into equation S4 we obtain:550

∂K(λ)

∂λ
=
∑
x

∑
xecho

[hi(x)− hi(xecho)] gx,xecho
exp

[
1

2
(E(x)− E(xecho))

]

Because the inner sum is obtained by the random generation of xecho and the outer sum by sampling551

from the target distribution, a stochastic gradient descent on this gradient would result in the final552

learning rule:553

∂K(λ)

∂λ
= [hi(x)− hi(xecho)] exp

[
1

2
(E(x)− E(xecho))

]
(S5)

Algorithm 1 RP model with pruning and replacement (random selection)
1: Randomly pick a set of k projections h1(x)...hk(x) for the model
2: Approximately train the RP model on the empirical data xemp
3: Choose the q projections for which |λi| is smallest and remove them
4: Generate q new random projections g1(x)...gq(x) and add them to the model
5: repeat steps 2-4 until the required amount of projections has been replaced
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Algorithm 2 RP model with pruning and replacement (greedy selection)
1: Randomly pick a set of k projections h1(x)...hk(x) for the model
2: Approximately train the RP model on the empirical data xemp
3: Choose the q projections for which |λi| is smallest and remove them
4: Generate a set of r random projections g1(x)...gr(x)
5: Generate a set of samples xsynth ∼ p̂
6: Add to the model the q projections which maximize: |

∑
xemp

gj(x)−
∑
xsynth

gj(x)|
7: repeat steps 2-6 until the required amount of projections has been replaced
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