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parametersα,µ1 andσ21 , themaximum can be expressed as the solution to the following system of equations:

αj

«

1

σ2
1j

´

˜

xT
j
xj

σ2
`

1

σ20

¸ff

“ 0 (B.12)

αj

«

µ1j

σ2
1j

´
pXT yq

σ2

ff

“ 0 (B.13)

log αj
πj
´ log σ1j

σ0
´

µ21j

2σ2
1j

` λ “ 0, (B.14)

where λ P Ò is an additional unknown, set so that α1 ` ¨ ¨ ¨ ` αp “ 1 is satisfied. The solution to this set of equations is
finite and unique if 0 ă σ,σ0 ă 8 and πj ą 0 for all j “ 1, . . . , p . Also note that the solution to (B.12–B.14) recovers
the posterior expressions for the SERmodel.

B.6 Computing the evidence lower bound
Although not strictly needed to implement Algorithms A2 and A3, it can be helpful to compute the objective function, F
(e.g., to monitor the algorithm’s progress, or to compare solutions). Here we outline a practical approach to computing F
for the SuSiEmodel.

Refer to the expression for the ELBO, F , given in (B.6). Computing the first term is straightforward. The second
term is the ERSS (B.9). The third term can be computed from themarginal log-likelihoods ` l in (B.5), and computing this
is straightforward for the SERmodel, involving a sum over the p possible single effects (see eq. A.5). This is shown by the
following lemma:

LemmaA1. Let q̂ l – argmaxq Fl pq l , gl ,σ2; r̄l q. Then

Eq̂ l
„

log gl pµl q
q̂ l pµl q



“ ` l pr̄l ; gl ,σ2q ` n

2
logp2πσ2q ` 1

2σ2
Eq̂ l kr̄l ´µl k2 . (B.15)

Proof. Rearranging (B.11), and replacing y with r̄l , we have

Eq l
„

log gl pµl q
q l pµl q



“ Fl pq l , gl ,σ
2; r̄l q ` n

2
logp2πσ2q ` 1

2σ2
Eq l kr̄l ´µl k2 . (B.16)

The result then follows from observing that Fl is equal to ` l at the maximum, q l “ q̂ l ; that is, Fl pq̂ l , gl ,σ2; r̄l q “
` l pr̄l ; gl ,σ2q.

B.7 Expression for the expected residual sum of squares (ERSS)
The expression (B.9) is derived as follows:

ERSSpy, µ̄,Ďµ2q “ Eq “ky ´
řL
l“1 µl k

2
‰

“ yT y ´ 2yT
L
ÿ

l“1

µ̄l `
L
ÿ

l“1

L
ÿ

l 1“1

µ̄Tl µ̄l 1 ´
L
ÿ

l“1

µ̄Tl µ̄l `
L
ÿ

l“1

Eq l rµTl µl s

“ ky ´
řL
l“1µ̄l k

2 `

L
ÿ

l“1

n
ÿ

i“1

Varrµl i s,
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where Varrµl i s “ Ďµ2
l i
´ µ̄2

l i
.

C CONNECTING SUSIE TO STANDARD BVSR
When L ! p , the SuSiEmodel (3.1–3.6) is closely related to a standard BVSRmodel in which a subset of L regression
coefficients are randomly chosen to have non-zero effects.

Tomake this precise, consider the following regressionmodel:

y “Xb` e

e „ Nnp0,σ
2Inq

with n observations and p variables, so that b is a p-vector. Let ΠstandardL,p p ¨ ;σ20 q denote the prior distribution on b
that first randomly selects a subset S Ă t1, . . . , pu uniformly among all `pL

˘ subsets of cardinality |S | “ L, and then
randomly samples the non-zero values bS – tb j : j P Su independently from N1p0,σ

2
0 q, setting the other values

bS̄ :“ tb j : j R Su to 0. (This is a version of the prior considered by Castillo et al. 2015, with |S | “ L.) Further, let
ΠsusieL,p p ¨ ;σ20 q denote the prior distribution on b induced by the SuSiE model (3.1–3.6) with identical prior variances,
σ2
l 0 “ σ20 , for all l “ 1, . . . , L.
Proposition A2. With L fixed, letting p Ñ8, the SuSiE prior is equivalent to the standard prior. Specifically, for any eventA,

lim
pÑ8

´

ΠsusieL,p pA;σ20 q ´ ΠstandardL,p pA;σ20 q
¯

“ 0.

Proof. Fix L and p , and let B denote the event that the L vectors γ1, . . . ,γL in the SuSiE model are distinct from one
another. Conditional on B , it is clear from symmetry that the SuSiE prior exactly matches the standard prior; that is,
ΠsusieL,p pA |Bq “ ΠstandardL,p pAq, dropping notational dependence on σ20 for simplicity. Thus,

ΠsusieL,p pAq ´ ΠstandardL,p pAq “ ΠsusieL,p pAq ´ ΠsusieL,p pA |Bq

“ ΠsusieL,p pA |BqPrL,p pBq ` ΠsusieL,p pA | B̄qPrL,p pB̄q ´ ΠsusieL,p pA |Bq,

where the last line follows from the law of total probability. The result then follows from the fact that the probability
PrL,p pBq Ñ 1 as p Ñ8:

PrL,p pBq “ rp{psrpp ´ 1q{psrpp ´ 2q{ps ¨ ¨ ¨ rpp ´ L ` 1q{ps Ñ 1 as p Ñ8.

D SIMULATION DETAILS
D.1 Simulated data
For the numerical simulations of eQTL finemapping in Section 4, we used n “ 574 human genotypes collected as part of
the Genotype-Tissue Expression (GTEx) project (GTEx Consortium, 2017). Specifically, we obtained genotype data from
whole-genome sequencing, with imputed genotypes, under dbGaP accession phs000424.v7.p2. In our analyses, we
only included SNPswithminor allele frequencies 1% or greater. All reported SNP base-pair positions were based on
Genome Reference Consortium (GRC) human genome assembly 38.
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To select SNPs nearby each gene, we considered two SNP selection schemes in our simulations: (i) in the first
scheme, we included all SNPswithin 1Megabase (Mb) of the gene’s transcription start site (TSS); (ii) in the second, we
used the p “ 1, 000 SNPs closest to the TSS. Since the GTEx data contain a very large number of SNPs, the 1,000 closest
SNPs are never more than 0.4Mb away from the TSS. Selection scheme (i) yields genotypematricesX with at least
p “ 3,022 SNPs and at most p “ 11,999 SNPs, and an average of 7,217 SNPs.

For illustration, correlations among the SNPs for one of the data sets are shown in Fig. A1 (see also Fig. 1).

Correlation matrix
for variables 100 to 200

R2 Color Key

0 0.2 0.4 0.6 0.8 1

Correlation matrix
for variables 350 to 450

R2 Color Key

0 0.2 0.4 0.6 0.8 1

F IGURE A1 Correlations among variables (SNPs) in an example data set used in the finemapping comparisons.
Left-hand panel shows correlations among variables shown at positions 100–200 in Fig. 1; right-hand panel shows
correlations among variables shown at positions 350–450. For more details on this example data set, see Section 4.1 in
themain text.

D.2 Software and hardware specifications for numerical comparisons study
In CAVIAR, we set all prior inclusion probabilities to 1{p tomatch the default settings used in othermethods. In CAVIAR
and FINEMAP, we set the maximum number of effect variables to the value of S that was used to simulate the gene
expression data. Themaximum number of iterations in FINEMAPwas set to 100,000 (this is the FINEMAP default). We
estimate σ2 in SuSiE for all simulations.

All computations were performed on Linux systemswith Intel Xeon E5-2680 v4 (2.40 GHz) processors. We ran
SuSiE in R 3.5.1, with optimized matrix operations provided by the dynamically linked OpenBLAS libraries (version
0.3.5). DAP-G and CAVIARwere compiled from source using GCC 4.9.2, and pre-compiled binary executables, available
from the author’s website, were used to run FINEMAP.

E FUNCTIONAL ENRICHMENT OF SPLICE QTL FINE MAPPING
To strengthen results of Section 5, here we provide evidence that splice QTLs identified by SuSiE are enriched in
functional genomic regions, thus likely to contain true causal effects. To perform this analysis, we labelled one CS at
each intron the “primary CS.”We chose the CSwith highest purity at each intron as the primary CS; any additional CSs
at each intron were labelled as “secondary CSs.” We then tested both primary and secondary CSs for enrichment of
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biological annotations by comparing the SNPs inside these CSs (those with PIP ą 0.2) against random “control” SNPs
outside all primary and secondary CSs.

We tested for enrichment of the same generic variant annotations used in Li et al. (2016). These include LCL-specific
histonemarks (H3K27ac, H3K27me3, H3K36me3, H3K4me1, H3K4me2, H3K4me3, H3K79me2, H3K9ac, H3K9me3,
H4K20me1), DNase I hypersensitive sites, transcriptional repressor CTCF binding sites, RNA polymerase II (PolII)
binding sites, extended splice sites (defined as 5 base-pairs upstream and downstream of an intron start site, and 15
base-pairs upstream and downstream of an intron end site), as well as intron and coding annotations. In total, 16 variant
annotations were tested for enrichment.

Figure A2 shows the enrichments in both primary and secondary CSs for the 12 out of 16 annotations that were
significant at p-valueă 10´4 in the primary signals (Fisher’s exact test, two-sided, no p-value adjustment for multiple
comparisons). The strongest enrichment in both primary and secondary signals was for extended splice sites (odds ratio
« 5 in primary signals), which is reassuring given that these results are for splice QTLs. Other significantly enriched
annotations in primary signals include PolII binding, several histonemarks, and coding regions. The only annotation
showing a significant depletion was introns. Results for secondary signals were qualitatively similar to those for primary,
though all enrichments are less significant, which is most likely explained by themuch smaller number of secondary CSs.

F IGURE A2 Splicing QTL enrichment analysis results. Estimated odds ratios, and˘ 2 standard errors, for each
variant annotation, obtained by comparing the annotations of SNPs inside primary/secondary CSs against random
“control” SNPs outside CSs. The p-values are from two-sided Fisher’s exact test, withoutmultiple testing correction. The
vertical line in each plot is posited at odds ratio = 1.
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Supplementary Figures

F IGURE S1 Assessment of PIP calibration. Variables across all simulations were grouped into bins according to
their reported PIP (using 20 equally spaced bins, from 0 to 1). The plots show the average PIP for each bin against the
proportion of effect variables in that bin. A well calibratedmethod should produce points near the x “ y line (the
diagonal red lines). Gray error bars show˘2 standard errors.

F IGURE S2 Distribution of purity for 95% credible sets for different numbers of effect variables. Histograms for
1–5 effect variables are obtained from all 95% credible sets produced by SuSiE in the first simulation scenario, with
S “ 1, . . . , 5, as described in Section 4 of themain text, and the 10 effect variables histogram is obtained from all 95%
credible sets produced by SuSiE in the second simulation scenario, with S “ 10.
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F IGURE S3 Additional assessment of SuSiE CS coverage. These three plots show coverage of SuSiE credible sets as
ρ (the probability that the credible set contains at least one effect variable; see Definition 1 in themain text) is varied
from 75% to 99%. Proportions shown in the vertical axis are based on all credible sets generated by SuSiE in simulations
from simulation scenario 1, with different simulation settings for S , the number of effect variables. Consistent with
Fig. 3, coverage decreases with the inclusion of weaker signals.

F IGURE S4 Comparison of posterior inclusion probabilities (PIPs) computed by SuSiE, in which the prior variances
σ2 are estimated rather than fixed to 0.1, against PIPs computed by DAP-G, and by other methods. The results shown
here frommethods other than SuSiE are the same as the results in Fig. 2. For an explanation of the individual plots, see
Fig. 2.
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F IGURE S5 Comparison of 95% credible sets (CS) from SuSiE, in which the prior variancesσ2 are estimated rather
than fixed to 0.1, and DAP-G: (A) coverage, (B) power, (C) median size, and (D) average squared correlation among
variables in each credible set. The DAP-G results shown here are the same as the DAP-G results shown in Fig. 3. For an
explanation of the individual plots, see Fig. 3.
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