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ABSTRACT 

BACKGROUND 

In the past, large numbers of methods have been developed for predicting secondary structure of proteins. 

Best of author’s knowledge no method has been specifically developed for predicting secondary structure 

of peptides. We analyzed secondary structure of peptides and proteins; it was observed that same peptide 

in protein adopt different secondary structures. Considering the wide application of peptides in therapeutic 

market, we made attempt to develop a method called PEP2D for predicting secondary structure of pep-

tides.   

 

RESULTS 

In this study, 3107 unique peptides have been used to train, test and evaluate peptide secondary structure 

prediction models. It was observed that regular secondary structure content (e.g., helix, beta-sheet) in-

creased with length of peptides. Firstly, models based on various machine-learning techniques have been 

developed using binary profile of peptides and achieved maximum overall accuracy (Q3) 79.5%. The 

performance of models further improved from 79.5% to 83.5% using evolutionary information in the form 

of PSSM profile. We also evaluate performance of protein secondary structure prediction method 

PSIPRED on our dataset and achieved maximum accuracy 76.9%; particularly poor (Q3 71.4%) for small 

peptides having length less than 10 residues. Overall, PEP2D has better prediction of beta-sheets (Q3 

74%) and coil region (Q3 87%) of peptides as compare to PSIPRED (Q3 54.4% for beta-sheet and Q3 

77.9% for coil). We also measure performance of PSIPRED and PEP2D in terms of segment overlap 

(SOV); achieved 69.3 and 76.7 respectively.  

 

CONCLUSION 

Our observations indicate that there is a need of developing separate method for predicting secondary 

structure of peptides. It was also observed that models based on PSSM profile perform poor on small 

peptides in comparison to long peptides. Based on our study, we developed method for predicting second-

ary structure of peptides. In order to provide service to user, a webserver/standalone has been developed 

(https://webs.iiitd.edu.in/raghava/pep2d/). 
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1 INTRODUCTION 

Over the last decade, peptides have emerged as potential therapeutic molecules against various diseases, 

including cancer. The peptide therapeutics has many advantages over the small molecules that include 

high specificity, high penetration, low production cost, ease in manufacturing and modifications [1]. In 

the past, various types of bioactive peptides have been reported such as hormones, toxins, neurotransmit-

ters, antioxidants and antibiotics [1-3]. A family of peptides known as tumor homing peptides have shown 

enormous success in cancer treatment and diagnosis [4]. In order to manage information about peptides, 

a large number of peptide databases have been developed in last few years that include IEDB, CPPsite, 

TumorHope, HemolytiK [3-6].  Until date, about 60 peptide drugs have already released into the market 

and many others are under evaluation for their efficacies and toxicities in various phases of clinical trials.     

 

Understanding the structure of bioactive peptides will enhance the understanding of peptide function as 

well as in developing in silico methods for designing peptides of desired function [7-9]. The function of a 

peptide can be correlated to its three dimensional (3D) or tertiary structure. In past, a large number of 

methods have been developed for predicting tertiary structure of proteins based on various approaches 

like homology, ab initio, threading. These methods were optimized for predicting structure of proteins not 

for peptides, as the hydrophobic collapse, which is a major force responsible for well-defined tertiary 

structure, apply well in case of proteins but not in peptides [10]. In order to overcome above limitations, 

methods were developed especially for predicting tertiary structure of peptides such as PEPstr [11], PEP-

FOLD [12-14], PEP-LOOK [15]. Prediction of secondary structure is an intermediate step in the predic-

tion of tertiary structure and provides information about backbone. As secondary structure is the governing 

factor for binding characteristics of the peptide, thus an accurate prediction of secondary structure of pep-

tides will be helpful for the scientific community. In last four decades, several methods have been devel-

oped for predicting secondary structure of proteins like Chou-Fasman, GOR, PHD, PSIPRED, Jpred [16-

21]. 

 

Best of author’s knowledge no method has been developed so far for predicting secondary structure of 

peptides. It is possible to use protein secondary structure prediction methods for predicting secondary 

structure of peptides, but existing methods are trained for protein structure prediction. This raises the 

question whether peptide and protein adopt same secondary structure for identical segment of residues. In 

summary, do we need to develop separate method for predicting secondary structure of peptides or existing 

protein structure prediction methods are adequate. We extracted peptide structures from PDB having 

length less than 50 residues and compared secondary structure composition of peptides and proteins. It 

was observed that protein and peptide contain different percent of regular secondary structure, even iden-

tical segment adopt different secondary structure in protein and peptides. Thus, it is important to develop 

models for predicting secondary structure of peptides from peptide sequence. We compared the perfor-

mance of newly developed models with protein secondary structure prediction methods. 
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2 METHODS 

2.1 Datasets 

2.1.1 PEP2D dataset: We obtained 5778 PDB chains of peptides (2791 X-ray and 2787 NMR structures) 

having number of residues between 5 to 50 from ccPDB server[22]. In case structure is solved using NMR 

and have multiple models, we used first model of NMR. There were many peptides with unknown residues 

represented by letter ‘X’, we removed these peptides having more than 10% residues. We obtained 3107 

unique peptides, after removing identical sequences.  Our final dataset PEP2D contains 3107 unique pep-

tide structures having 5 to 50 residues. 

 

2.1.2 PEP2D subsets: In order to understand relation between sequence and structure of peptide having 

length in different range, we created different subsets.  First, we created a subset of smallest peptides 

called PEP2D5N10 that contain peptides having number of residues between 5 and 10. This subset 

PEP2D5N10 contains 572 peptides. Similarly, we created subset PEP2D11N20 that contains 718 peptides, 

having number of residues between 11 and 20. Other subsets are PEP2D21N30 (number of residues be-

tween 21 and 30) and PEP2D31N50 (number of residues between 31 and 50), containing 610 and 1207 

peptides respectively.   

  

2.1.3 PEP2DNR dataset: The performance of any prediction model depends upon similarity between 

peptides in a dataset. In case of protein datasets, similarity level around 35% is preferred, which is not 

possible for peptide datasets, as it will reduce size of dataset drastically. In this study, we created a non-

redundant dataset called PEP2DNR that contain 1980 peptides. This dataset only contains non-redundant 

peptides where no two peptides have similarity more than 80%.  We used level of redundancy 80%, as 

previous peptide prediction also uses level of redundancy 80% [23, 24]. We used CD-HIT software [25] 

to make above non-redundant dataset. 

 

2.1.4 ProBlast dataset: Fundamentally, both proteins and peptides are made of 20 types of natural resi-

dues. Ideally, method developed for protein should work for peptide and vice versa. Proteins contain iden-

tical or similar peptides; question is whether isolated peptide or identical/similar peptide in protein has 

same structure. In order to address this question, we created a dataset called ProBlast that contains protein 

segment similar/identical to peptides in PEP2D. This dataset of protein segments was generated using 

following step; BLAST [26] search was performed for each peptide in PEP2D against protein structures 

in PDB [26]. The aligned region of protein segment with the peptide was extracted to make ProBlast 

dataset (Table S2). 

 

2.2 Comparison with peptide tertiary structure prediction methods 

Secondary structure of peptides can also be assigned from predicted tertiary structure of peptide. There-

fore, it becomes imperative to compare our algorithm with tertiary structure prediction methods. We used 

PEPstr method for predicting tertiary structure of peptides in PEP2D dataset. Other popular method for 

peptide tertiary structure prediction (PEPFOLD) was not available as standalone and therefore, was not 
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compared in this study. After getting tertiary structure from PEPstr, we obtained the secondary structure 

of peptides using DSSP software [27].  
 

2.3 Peptide Secondary Structure Assignment 

Secondary structure was assigned using the Dictionary of Secondary Structure of Proteins (DSSP) pro-

gram. DSSP defines the distribution of secondary structure into eight different classification states [27]. 

We merged the H, I, G into Helix (H) state and B, E into Sheet (E) state and S, T, C into the Coil (C) state.  

 

2.4 Input Features 

In this study, we used binary matrix [28] and position specific scoring matrix (PSSM) as input features. 

In case of binary profile, each amino acid is represented by a vector of dimension 20 where one element 

having value one corresponding to residue type and rest of 19 elements have value zero. As there are 20 

types of amino acids so each amino acid is represented by a vector of dimension 20, each element repre-

sents a residue. It means a peptide of length 8 residues will be presented by a vector of dimension 820. 

In order to use evolutionary information, we generated PSSM profiles using the HHbilts generated from 

multiple sequence alignments [29]. The HHbilts alignment contains up to two times more homologous 

sequences and results into more accurate alignments [29]. 

2.5 Classification 

In this study, we applied IBK (Nearest Neighbor), Random Forest and ANN (Neural Network) machine 

learning techniques for prediction of peptide secondary structure. IBK and Random Forest are imple-

mented using WEKA package [30] and ANN is implemented using monmlp (monotone multi-layer per-

ceptron) package [31] in R statistical programming language [32]. 

 

2.6 Cross validation and performance measures 

In this study, we performed a five-fold cross validation technique in all datasets. For assessing the perfor-

mance of various models developed in this study, we computed following parameters.  

 

2.5.1 Accuracy of prediction in each state: We have calculated iQ3  using equation 1, where i  is any 

secondary structure element (Helix, Sheet or Coil). 

 

Ai

Aii
iQ =3      - 1 

 

Where Aii  is total number of correctly predicted residues in state i , Ai  is the total number of residues 

observed in state i . 

 

2.5.2 Accuracy of prediction in all state: It is calculated by adding the number of correctly predicted 

residues in each state and dividing with the total number of residues in all the states (equation 2). 
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2.5.3  Precision: It tells the confidence level of the prediction of each state. If the prediction accuracy is 

high but precision is low, this means that the prediction method is over fitted for high prediction of that 

state. A better prediction method should have high accuracy as well as high precision. We calculate pre-

cision as defined below in equation 3. 

 

Ei
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iP

100
_


=

     - 3 

 

Where Aii  is correctly predicted residues in the state i , Ei  is the total number of residues predicted in 

state i . 

 

2.5.4 Segment Overlap Measure (SOV): SOV represents realistic performance measure of secondary 

structural elements as it measures the performance at the segment level. We calculated SOV scores for 

each secondary structure (SOV_H, SOV_E, and SOV_C) as well as overall SOV in our predictions [33]. 

SOV is represented by equation 4 given below. 
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Where, 1s  and 2s  are segments corresponding to actual and predicted secondary structure; )1(slen  

corresponds to the number of residues defining the segment 1s ; )2,1(min ssov  corresponds to the length 

of overlapping 1s  and 2s  segments; )2,1(max ssov  is the maximum overlap of 1s  and 2s  segments 

for which either of the segments have a residue in state i ; )2,1( ss  is a number which is defined by 

equation 5. 
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3 RESULTS 

3.1 Analysis of secondary structure composition  

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Figure 1. Percent composition of helix (H), sheet (E) and coil (C) in different datasets; PEP2D contain all 

peptides and ProBlast have peptide similar sequence in proteins. Subsets PEP2D5N10, PEP2D11N20, 

PEP2D21N30 and PEP2D31N50 contain peptides of length in range 5-10, 11-20, 21-30, 31-50 respec-

tively. 

 

We calculated the percent composition of Helix, Sheet and Coil for all peptides (PEP2D), similar peptide 

in proteins (ProBlast) and peptides having length in different range (e.g., PEP2D5N10 for length 5 to 10). 

The proportion of helix increases with the increase in length of the peptides, as shown in the Figure 1, 

percent of helix increases from 7.0 (PEP2D5N10) to 38.5% (PEP2D31N50). Similarly, coil decreases 

from 82.0% (PEP2D5N10) to 49.4% (PEP2D31N50). Overall, PEP2D has 33.5% helix, 10.7% sheet and 

55.8% coil (Figure 1). In contrast, the ProBlast dataset has high ratio of helix 40.8%, sheet 19.9% and low 

coil 39.3%. This analysis indicates that similar peptides/protein segment in proteins (ProBlast) have dif-

ferent secondary structure composition (Table 1, Table S2). 

3.2 Secondary structure of peptides in proteins 
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Due to their small length, peptides adopt different secondary structure as compared to protein segments 

that are identical to that peptide. As shown Table 1, some sequences that are identical in peptide and 

protein segments adopt different secondary structure. The complete list of peptides found in protein se-

quences are given in Supplementary file Table S2. It is because peptide in protein have different environ-

ment as their neighbor residues has an effect on their conformation. This observation emphasizes the need 

to develop a separate secondary structure algorithm for peptides. 

 

3.3 Models based on binary profile 

We developed peptide prediction models based on binary profile using different window lengths. The 

binary profile is represented by a vector length of W*20, where W is the length of the window (W ranges 

from 5-9 in this study). The best accuracy (Q3) and precision were obtained for window length 9 (WIN9). 

The models developed using random forest performed better than IBK and ANN based models. The ran-

dom forest based model has slightly better Q3 (81.51%) as compared to IBK (79.52) and ANN based 

models, whereas IBK based model has better Q3E (62.63%) as compared to Q3E (47.96%) obtained by 

using random forest (Table 2). The precision for helix (P_H) and sheet (P_E) was also higher in case of 

random forest based models.  

 

Table2: The performance of models based on various techniques, developed for different window lengths 

using binary profile.  

Performance 
 

ANN 
  

IBK 
  

Random Forest 

WIN5 WIN7 WIN9 WIN5 WIN7 WIN9 WIN5 WIN7 WIN9 

Q3H: Helix  

Accuracy 
72.26 73.93 74.49 78.72 81.24 81.59 77.70 79.61 80.08 

Q3E: Strand  

Accuracy 
39.23 43.05 44.98 58.15 60.69 62.63 49.85 49.02 47.96 

Table 1: Identical sequences in peptide and protein with their PDB id and their secondary structure 

states.  

 

Amino Acid Sequence Peptide 

PDB ID 

Protein 

PDB ID 

Secondary structure  

of peptide 

Secondary structure of  

protein segment 

MSRG 1du1A 4aivA CCCC HHHC 

YVKA 1bfzA 4h2kA CCCC HHHH 

LDADF 1aftA 2zq5A CCCCC HHHHH 

TPGVY 1ab9D 1g87A CEEEC CCCCE 

CAVELR 1b9pA 4hacA CCCCCC EEEEEE 

FVLFVL 1b9uA 3qyyA HHHHHH CEEEEE 

PDLKAAI 1o06A 3visA HHHHHHH CCCCEEE 

WSHPQFEK 1rsuP 3dp5A CCCHHHCC CCCCCCCC 
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Q3C: Coil  

Accuracy 
81.12 81.88 81.79 79.00 81.35 81.52 85.28 87.80 88.81 

Q3: Overall  

Accuracy  
73.66 75.05 75.40 76.67 79.10 79.52 78.94 80.90 81.51 

P_H: Helix 

Precision 
0.70 0.73 0.74 0.73 0.76 0.77 0.77 0.80 0.82 

P_E: Strand 

Precision 
0.60 0.57 0.55 0.62 0.66 0.65 0.75 0.81 0.82 

P_C: Coil 

Precision 
0.78 0.79 0.79 0.82 0.84 0.84 0.81 0.81 0.81 

 

3.4 PSSM profile based models  

It is well known fact that evolutionary information in form of multiple sequence alignment or PSSM pro-

file provides more information than single amino acid sequence.  In past evolutionary information was 

used for improving performance of protein secondary structure prediction methods [18].  Our random 

forest based model, developed using PSSM profiles achieved overall accuracy Q3 (83.45%). Models based 

on random forest perform better than IBK and ANN based models for window length 9 (Table3). Again, 

IBK based model has higher Q3E (61.18%) as compared to random forest Q3E (56.37%). The random 

forest based model has considerably higher precision for helix (P_H) and sheet (P_E). 

 

Table3: The performance of models based on various techniques, developed for different window lengths 

using PSSM profile. 

Per-

for-

mance 

 
ANN 

  
IBK 

  
Random Forest 

WIN5 WIN7 WIN9 WIN5 WIN7 WIN9 WIN5 WIN7 WIN9 

Q3H: 

Helix 

Accu-

racy 

75.34 77.04 77.35 80.07 81.82 82.67 80.67 80.91 81.11 

Q3E: 

Strand 

Accu-

racy 

48.65 52.18 51.93 57.35 61.05 61.18 58.54 57.58 56.37 

Q3C: 

Coil 

Accu-

racy 

83.14 83.70 84.56 81.50 82.60 83.00 88.70 89.68 90.06 

Q3: 

Over-

all Ac-

curacy  

76.83 78.09 78.65 78.43 80.03 80.55 82.78 83.30 83.45 

P_H: 

Helix 
0.74 0.76 0.77 0.75 0.76 0.77 0.83 0.85 0.85 
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Preci-

sion 

P_E: 

Strand 

Preci-

sion 

0.70 0.69 0.69 0.67 0.70 0.70 0.81 0.83 0.83 

P_C: 

Coil 

Preci-

sion 

0.79 0.81 0.81 0.83 0.84 0.84 0.83 0.83 0.83 

 

3.5 Balance in prediction 

It was observed that in the PEP2D dataset, the content of helix and sheet was quite low as compared to 

coil. The more abundance of coil region resulted in a prediction model, which is biased towards high coil 

prediction. For obtaining a balanced prediction of helix, sheet and coil, we applied weightage to helix and 

sheet prediction values. The weightage values were calculated based on coil to helix and coil to sheet ratio 

in the dataset. The binary-based random forest model achieved maximum accuracy 80.45% (Q3) with 

78.66% helix (Q3_H) and 72.03% sheet (Q3_E).  The PSSM-based random forest model achieved maxi-

mum accuracy 83.48% with accuracy 80.62% for helix and 74.00% for sheet (Table 4). The performance 

of models improved up to 4%, when evolutionary information was used as input instead of single se-

quence.  

 

Table 4: The performance of models developed on window 9 after applying frequency-based weightage. 

 

Performance Binary PSSM 

ANN IBK RF ANN IBK RF 

Q3H: Helix Accuracy 69.55 76.13 78.66 76.63 79.77 80.62 

Q3E: Strand Accuracy 63.21 65.32 72.03 64.01 65.2 74.00 

Q3C: Coil Accuracy 75.60 83.50 83.13 80.85 83.78 87.01 

Q3: Overall Accuracy  72.25 79.08 80.45 77.63 80.44 83.48 

P_H: Helix Precision 0.78 0.80 0.83 0.79 0.81 0.86 

P_E: Strand Precision 0.38 0.60 0.57 0.55 0.63 0.69 

P_C: Coil Precision 0.81 0.82 0.85 0.82 0.84 0.85 

 

3.6 Performance on peptides of different length 

We also developed random forest model using binary and PSSM profile on different subsets of PEP2D 

dataset. As shown in Table 5, our binary models get overall accuracy from 78.26% to 83.45%. Similarly, 

PSSM based models achieved maximum accuracy between 79.04% and 84.51%. PSSM based models 

performed better than binary-based models in all ranges. It was also observed that difference in perfor-

mance between PSSM and binary-based models improved with length of peptides. For example, for subset 

PEP2D5N10, difference was only 0.78% (83.45%, 84.23%) whereas for subset PEP2D31N50 difference 
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was 2.69%. We examine PSSM profile of peptides and observed that PSSM was not properly build for 

small peptides up to length of 20 residues.   

 

Table 5: The performance of random forest based models developed on different subsets using binary and 

PSSM profile.  

 

Performance 5N10 11N20 21N30 31N50 

Binary PSSM Binary PSSM Binary PSSM Binary PSSM 

Q3H: Helix Accuracy 71.25 71.88 72.15 72.62 79.73 80.67 81.91 84.32 

Q3E: Strand Accuracy 60.73 60.93 60.50 60.25 60.22 62.78 61.08 69.58 

Q3C: Coil Accuracy 87.54 88.41 84.25 84.65 80.75 84.56 86.26 87.88 

Q3: Overall Accuracy  83.45 84.23 78.67 79.04 78.26 80.88 81.82 84.51 

P_H: Helix Precision 0.63 0.67 0.75 0.76 0.79 0.80 0.82 0.86 

P_E: Strand Precision 0.46 0.47 0.51 0.54 0.59 0.79 0.77 0.79 

P_C: Coil Precision 0.93 0.93 0.85 0.84 0.82 0.82 0.82 0.84 

 

3.7 Comparison with PSIPRED: 

In order to compare performance of our method with existing methods, we evaluated performance of 

PSIPRED on different PEP2D datasets [20]. We used the PSIPRED (a protein secondary structure predic-

tion method) as there is no method to predict the secondary structure of peptides. Other popular secondary 

structure prediction method i.e. JPred was not available as standalone. According to authors of JPred, the 

algorithm does not work on short peptides (<20 amino acids) as the prediction window used is 19 amino 

acids long and also PSSM profile obtained for these peptides is not of good quality. A benchmark per-

formed by authors of JPred vs PSIPRED on globular proteins shows very little difference in overall accu-

racy [21]. In this study we have used the PSIPRED inherit in the HHsuite 2.0 [29]. This version of 

PSIPRED utilizes HHblits generated HMM-Profile instead of PSI-BLAST [34], which improved the ac-

curacy of PSIPRED significantly even without retraining PSIPRED on the HHblits generated alignments 

as reported in HH-suite user guide. As shown in Table 6, our PSSM-based models performed better than 

PSIPRED on PEP2D dataset and on its subsets.  Overall, on PEP2D dataset PSIPRED achieved accuracy 

76.86% where as our PSSM based model achieved 83.48%. The performance of PSIPRED improves with 

length of peptides from 71.43% for small peptides (PEP2D5N10) to 79.80% for long peptides 

(PEP2D31N50). This indicates that PSIPRED is not suitable for small peptides, since it was trained on 

proteins. Our models perform in all ranges of peptide lengths with reasonably high accuracy. The perfor-

mance of PSIPRED is particularly poor in predicting beta sheets, as accuracy is only 28.34% for small 

peptides (PEP2D5N10).  

 

Table 6: The performance of PSIPRED and PSSM based models on PEP2D dataset and its subsets. 

   

Da-

tasets/sub-

sets 

PSIPRED method PEP2D method 

Q3H Q3E Q3C Q3 Q3H Q3E Q3C Q3 
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PEP2D 82.15 54.37 77.94 76.86 80.62 74.00 87.01 83.48 

5N10 62.62 28.34 77.95 71.43 71.88 60.93 88.41 84.23 

11N20 78.15 55.50 74.37 73.89 72.62 60.25 84.65 79.04 

21N30 82.43 55.05 73.15 74.70 80.67 62.78 84.56 80.88 

31N50 84.31 56.97 81.71 79.80 84.32 69.58 87.88 84.51 

 

3.8 Segment Overlap measure 

The performance in terms of accuracy alone is not sufficient for evaluating the performance of secondary 

structure prediction methods. Segment Overlap (SOV) is an important measure that provides realistic pro-

cedure, which is based on evaluating the performance at the segment level. Our PSSM based model 

achieved SOV 76.7 with SOV_H, SOV_E and SOV_C of 75.7, 64.3 and 77.1 respectively which is much 

higher as compared to PSIPRED SOV 69.3. PSSM based models also perform better than PSIPRED on 

subsets of PEP2D particularly on small peptides (PEP2D5N10) (Table 7). As shown in Table 7, our mod-

els performed better than PSIPRED on all length of peptides.  

 

Table 7: The performance of our PSSM based model and PSIPRED in terms of SOV, on dataset PEP2D 

and on its different subsets. 

Da-

taset/ 

Sub-

sets 

PSIPRED method PEP2D method 

SOV_H SOV_E SOV_C SOV SOV_H SOV_E SOV_C SOV 

PEP2D 71.48 40.89 68.69 69.35 75.66 64.28 77.12 76.75 

5N10 54.39 19.22 66.12 61.75 73.72 58.16 77.86 75.69 

11N20 69.72 39.11 67.24 68.58 71.90 51.43 74.54 74.30 

21N30 72.09 43.55 66.72 69.99 75.07 54.65 71.74 71.76 

31N50 74.06 47.93 72.22 73.80 78.10 67.98 77.58 77.62 

 

3.9 Comparison with PEPstr 

We compared the performance of our models with peptide tertiary structure prediction method called 

PEPstr. Currently PEP-FOLD and PEPstr are state of the art methods, which are available for public use. 

Since PEP-FOLD, standalone was not available, so we compare our models with PEPstr. We used PEPstr 

for prediction of tertiary structure of all peptides in PEP2D dataset. The DSSP package was used to assign 

the secondary structure of peptides from their predicted tertiary structure. We achieved overall accuracy 

of PEPstr on PEP2D 67.09% (Q3) with accuracy 45.73% (Q3H), 2.59% (Q3E), 92.32 % (Q3C) for helix, 

sheet and coil respectively. The main reason of poor performance of PEPstr is that, it emphasizes on beta-

turn prediction over regular secondary structure. As a result, it has higher Q3C as compared to Q3H and 

Q3E. This comparison further strengthens the idea for a separate peptide secondary structure prediction 

method.  
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3.10 Performance on non-redundant dataset 

The PEP2D dataset consists of unique peptides that have high level of redundancy. It is known that peptide 

properties can change even with a single amino acid variation. In order to understand impact of similarity 

between peptides in PEP2D dataset, we developed a model on non-redundant dataset (PEP2DNR). As 

expected, the number of peptides decreased significantly, but the performance remains significant. It was 

observed that only beta sheet prediction performance (Q3E) decreased to 63.5% as compared to 76.19% 

of PEP2D. Overall, performance of PEP2D algorithm on PEP2DNR dataset remains better than PSIPRED 

and lower than on PEP2D dataset (supplementary file Table S1). 

 

4 IMPLEMENTATION:  

A user-friendly web server has been developed for predicting peptide secondary structure using our best 

models. The server was developed using HTML, JavaScript and PHP 5.2.9 as the front end and installed 

on a Red Hat Enterprise Linux 6 server environment. The server takes the FASTA sequence of single/mul-

tiple peptides and presents the results in graphical format. The server displays the query sequence, pre-

dicted secondary structure and confidence/probability score of helix, sheet and coil in graphical and text 

format (Figure 2). The Mutant peptide module generates all possible mutants of query peptide and predicts 

the secondary structure of all mutants (Figure 2). In addition, standalone version is also provided for the 

user, which is available at https://webs.iiitd.edu.in/raghava/pep2d/. 
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Figure 2. The display of result page, showing the query sequence, predicted secondary structure and prob-

ability score of helix, sheet and coil along with mutants of query sequence.  

 

5 DISCUSSION 

In the recent years, peptides are seen as potential therapeutic molecules due to their high specificity, high 

penetration, low production cost and ease in manufacturing and modifications. As secondary structure 

plays an important role in the function of peptides, knowing the secondary structural content of therapeutic 

peptides will be helpful in designing better therapeutic peptides. In past, many algorithms were developed 

for the prediction of secondary structure of proteins, but none for the peptides. In this study, we have 

developed a method PEP2D, specific for prediction of peptide secondary structure. We achieved Q3 score 

of 83.48% with Q3H 80.62%, Q3E 74.00% and Q3C 87.01% on PEP2D dataset. We used PSIPRED 

inherent in HHsuite 2.0 to predict the secondary structure of peptides of PEP2D dataset. PSIPRED was 

able to achieve Q3 of 76.86%, with Q3H 82.15%, Q3E 54.37% and Q3C of 77.94% on PEP2D dataset. 

We observed that PEP2D performs relatively better than PSIPRED particularly in the prediction of sheets. 

This might be due to the difference in the types/shapes of beta-sheet in peptides as compared to proteins. 

In peptides, the linear zig-zag conformation of the beta-sheet can be stabilized by making hydrogen bond 

to adjacent parallel chains of the same type. Typically, this type of beta sheet is more prominent in pep-

tides, as bulky side chains in proteins destabilize this type of zig-zag conformation due to steric hin-

drance/crowding. 

We created subsets of PEP2D dataset to know the effect of peptide length on accuracy. The performance 

improved as the length increased, as it is difficult to predict the peptides of small length due to their high 

irregular secondary structure content. Currently there is no algorithm to predict peptide secondary struc-

ture; we choose to compare with the state of the art method PSIPRED, for secondary structure prediction. 

Stating that PEP2D is better as compared to PSIPRED will not be a justifiable statement since both algo-

rithms were trained on different types of datasets i.e. PEP2D on peptides and PSIPRED on proteins. We 

also compared PEP2D with peptide tertiary structure prediction method PEPstr and found that PEP2D is 

better in predicting secondary structure of peptides as compared to PEPstr. We hope that this method will 

be useful for researchers working in the field of peptide therapeutics. 
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