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ABSTRACT  

High throughput assays allow researchers to identify sets of genes related to experimental conditions or 

phenotypes of interest. These gene sets are frequently subjected to functional interpretation using databases 

of gene annotations. Recent approaches have extended this approach to also consider networks of gene-

gene relationships and interactions when attempting to characterize properties of a gene set. We present here 

a supervised learning algorithm for gene set analysis, called ‘GeneSet MAPR’, that for the first time explicitly 

considers the patterns of direct as well as indirect relationships present in the network to quantify gene-gene 

similarities and then report shared properties of the gene set. Our extensive evaluations show that GeneSet 

MAPR performs better than other network-based methods for the task of identifying genes related to a given 

gene set, enabling more reliable functional characterizations of the gene set. When applied to the set of 

response-associated genes from a triple negative breast cancer study, GeneSet MAPR uncovers gene 

families such as claudins, kallikreins, and collagen type alpha chains related to patient’s response to 

treatment, and which are not uncovered with traditional analysis.  

INTRODUCTION 

Gene set analysis is a mainstay of functional genomics studies today. High-throughput experiments allow 

researchers to identify a set of genes related by a common profile, such as differential expression between 

experimental conditions, altered epigenomic states in regulatory regions, or signatures of selection in their 

coding sequences. It is then common to seek other properties (e.g., Gene Ontology terms and pathways) of 

relevance to the gene set so as to make connections between those properties and the original defining property 

of the gene set. This task is usually approached by testing if the gene set is significantly enriched for genes 

annotated with a property, iterating over many, even thousands of properties; tools such as DAVID (1) and 

GSEA (2) offer such enrichment analysis through convenient interfaces, and have been widely adopted. We 

refer to this task as ‘gene set characterization’ (3). A second line of research into gene set analysis seeks to 

identify genes most related to a given gene set. For instance, numerous methods for predicting functions of 

poorly annotated genes begin with a set of genes in a Gene Ontology (GO) category and use pre-determined 

gene-gene networks to identify additional genes that might share that function (4-6). These methods utilize 

some version of the ‘guilt-by-association’ principle: if a gene is directly or indirectly linked via the network to a 

gene with a specific function then it might share the latter’s function. We refer to this second type of gene set 
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analysis as ‘gene set membership prediction’ (GSMP), recognizing that the approach may be used to identify 

related genes of a gene set with any common property, not only GO annotations.  

In this work, we draw inspiration from both lines of research outlined above to develop a new framework for 

gene set analysis. In particular, we develop a new network-based method for the GSMP task, demonstrate its 

advantages over state-of-the-art methods, and then use its predictions to perform the gene set characterization 

task. We believe that the two tasks are related and that an improvement in performing the GSMP task can lead 

to better, or at least novel, functional characterizations of a gene set. The rationale for this is the following: Gene 

set characterization as it is performed today amounts to identifying properties that distinguish genes in the given 

set from all other genes. However the full complement of genes may include genes that are closely related to 

the given set, and share the latter’s properties. If we could identify these closely related genes up front then we 

could seek properties that are common to the given gene set and these closely related genes, and not shared 

by the remaining, less related genes. That is, the contrast between the gene set and ‘all other genes’ can 

improve when we extend the given gene set to include its most closely related genes. Since it is difficult to 

systematically benchmark a gene set characterization method, we support the above premise by applying the 

new method to a clinically significant gene set and noting that it identifies biologically reasonable properties that 

would have been missed by traditional methods. On the other hand, the GSMP task itself is amenable to 

systematic benchmarking, since the evaluator may hide a part of a biologically coherent gene set and test if one 

GSMP algorithm can uncover those hidden genes better than other algorithms. We adopt this systematic 

approach to test GSMP performance of Geneset MAPR in comparison with other state-of-the-art algorithms on 

many gene sets and find clear and consistent improvements.  

Methodologically, the distinguishing aspect of Geneset MAPR is its ability to exploit multiple gene networks 

simultaneously when characterizing gene-gene similarity and scoring any gene for its relationship to a given 

gene set. Handling of multiple gene networks together is an example of the ‘heterogeneous network mining’ 

problem, which presents daunting technical challenges in many domains of information science (7,8). (We will 

use the term ‘heterogeneous network’ here to refer to a network where multiple gene networks, each defined 

by a different type of relationship, are overlaid to create a single gene network with multiple edge types.) 

Heterogeneous network mining is germane in the genomics context because gene networks can be 

reconstructed from a variety of sources, e.g., protein-protein interaction data, homology information, genetic or 

regulatory interactions, etc. which carry complementary information about gene similarities that may bear upon 

a ‘guilt-by-association’ analysis. Despite this, most approaches to such an analysis make the simplifying 

assumption that the edges are of the same type (9-11), e.g., only protein-protein interactions, with a few notable 

exceptions. One approach is to combine different edge types in the heterogeneous gene network to form a 

homogeneous network prior to gene set analysis, as in the popular tool GeneMANIA (6). Another approach, 

exemplified by our previous algorithm called DRaWR (3), retains heterogeneous edges and performs a ‘random 

walks with restarts’ to quantify gene-gene connectivity. However, neither method treats different types of 

connectivity among genes as being of potentially different value to the GSMP task. (Here different ‘types of 

connectivity’ may refer to, for example, when two genes are connected because both exhibit protein-protein 

interaction with a third gene, or when one gene is homologous to and the other has a common GO annotation 
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with a third gene). This is the key conceptual gap in current network-based gene set analysis methods that we 

address in the present work. 

To address the above problem, Geneset MAPR (or ‘MAPR’, for brevity) quantifies network connectivity between 

genes while preserving information about types of connectivity. Central to the method is the ‘meta path’, a 

concept from graph mining that characterizes paths connecting a pair of nodes based on the sequence of edge 

types appearing in the path (12). MAPR uses meta paths to track different types of connectivity patterns in the 

heterogeneous gene network, and develop them to characterize the underlying relationships in a given gene 

set. Our choice of meta paths as a network analysis entity stems from the hypothesis that if different edge types 

in a heterogeneous network are treated as different, the analysis may provide a novel, valuable perspective on 

gene-gene relationships. A second major feature of MAPR is its use of supervised machine learning 

(‘classification’) for the GSMP task. We note that GSMP is at its heart a classification task – a set of genes 

belonging to a class (the gene set) is made available and the goal is to predict additional members of the class. 

MAPR embodies this perspective, casting the GSMP task as a classification problem, learning to predict 

membership in the gene set using a comprehensive description of each gene in terms of its meta path-based 

network connectivity patterns.  

We show by cross-validation tests that Geneset MAPR achieves consistently better GSMP accuracy compared 

to GeneMANIA, DRaWR and other baselines, over nearly 600 different gene sets from 13 different compendia. 

The network edge types most useful for the task are automatically learned and vary from one compendium to 

another; gene-gene relationships based on text-mining proved to be much more useful for certain types of gene 

sets compared to others, while information from Gene Ontology annotations was consistently useful across 

most gene sets. We noted that gene sets comprising genes with better annotations in knowledge-bases or 

genes related to more widely researched topics such as cancer and drugs tend to be more predictable in the 

GSMP setting. Finally, we applied the new GSMP tool to a gene set associated with poor response to 

chemotherapy in breast cancer and identified three gene families – claudins, kallikreins, and collagens – that 

were not conspicuous in the original gene set but were highly ranked among the most closely related genes of 

the set. Prior work associates these gene families with poor prognosis, and thus lends credence to the new 

insights gleaned by our analysis about key genes in the target gene set. 

RESULTS 

Outline of Geneset MAPR, a new method for gene set membership prediction 

The central task of interest to us is ‘gene set prediction’ (GSMP): given a gene set, find other genes ‘highly 

related’ to that gene set. To make the problem more objectively defined, we consider the following formulation 

of GSMP: given a random subset of a gene set, predict the remaining genes of that set, from among all other 

genes. To pose the GSMP task one must also specify the information that is available in performing the task. 

Here, we consider one or more compendia of prior knowledge about genes as the available information. Each 

compendium may include information about (i) genes annotated with specific properties, such as Gene Ontology 

biological processes, or (ii) pairs of genes related by a specific relationship, such as direct protein-protein 
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interaction. We utilized 11 such compendia in the public domain (13-18), listed in Table 1. A GSMP method is 

required to make its predictions based on the knowledge stored in one or more of these compendia.  

Compendia of prior knowledge as a heterogeneous network: We propose a novel method for GSMP, called 

‘Gene Set Meta path Analysis for Pattern Regression’ or simply ‘GeneSet MAPR’ or ‘MAPR’ for short. It utilizes 

the available/provided compendia of prior knowledge by representing them as a heterogeneous network, i.e., a 

network where nodes represent genes and different types of edges represent prior knowledge from different 

compendia. It then solves the GSMP problem by defining the similarity of each gene to the given gene set 

through patterns of gene-gene connectivity in the heterogeneous network. We first note that each compendium 

may be represented as a homogeneous network. A compendium of gene-gene relationships (of a specific type 

such as protein-protein interaction) can be represented by an all-gene network, with edges recording those 

relationships. For a compendium of gene-property associations the information may be recorded as edges in a 

bipartite graph with gene and property nodes; MAPR transforms such a network into one that only has gene 

nodes, where a pair of nodes is connected by an edge if both genes are associated with the same property 

(Figure 1A,B). Thus, every compendium provided as prior knowledge is represented by a different 

homogeneous network involving genes, and a heterogeneous network is created by overlaying all of these 

networks (Figure 1C). The network edges may be weighted, if the compendia that they were derived from 

provide confidence values for relationships. All edges in the network are undirected, i.e., they represent 

symmetric relationships. 

Meta paths as connectivity patterns in heterogeneous network: MAPR examines the resulting network in terms 

of its connectivity patterns as defined by paths and ‘meta paths’. A path is a contiguous sequence of edges 

where each pair of successive edges is incident to a common node (Figure 1C), and is an intuitive way to 

describe the connectivity between two nodes. In a heterogeneous network, a meta path is an ordered sequence 

of edge types, such that any number of individual paths in the network may follow that sequence of edge types 

(12) (Figure 1D). Thus, meta paths are a means to categorize different paths in a heterogeneous network. They 

allow us to go beyond merely talking about strengths of connectivity between two nodes in the network (e.g., 

based on the counts of paths between them) to types of connectivity between them. 

MAPR as a classifier using connectivity features: We briefly describe how MAPR, given a gene set G, ranks all 

genes (including genes in G) for similarity to G, thereby solving the GSMP problem. (See Figure 2 and Methods 

for details.) It first quantifies the strength of connectivity (henceforth, ‘linkage’) between each pair of genes in 

the network, separately for each type of connectivity (meta path, symbolized by ‘m’). The linkage (between two 

genes) takes into account the number of paths matching that meta path as well as the weights (if any) of the 

edges constituting those paths. A total linkage via meta path m is then computed between each gene and the 

query gene set G, by aggregating the gene’s linkage to each gene in G. Each gene is thus assigned a ‘feature 

vector’ where each dimension represents its total linkage to G via a different meta path. Genes in G are also 

assigned such feature vectors. Next, MAPR trains an ensemble of LASSO (19) regression models using these 

feature vectors, treating genes in G as the positive set and equally many randomly chosen genes (not in G) as 

the negative set. (Each random choice of negative set yields one model in the ensemble.) This ensemble of 

models is used to predict the gene’s membership in set G. Note that genes in the positive set G are likely to 

receive high scores, but are not guaranteed to be the highest scoring genes.  
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Evaluations of Geneset MAPR 

In order to evaluate MAPR’s effectiveness for the GSMP task, it was applied to 179 public gene sets selected 

from curated collections in the Molecular Signatures Database (MSigDB) (20), database of Genotypes and 

Phenotypes (dbGAP) (21), and Project Achilles (22) (Supplementary Table 1A, Supplementary Note 1). The 

MSigDB gene sets are constructed from the up- and down-regulated genes in 53 cancer studies conducted by 

multiple laboratories. Fifty-one gene sets selected from dbGaP represent genes associated with observable 

traits, from genome wide association studies. The 75 Achilles gene sets each correspond to a single cell line 

and contain the genes whose genetic knockout impacts the overall fitness of that cell line. While most of the 

results reported below pertain to these three collections of gene sets, we also performed similar evaluations on 

320 additional gene sets from 8 other sources (Supplementary Table 1B) (23). As an evaluation metric, we 

used the Area Under the Receiver Operating Characteristic Curve (AUC) statistic associated with a four-fold 

cross-validation process where in each ‘fold’ 75% of the genes in a set were used for training and the ranks of 

the remaining 25% (hidden) genes were examined. MAPR performs strongly on all three collections – MSigDB, 

Achilles, and dbGaP and with an average AUC for the ranking of the left-out genes of 0.758, 0.714, and 0.677 

respectively (Table 2A, Supplementary Table 2A). 79% (42 of 53) of the cancer gene sets from MSigDB and 

40% (30 of 75) of the cell line gene sets from Achilles were especially well ranked (AUC > 0.7) (Table 2B). To 

further assess these performance metrics, we undertook systematic comparisons with three other methods, as 

described next.  

We first compared the performance of MAPR to a simplified version of itself, called ‘LASSO ensemble’, that 

adopts MAPR’s approach of aggregating predictions from an ensemble of LASSO regression models, but 

constructs the feature vectors describing genes differently. In particular, it describes each gene by a sparse 

vector whose features represent each unique annotation term or interactions of that gene. Importantly, unlike 

MAPR, it does not compute meta paths and ignores non-trivial connectivity patterns in the above-mentioned 

heterogeneous network, although it uses the same compendia of prior knowledge as MAPR. MAPR significantly 

outperforms the LASSO ensemble baseline, whose average AUC for MSigDB, Achilles, and dbGaP collections 

is lower than that of MAPR by 0.063, 0.069, and 0.084 respectively (Table 2A, Figure 3A, Supplementary 

Table 2A), demonstrating the advantage of meta path-specific linkage scores used by MAPR.  

We next compared MAPR to another network-based method, called Discriminative Random Walk with Restart 

(DRaWR) (3), after adapting it for the GSMP task. DRaWR uses paths in the above-mentioned heterogeneous 

network to define similarity of individual genes to the query gene set, but it does so without distinguishing 

between edge types, treating the network as homogeneous after appropriate normalization. DRaWR also lacks 

the supervised learning aspect of MAPR’s algorithm, ranking genes based on their overall linkage to the query 

set rather than combining many meta path-specific linkage values via a trained model. We noted MAPR as 

achieving a higher four-fold cross-validation AUC on average than DRaWR across all tested gene set collections 

(Table 2A, Supplementary Table 2A). 96% of gene sets in MSigDB, 90% of sets in dbGaP, and 100% of sets 

of Achilles have an improved AUC with MAPR than with DRaWR (Figure 3B, Supplementary Table 3).  

Our final comparisons were with the popular tool called GeneMANIA (6), which is capable of learning from 

heterogeneous networks in order to solve the GSMP problem, but differs from MAPR in its algorithm (see 
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Supplementary Note 2). GeneMANIA ‘collapses’ the given heterogeneous network into a homogeneous one, 

whose edge weights are defined by a linear combination of the edge weights of the original networks. It then 

examines gene connectivity patterns in the resulting homogeneous network. In our runs of GeneMANIA using 

the same heterogeneous network as for MAPR (above), we found a clear difference in performance, with MAPR 

exhibiting clearly improved AUC over GeneMANIA for all tested collections (Table 2A, Supplementary Table 

2, Figure 3C). These comparisons with DRaWR and GeneMANIA demonstrate the value of accounting for the 

heterogeneous nature of the network through use of meta paths. Viewing the above comparisons in another 

way, we noted that MAPR performs well (AUC > 0.7) on 18 additional genes sets (out of 53) in the MSigDB 

collection, 19 additional sets (of 75) in Achilles, and 3 additional sets (of 51) in the dbGaP collection than the 

second-best performing method for those collections (Figure 2D-F, Table 2B). 

Dissection of MAPR methodology 

We investigated the contributions of major aspects of the MAPR methodology – choice of networks, meta paths, 

etc. – to its performance. The use of a heterogeneous network that combines prior knowledge from 11 different 

compendia was found to perform substantially better than when using any one of those compendia alone, 

represented as a homogeneous network (Supplementary Table 4). Individual compendia that led to the 

strongest performance include GO Biological Process, GO Cellular Component and STRING Text Mining. We 

also systematically assessed the impact of path lengths used in computing linkage scores, and noted that use 

of meta paths of length 2 and 3, i.e., going beyond direct connections (length 1), indeed improves the predictive 

performance of MAPR (Supplementary Table 2, Supplementary Figure 1).  

We then examined the most informative meta paths (Supplementary Table 5) used by MAPR in the above 

evaluations and found that informative meta paths for MSigDB and dbGAP gene sets had a greater tendency 

to use ‘STRING text mining’ edges (a gene pair has this relationship if it co-occurs frequently in published 

abstracts) compared to meta paths useful for Achilles gene sets. In fact, the single most useful meta path for 

the MSigDB gene sets was ‘STRING_textmining – STRING_textmining’, indicating that gene pairs in these sets 

are most inter-related by way of their co-occurrence with a third gene in the literature. Since such co-occurrence 

may be due to a variety of biological or biochemical relationships, including those not covered by the compendia 

used here, this points to a variegated set of relationships connecting genes within a gene set. On the other hand, 

Gene Ontology relationships were commonly utilized by MAPR across all three collections, in agreement with 

the popular practice of reporting GO enrichments for differentially expressed (query) gene sets.  

Characteristics of predictable gene sets 

We noticed that gene sets within the same collection are predictable to different degrees, e.g., AUC values of 

MAPR on gene sets in the MSigDB collection range between 0.58 (‘ACEVEDO LIVER CANCER WITH 

H3K9ME3’) and 0.89 (‘WOO LIVER CANCER RECURRENCE’) despite having similar origins/definitions, i.e., 

dysregulated genes from cancer studies. We thus asked if there are statistical properties shared by gene sets 

for which the GSMP task was more (or less) successful. We first noted that small gene sets (< 100 genes) are 

clearly less amenable to the GSMP task (Supplementary Table 6) by MAPR, as might be expected from the 

supervised nature of the algorithm. This is also partly the reason why gene sets from the dbGAP collection 
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yielded a lower average AUC (above, Table 2A), since nearly half of its sets are in the 50-100 size range, while 

the MSigDB and Achilles collections have almost no gene set in this size category. Secondly, we noted that the 

gene sets more amenable to GSMP exhibited greater node degrees (counts of edges involving those genes) in 

the heterogeneous network. In particular, sets whose member genes had median degree more than 100 yielded 

significantly greater AUC values (by MAPR) than those with median degree less than 100 (Supplementary 

Table 7), with a Wilcoxon Rank Sum test p-value of 5.0E-35. This is expected, to an extent, since the MAPR 

method exploits network connections in order to solve the GSMP problem. At the same time, this does not mean 

that any gene set with high node degree will be amenable to the GSMP task; the predictor must still learn the 

right connectivity patterns that distinguish that gene set from all other genes. Finally, we repeated the above 

type of examination comprehensively by quantifying various properties of a gene set and computing the 

correlation between MAPR AUC value of that gene set and each of those properties (Table 3). In addition to 

node degree and set size, a higher proportion of genes related to cancer or potential drug targets appeared to 

indicate that a gene set is amenable to GSMP, presumably because these categories of genes tend to be better 

studied and hence connectivity patterns among them are more discernible. 

MAPR analysis of genes associated with patient response to chemotherapy: a case study 

To illustrate the utility of GeneSet MAPR, we report a detailed analysis of a gene set that is differentially 

expressed between triple negative breast cancer patients who exhibited pathological complete response (pCR) 

to a chemotherapy regimen and those who did not (non-pCR) (24). This gene set was derived from a longitudinal 

study named ‘BEAUTY’ at the Mayo Clinic and we refer to it as ‘BEAUTY TRIPLE NEGATIVE RESPONSE’ or 

‘BTNR’ gene set. As our query gene set, we selected 384 genes that had a differential expression p-value less 

than 0.05, were expressed (median raw genecounts > 32) and had at least two-fold change in between 

responders and non-responders. Of these genes, 323 are represented in the MAPR network. 

We first noted that membership in the BTNR gene set is learnable by MAPR, as the four-fold cross validation 

AUC for the GSMP task on this set was 0.743 (Supplementary Table 8), with several meta paths shared across 

the trained models (Supplementary Table 9). MAPR was then trained on the entire set and used to rank genes 

for similarity to it. Of specific interest are genes ranked highly by MAPR, but which fell below the statistical cutoff 

values for differential expression that defined the BTNR set (Supplementary Table 10). Three families of genes 

showed a dramatically increased representation among MAPR's top-ranked genes for the BTNR query set. 

While some members of these families were included in the BTNR set, they were not mentioned in the BEAUTY 

study (24). MAPR’s ranking brought them to attention. We briefly present our observations about these three 

families below. As a point of contrast, we also examined these families for their MAPR ranking when using other 

cancer gene sets (instead of the BTNR, see Supplementary Note 3) as query sets.  

Claudins: This family is important to cell adhesion and flow of molecules in the intercellular space (25). While 

the BTNR gene set (384 genes) contained six claudins, MAPR trained on this gene set listed 20 claudins at a 

rank of 400 or better (Supplementary Table 11A). Three of these (claudin 5, claudin 23, claudin 19) were found 

to have SNVs in non-pCR patients, yet were omitted from the BTNR gene set constructed based on differential 

expression alone. Claudins were generally not ranked highly by MAPR when training on other cancer gene sets, 
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suggesting a unique importance to the BTNR set. Indeed, claudin-low tumors have been identified as a distinct 

molecular subtype of breast cancer and are associated with poor prognosis (26,27). 

Kallikreins: The BTNR gene set contained seven kallikreins, which are a type of serine proteases. MAPR listed 

those plus another seven in its top 400 list (Supplementary Table 11B). Five of the seven kallikrein genes from 

the BTNR set were also found by MAPR trained on other cancer gene sets. One of these, KLK2, is listed as a 

Tier 1 cancer gene by COSMIC but was not included in the BTNR gene set, because it is expressed at lower 

levels below the cutoff threshold. Kallikreins are cited by many studies as indicators of poor prognosis in cancer 

(28), and are often down-regulated and used as biomarkers in breast cancer patients (29). However, their 

presence as a family was not highlighted in the BEAUTY study (24), and MAPR’s gene ranking drew attention 

to their potential importance in this context.  

Collagen Type N Alpha Chains: The BTNR gene set contained six collagens, and MAPR ranked these as well 

as an additional 31 in the top 400 (Supplementary Table 11C); most of these 37 had potentially significant 

levels of mutation among cancer patients according to TCGA. Of these, three (COL17A1, COL14A1, COL22A1) 

have a significant SNV (>7%) and/or CNV (>18%) rates between pCR and non-pCR patients, but were not 

included in the BTNR gene set. COL3A1, at rank 378 in the MAPR output, is listed as a Tier 2 gene by COSMIC, 

but was also not included in the BTNR set. Several collagen alpha-chains have been linked to cancer 

progression. Collagen Type VI (5 genes reported in the MAPR top 400) promotes both tumor progression and 

chemotherapy resistance, suggesting a feasible anticancer strategy wherein collagen VI is suppressed (30). 

Type V (3 genes in the MAPR top 400) alpha chains are higher in the desmoplasia surrounding tumors in breast 

tissue (31) and evidence in mice indicates Type V chains as potential targets for inhibiting tumor growth (32). 

(See Supplementary Note 4 for more details.) 

In summary, when presented with the ~400 gene query set of BTNR genes, MAPR re-ranks all genes based 

on connectivity patterns observed in the BTNR set, and the top 400 genes in this new ranking have a greatly 

enhanced presence of three gene families – claudins, kallikreins, and collagens – that are known for their 

association with poor prognosis. This observation motivated us to test more systematically for properties, e.g., 

GO terms, KEGG pathways and PFAM protein domains, enriched in the top ranked genes reported by MAPR 

trained on the BTNR set. We did this using the ‘Gene Set Enrichment Analysis’ (GSEA) (2) tool that can report 

if one gene set (the ‘property’, such as GO term) is statistically associated with a user-provided ranking of all 

genes or a user-provided gene set. Our proposed task is a variant of the standard GSEA application, where 

instead of testing enrichments in the BTNR gene set itself we sought enrichments in a MAPR-provided gene 

ranking based on similarity to the BTNR set. In a separate analysis (Supplementary Table 12), we tested this 

idea systematically on a handful of gene sets from our evaluation collection and found that the new ‘MAPR-

GSEA’ method identifies meaningful properties of gene sets that are not necessarily found by the standard 

GSEA application.  

On applying MAPR-GSEA to the BTNR gene set, the most strongly associated properties (by the Normalized 

Enrichment Score of GSEA) were found related to membrane/extracellular matrix, ion transport, cell adhesion, 

and signaling (Figure 4, Supplementary Figure 2, Supplementary Table 13). We asked if any of these 

identified properties were not ranked highly in a GSEA analysis of nine other related cancer gene sets 
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(Supplementary Table 14). Indeed, properties such as protein digestion/absorption, the extracellular matrix, or 

membranes, which are related to the major gene families reported above, as well as properties related to 

signaling, ion transport, or cell adhesion, were found to be relatively unique in their association with the genes 

ranked highly by MAPR for similarity to the BTNR gene set.  

DISCUSSION 

Gene set membership prediction has been the subject of significant research activity in the context of gene 

function prediction (4), where genes with a common Gene Ontology function annotation are used to identify 

other genes of the same function. Here, we study the GSMP problem in a far broader scope and investigate its 

feasibility on gene sets from a diverse array of sources, with the ultimate goal of allowing researchers to analyze 

any gene set of interest. We develop Geneset MAPR, a meta path-based algorithm for GSMP, and assess its 

performance against a popular current method called GeneMania, a network random walk-based method called 

DRaWR, as well as other suitable baselines. We investigate what kinds of prior knowledge are most useful for 

MAPR and what makes a gene set more amenable to the GSMP task. We also illustrate the utility of MAPR on 

a real gene set related to poor drug response in breast cancer patients, using this bioinformatics primitive to 

identify gene families and other annotations closely related to the gene set.  

We believe that gene set membership prediction (GSMP) can be a powerful bioinformatics primitive with diverse 

uses in the analysis of gene sets. In addition to its above-mentioned uses, the accuracy of GSMP on a given 

gene set may be treated as a quantitative measure of the ‘modularity’ of the set, a concept that has been readily 

adopted in systems biology. Techniques for discovery of gene modules, for example from co-expression 

networks, often seek external confirmations or evaluations of the quality of those modules. In a recent DREAM 

challenge (33), a comprehensive assessment of module identification methods was attempted across a range 

of protein and gene networks. The challenge was to predict functional modularity over single and multiple 

networks. The evaluation relied on enrichment of predicted modules for genetic loci of diseases from GWAS 

studies. However, there can be significant commonality in tightly knit gene modules beyond their co-involvement 

in diseases. We note that a GSMP method such as MAPR may be used to evaluate modules, since one expects 

that a true gene module, comprising closely inter-related genes, will be amenable to the GSMP task. Since 

MAPR is able to utilize information from heterogeneous networks for this task, a simple cross-validation of 

MAPR on a candidate module can provide a richly informed test of its modularity, going beyond disease 

involvement. 

Genome scale networks that capture high throughput experimental data (14), computationally discovered gene 

relationships (13,15,16,20) or manually curated gene properties (17,18,34) have become integral to knowledge 

encapsulation. This has enabled novel approaches to analyze and increase functional knowledge of genes and 

proteins under the implicit assumption that proximity between genes in the network is an indicator of their 

functional similarity – the ‘guilt-by-association’ principle (35). Gene networks can be reconstructed from a variety 

of sources, leading to a heterogeneous network that encapsulates some or all of these individual networks. The 

principled handling of heterogeneous information networks, however, remains an important challenge and the 

concept of gene-gene connectivity in such networks is ill defined. Geneset MAPR marks an attempt to address 

this major challenge in genomics, in the context of the GSMP task.  
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Furthermore, we believe that the concept of meta paths is powerful for heterogeneous network analysis, even 

outside of the genomics context. In many real world networks and graphs, the occurrence of sets of nodes in 

densely linked clusters, or communities, is a natural organizing principle. Whether this is as societal organization 

as groups in social networks, common hobby enthusiasts in a collaborative network or topically related pages 

in the World Wide Web, nodes serving similar functions or roles tend to form communities or modules in graphs. 

Detecting such communities from an unlabelled graph has been a subject of intense research in recent times. 

Given the widespread use of large graphs for data representation, and the emphasis on generating knowledge 

and insight from the graphs, community detection has become a seminal problem in network science today. 

Thus, our novel meta path-based approach to defining node relationships in heterogeneous networks will be of 

great relevance to the broader research community of network science. 

MATERIAL AND METHODS 

Basic definitions: A network is defined as nodes (genes) connected by edges (pairwise relationships or shared 

annotations of genes). In a homogeneous network, every edge is of the same type, specifying the same type of 

relationship, while a heterogeneous network contains more than one edge type. A path is a contiguous 

sequence of edges, where each successive pair of edges shares a node, that starts and ends at specified nodes. 

In a heterogeneous network, a meta path is an ordered sequence of edge types that matches the sequence of 

edge types of one or more individual paths in the network (12); such individual paths are called ‘instances’ of 

the meta path (Figure 1C,D).  

Given a gene set, the goal of GeneSet MAPR is to score and rank genes by how related they are to the set. 

MAPR’s score is based on a collection of curated gene-gene relationships available a priori. Each type of 

relationship is recorded as a homogeneous network using genes as nodes and gene-gene relationships as 

edges. A heterogeneous network can then be defined as the union or ‘overlay’ of multiple homogeneous 

networks. In Results, we outlined how MAPR uses the heterogeneous network to define a ‘linkage’ between a 

gene and the given gene set, and how this vector is then used as a feature vector by a classifier, whose numeric 

output is the final score of the gene’s similarity to the given gene set. Here, we provide details of the steps 

mentioned in that outline with notation defined in (Supplementary Figure 3). 

Network preprocessing: In this step (Figure 2A), the heterogeneous network is pre-processed to create a 

‘transition probability matrix’ corresponding to each meta path, for use in the ‘linkage’ score definition below. 

First, each homogeneous network is described by an adjacency matrix. An adjacency matrix is traditionally 

defined as a square matrix where (i, j)th entry is 1 if there is an edge from node i  to node j, and 0 otherwise. 

MAPR modifies this definition to account for networks where two genes may have multiple edges between them, 

and edges may have weights indicating the strength or confidence of the underlying relationship. Additionally, 

each edge is treated as undirected, regardless of whether the original relationship was symmetric or not. The 

adjacency matrix 𝐴𝑡  for homogeneous network of edge type t is defined as: 

�̃�𝑡  ←  �̃�𝑖𝑗
𝑡 =∑𝑒𝑖𝑗

𝑡  
(1) 
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where 𝑒𝑖𝑗
𝑡  is all edge weights of type t that connect nodes i and j. Note that the adjacency values are normalized 

to a [0,1] range; this is done in order to give equal emphasis to each homogeneous network when defining 

linkage scores (below). 

𝐴𝑡 =
�̃�𝑡

max (�̃�𝑡)
 

(2) 

 

Next, the adjacency matrices for all edge types in a meta path m are utilized to construct a transition probability 

matrix corresponding to that meta path. Typically, a transition probability matrix parameterizes a random walk 

on a network: if one considers a random walk starting at a given node and taking a single step at random along 

any of its incident edges, then the (i,j)th cell of the transition probability matrix prescribes the probability of 

transitioning from node i to j in one step of the walk (36). MAPR defines a transition probability matrix that 

captures connections between pairs of nodes, not as individual edges but as instances of a meta path. For each 

meta path m, it first defines an adjacency matrix �̃�𝑚 by multiplying adjacency matrices 𝐴𝑡  in the order of edge 

types t specified by the meta path m [Eqn. 3 below]. Diagonal entries are set to 0 so as not to consider loops. 

Based on the new adjacency matrix, which represents a new graph where edges represent instances of meta 

path m, MAPR then computes a meta path transition matrix 𝐵𝑚  [Eqn. 4 below]. Note that the meta path 

transition matrix is asymmetric: its (i,j)th cell indicates the probability of transitioning from node (gene) i to j along 

meta path m, where m specifies an order of edge types. 

�̃�𝑚  ←  �̃�𝑖𝑗
𝑚 = {

𝑎𝑖𝑗
𝑚[0]

𝑖 ≠ 𝑗, 𝑙𝑒𝑛(𝑚) = 1

�̃�𝑖
(𝑚[0],…,𝑚[𝑛−1]) ∙ 𝑎𝑗

𝑚[𝑛]   𝑖 ≠ 𝑗, 𝑙𝑒𝑛(𝑚) > 1

0   𝑖 = 𝑗, ∀ 𝑙𝑒𝑛(𝑚)

                                   

(3) 

𝐵𝑚  ←  𝑏𝑖𝑗
𝑚 =

�̃�𝑖𝑗
𝑚

∑ �̃�𝑖𝑘
𝑚

𝑘

 
(4) 

‘Linkage’ using meta paths: MAPR defines the linkage between two genes i and j, for a meta path m, as the 

transition probability from i to j along m or its inverse m-1, which is the sequence of edge types in opposite order 

as m. (As the edges in the network are treated as undirected, MAPR considers meta path connections in either 

direction to be equally important.) Then (Figure 2B), MAPR defines the linkage between gene i and gene set 

G as the probability of transitioning from i to any gene in G, along m or m-1 [Eqn. 5 below]. This is computed by 

considering the union of instances of meta path m between i and j or meta path m-1 between i and j (the latter 

being identical to instances of meta path m between j and i). The standardized linkage score, also known as the 

z-score (37), is defined by computing the mean and standard deviation of the linkage scores (for meta path m) 

of all genes, and then normalizing the linkage score of a gene by subtracting the mean and dividing by the 

standard deviation [Eqn. 6 below]. The standardized connected scores of a gene for all meta paths are the 

entries of a row vector that describes the gene’s relationship to the input gene set (7); row vectors of all genes 

are collected into a feature matrix X [Eqn. 7 below]. 
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�̃�
𝑚
 ←  �̃�𝑔

𝑚 =

{
 

 ∑ 𝑏𝑖𝑗
𝑚

𝑗∈𝐺
+∑ 𝑏𝑗𝑖

𝑚

𝑗∈𝐺
−∑ 𝑏𝑖𝑗

𝑚

𝑗∈𝐺
∑ 𝑏𝑗𝑖

𝑚

𝑗∈𝐺
, 𝑚 𝑎𝑠𝑦𝑚𝑚𝑒𝑡𝑟𝑖𝑐

∑ 𝑏𝑖𝑗
𝑚

𝑗∈𝐺
, 𝑚 𝑠𝑦𝑚𝑚𝑒𝑡𝑟𝑖𝑐

 

(5) 

𝐶𝑚  ←  𝑐𝑔
𝑚 =

�̃�𝑔
𝑚 − 𝜇

�̃�
𝑚

𝜎�̃�𝑚
 

(6) 

𝑋 = [𝐶𝑚0 , 𝐶𝑚1 , … , 𝐶𝑚𝑛] (7) 

 

LASSO regression for gene set membership prediction: MAPR uses the feature vectors (rows of X) of genes in 

the given gene set G (positive examples) and a sized-matched random subset of genes outside the set (negative 

samples) to train an ensemble of regression models that predict membership in G (Figure 2C). Each choice of 

the negative set defines a separate trained model. Training labels y are set to +1 for positive and 0 for negative 

samples. Each model uses LASSO regression (19), relying on L1-regularization to avoid over-fitting [Eqn. 8 

below, 𝛽{𝑖} denotes the vector of learned coefficients of the i th model]. The model performance score indicates 

how well the model labels the training data. For this, MAPR uses the general coefficient of determination (38), 

or r2  [Eqn. 9 below] . A score of 1 indicates every item was labelled correctly, 0 indicates every item was 

assigned the mean value, and a negative score indicates the model failed. A score of 0 or less results in 

attempting a new model based on a random sub-sample of the positive training set and a new negative set. In 

practice, this step has occurred rarely. 

𝛽{𝑖} = [𝛽𝑓0
{𝑖}
, 𝛽𝑓1

{𝑖}
, 𝛽𝑓2

{𝑖}
, … ] = 𝑎𝑟𝑔min

𝛽

1

2𝑁
‖𝑌{𝑖} − 𝑋{𝑖}𝛽‖

2

2

+ 𝜆‖𝛽‖1 
(8) 

𝑙{𝑖} = 1 − 
∑ (𝑦𝑔 − �̂�𝑔

{𝑖})
2

∑(𝑦𝑔 − 𝜇𝑌
{𝑖}
)
2  ,   𝑙

{𝑖} ∈ (−∞, 1.0] 

(9) 

 

Aggregating results from multiple models: Once a model has been trained, it is applied to predict a gene set 

membership score �̂� for every gene [Eqn. 10 below]. The score from each model is standardized, and then a 

weighted mean of the gene’s score from all models is computed; each model’s performance score is used as 

its weight in this step. [Eqn. 11]. This score, 𝑠𝑔, is the reported similarity score of gene g for the given gene set. 

Similarly, an overall feature importance score is aggregated from the model coefficients [Eqn. 12].  

�̂�{𝑖} = [�̂�𝑔0
{𝑖}
, �̂�𝑔1
{𝑖}
, �̂�𝑔2
{𝑖}
, … ]

𝑇
= 𝑋𝛽{𝑖} 

(10) 
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𝑆 ← 𝑠𝑔 =
1

∑ 𝑙{𝑖}𝑖
∑𝑙{𝑖}

(�̂�𝑔
{𝑖}
− 𝜇

�̂�𝑔
{𝑖})

𝜎
�̂�𝑔
{𝑖}

𝑖

 

(11) 

𝛽𝑓 =
1

∑ 𝑙{𝑖}𝑖
∑

𝑙{𝑖}𝛽𝑓
{𝑖}

max (|𝛽𝑓
{𝑖}
|)𝑖

 

(12) 

 

Thus, GeneSet MAPR reports two ranked lists related to the input gene set G: (i) a list of genes ordered by the 

similarity score 𝑠𝑔, and (ii) a list of meta paths ordered by 𝛽𝑓, which represents how important the meta path f 

was to the similarity score calculation.  

Evaluations and Comparisons: In each fold, 25% of the genes in the set were hidden and the remaining 75% 

were used as the query gene set for training MAPR. The trained predictor produced a ranked list of all genes 

and the position of the hidden genes in that ranking was used to calculate the AUC for that fold. The final AUC 

for each gene set is the average across the four folds. 

For evaluations with DRaWR, we set the required ‘restart probability’ parameter to 0.3. 
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TABLE AND FIGURES 

 

Figure 1. Understanding MAPR Meta Paths. A) A set of gene annotations can be represented as a bipartite 

graph, where genes (gray nodes) and annotation terms (colored nodes) can be connect with edges 

representing the annotation of the gene for the term and a weight indicating the confidence of that annotation. 

B) These bipartite graphs are converted to gene-gene networks in MAPR where the new gene-gene edges 

score the fact that connected genes share specific annotation relationship(s). C) Example heterogeneous 

network is shown with gene nodes (gray circles) and two different types of gene-gene edge relationships 

(orange and blue). A single path in this network is indicated with dotted arrows and a curly brace. D) In the 

same network, two instances of a specific meta path, m, are highlighted. The start and end nodes of the 

specified paths are said to be “connected along meta path m”.  
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Figure 2. GeneSet MAPR Overview. A) GeneSet MAPR begins with a preprocessing step, in which, the 

weighted sub-networks of the heterogeneous network are converted into transition matrices for each meta 

path that describe the probability of connecting between two genes by following a meta path instance of the 

given type. B) When a query gene set is supplied, the linkage score is calculated between each gene and the 

query gene set for each type of meta path. C) Finally, these features are weighted in sparse regression 

models whose predictions are combined to create an aggregate score/rank for every gene relating it to the 

query gene set.  

.CC-BY-NC-ND 4.0 International licenseunder a
certified by peer review) is the author/funder, who has granted bioRxiv a license to display the preprint in perpetuity. It is made available 

The copyright holder for this preprint (which was notthis version posted May 7, 2019. ; https://doi.org/10.1101/629816doi: bioRxiv preprint 

https://doi.org/10.1101/629816
http://creativecommons.org/licenses/by-nc-nd/4.0/


 

Figure 3. Comparison between MAPR and Other Methods. Scatterplots are drawn comparing the average 

cross-validation AUC for each gene set (plotted point) for our three selected collections (shape and color) of 

GeneSet MAPR to one of three alternative methods using the same heterogeneous network: A) LASSO 

ensemble, B) DRaWR, and C) GeneMANIA. Plots showing for each different method (colored lines), the 

percentage of gene sets (x-axis) achieving an average AUC or higher (y-axis) in one of our collections: D) 

MSigDB, E) Achilles, and F) dbGaP.  
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Figure 4. REViGO Visualization of BTNR Annotations. After producing a ranked gene list from MAPR for 

the BTNR gene set, we performed GSEA on that ranked list for related Gene Ontology terms. The REViGO 

(39) TreeMap visualization displayed above is for the top 50 GO annotations showing several functional 

clusters relating to ion (transmembrane) transport, signaling & extracellular matrix, cell adhesion, collagen, 

and membrane regulation. 

 

Table 1. Heterogeneous Compendia of Public Knowledge. Each row shows the number of gene-gene 

edges of a given type derived from each different compendium of prior knowledge, also providing a type alias 

and description. For edge types that were derived from property-gene annotations, the number of distinct 

property nodes and total annotations are also included.  
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Table 2. Average AUC Comparison by Method. The average AUC from four-fold cross validation is 

calculated for every gene set for four different methods (columns) using the same prior knowledge data: full 

MAPR, DRaWR, GeneMANIA, and LASSO Ensemble (similar to MAPR without meta paths). The analysis 

was performed on three separate gene set collections (rows) and the improvement of full MAPR over any of 

these three alternatives is reported in the 'Improv' column. A) reports the AUC values averaged across gene 

sets, B) reports the number of gene sets with AUC values greater than 0.7). 

 

Table 3. Relation between Gene Set Characteristics and MAPR Performance. The average AUC from 

four-fold cross validation is recorded for four competing methods (columns) for the 499 gene sets in this study. 

The Pearson correlation is calculated between these values and many different gene set characteristics 

(rows). This table show the correlation of performance A) between the methods, B) with network properties of 

the gene set, and with annotation percentages from C) specific databases (40,41) and D) the Human Protein 

Atlas (42).  
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