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#### Abstract

People usually switch their attention between the options when trying to make a decision. In our experiments, we bound motor effort to such switching behavior during a twoalternative perceptual decision-making task and recorded the sampling patterns by computer mouse cursor tracking. We found that the time and motor cost to make the decision positively correlated with the number of switches between the stimuli and increased with the difficulty of the task. Specifically, the first and last sampled items were chosen in an attempt to minimize the overall motor effort during the task and were manipulable by biasing the relevant motor cost. Moreover, we observed the last-sampling bias that the last sampled item was more likely to be chosen by the subjects. We listed all possible Bayesian Network models for different hypotheses regarding the causal relationship behind the last-sampling bias, and only the model assuming bidirectional dependency between attention and decision successfully predicted the empirical results. Meanwhile, denying that the current decision variable can feedback into the attention switching patterns during sampling, the conventional attentional drift-diffusion model (aDDM) was inadequate to explain the size of the lastsampling bias in our experimental conditions. We concluded that the sampling behavior during perceptual decision-making actively adapted to the motor effort in the specific task settings, as well as the temporary decision.


## Introduction

When people try to choose between two similar products in a shopping center, they often approach each shelf where the products are displayed to have a closer look. If the choice is difficult to make, people may walk back-and-forth the two shelves for a long time. Many
people will start by examining the product around the entrance of the shop, but choose the one near the checkout counter eventually to save some effort. This daily example suggests that our decisions are not solely shaped by the relative values of the alternatives, but also other factors including the motor effort related to the sampling and the action execution processes.

However, sensorimotor aspects have not been integrated into decision-making studies until recently. It is still an on-going controversy whether action is part of decision-making: According to the Embodied Choice model, action execution is part of the decision-making process rather than merely a means to report the decision; in other words, action can feedback into the decision-making process [1]. Researchers have also studied decision-making by analyzing movement patterns [2] and sought neural imaging evidence for the involvement of the sensorimotor system during decision-making [3].

Meanwhile, Aczel et al. [4] argued that the observed decision bias was not caused by the movement toward one of the options, as the Embodied Choice model proposed, but rather the difference in the required motor effort during action. Other studies also reported the influence of motor effort during action upon decision-making: For example, perceptual decisions have been observed to be biased by the difference in the motor cost to make the response [5]. Moreover, the exposure to the unequal motor cost also biased the subsequent decisions even when they were vocally reported, indicating that motor effort can affect decision-making at a stage earlier than action execution [6]. De Lange and Fritsche [7] suggested that motor cost can influence decision-making similarly to rewards. Besides, motor effort can also affect changes of mind during decision-making [8].

Apart from action, the sampling behavior can be accompanied by motor effort as well, especially when the items to choose from are spatially separated. However, no investigation has focused on the influence of motor effort upon sampling. Although in some paradigms two or more visual stimuli were present, the main form of movement involved during sampling
was the saccadic eye movement; unlike limb movements, energy costs are not a significant consideration in the planning for saccades [9].

Another issue following the separation of the options in space is the attention allocation during sampling. Typically, the decision-maker switches the attention (by the behavior of switching the gaze) between the options at least once, sometimes multiple times. What is the relationship between attention and decision-making? Several results showed that manipulation of attention biased the decision [10-14]. Under the assumption that attention can influence value integration during decision-making, Krajbich et al. [15] proposed the attentional drift-diffusion model (aDDM). Unlike the traditional drift-diffusion model where the relevant evidence accumulates at a constant rate (the drift rate) within one decision, the aDDM allows the drift rate to change with attention: the option currently being attended (gazed at) shall receive more evidence. Such a model has successfully explained the gaze patterns and several gaze-related biases in preferential and perceptual decisions performed by human subjects [15-17].

Specifically, the aDDM assumes that attention or gaze switches between the options randomly. In fact, there is rare evidence supporting that temporary choices can influence attention allocation. Shimojo et al. [18] reported the gaze cascade effect that gaze was biased toward the finally chosen item during preferential decision-making, yet Krajbich [19] argued that the phenomenon was readily explained by the aDDM and suggested that gaze or attention has a causal effect on choice, but not vice versa.

Under natural circumstances, humans gather information and sample relevant cues with attention and active sensing behaviors (shift of gaze and assisting limb/body movement) [20]. Sampling behavior itself can be regarded as a low-level decision-making process about what information to acquire, as well as where and when [21]. In the current study, we aim to figure out the factors influencing sampling patterns during a basic perceptual decision-making
task, especially how sampling behavior adapts to the expected motor effort given the specific environment of the task. We designed a paradigm in which motor effort was bind to the sampling and action execution processes, and manipulated the expected motor cost to examine corresponding changes in the sampling patterns. Additionally, we tested the causal relationship between the temporary decision and the attention allocation strategy during sampling by analyzing a Bayesian Network model and simulating an aDDM.

## Methods

## Paradigm and stimuli

The paradigm was based on a two-alternative perceptual decision-making task in which subjects were asked to decide which of the two groups of black and white dots contained more white ones. Two imaginary circles (diameter 3.5 cm ) were located horizontally apart on the upper half of the screen ( 20 cm between their centers), each containing 100 dots. The dots were either black or white on a $50 \%$ gray background. In each trial, we randomly set the proportions of white dots in each group with the following method: First, we separately drew an average proportion $A$ from $[0.4,0.6]$ and a distinction proportion $D$ from $[0,0.3]$. The proportions of white dots in the two groups would be $A \pm 0.5 D$. Then, we randomly assigned the two calculated proportions to the left and right group, making sure that in $50 \%$ trials there were more white dots in the left group.

To bind motor effort to the sampling process, we applied an artificial rule that the sampling quality is in proportion to the distance between the agent and the stimulus. In natural circumstances, it is interpreted as 'the closer one gets to look at an object, the more details will be seen', and 'getting closer' needs motor effort. In our paradigm, the position and color
of each dot were fixed within the trial, but in each frame (frame rate 60 fps ) a different set of randomly selected dots were made invisible so that the dots were 'blinking' with varying phase and rate. The number of invisible dots in each frame was in proportion to the current distance between the mouse cursor and each dot stimulus, thus the closer the cursor was to the stimulus, the more dots were visible in a certain period (Fig 1B). When the cursor was moved to the leftmost, the left group of dots would become completely visible and static, while the right group would be completely invisible. Therefore, to get better sampling quality, subjects must make some motor effort to move the cursor closer to the stimulus they want to examine.

Fig 1. Illustration of the paradigm. (A) A fixation ( $1000-1500 \mathrm{~ms}$ ) on the start position with the mouse cursor was necessary to trigger each trial. After that, subjects moved the cursor to the stimuli alternatively to sample them. Finally, subjects clicked on the corresponding button to report which stimulus contained more white dots. (B) The number of invisible dots per frame was in proportion to the distance between the cursor and the stimulus. Subjects must move the cursor close to the stimulus to get better sampling quality.

At the beginning of each trial, a start position was randomly drawn within the central $80 \%$ range between the boundaries of the two stimuli, marked by a small white square on the screen. Subjects should drag the computer mouse cursor onto the square and stay fixed for a short time ( $1000-1500 \mathrm{~ms}$ randomly) to trigger the trial. After the fixation period, the two stimuli would appear, and the subject could start to sample them. Subjects were told to avoid pausing the cursor in the middle of the screen while looking sideways at the stimuli. We set two sampling modes: In the one-switch mode, subjects should and could only make one switching movement between the stimuli, which means they had only one chance to sample each of the alternatives. When the cursor was moved close enough to the stimulus (visible
dots more than $90 \%$ per frame) and then left, that stimulus would be masked and could not be examined again in the current trial. Subjects were instructed not to move their mouse to an already masked stimulus. The length of time to examine each stimulus was not limited. In the unlimited sampling mode, subjects could make as many switches and check each stimulus for as many times as they needed.

The motor effort during the action stage took the form of moving the cursor to the corresponding choice button and clicking on it to report the final choice. The choice buttons were two small white squares displayed on the lower half of the screen, vertically 7 cm from the centers of the stimuli. We set two types of trials differentiated by the location of the choice buttons: In the first type, the buttons were horizontally centered, so the motor effort (measured by the moving distance) to drag the cursor from the two stimuli to the buttons was approximately the same. In the second type, the buttons were placed under the right stimulus, so that the required motor effort would be less if the subject sampled the right stimulus last and started from there to reach for the buttons.

The display screen size was $28.5 \times 18 \mathrm{~cm}$, resolution $1280 \times 800$ pixels, refresh rate 60 Hz . The screen was placed $50-70 \mathrm{~cm}$ in front of the subjects. System mouse acceleration was disabled to make the cursor movement on the screen linearly map the actual movement of the mouse. Subjects were told not to pick up the mouse from the surface of the desk amid each trial. Mouse trajectory was recorded from the moment the trial was triggered to when a button was clicked (sampling rate 60 Hz ). We also recorded the final decision in each trial. The stimuli and mouse tracking codes were programmed in MATLAB Psychtoolbox-3.

## Participants and procedure

A total of 24 subjects participated in the study ( 13 females, age $20-30$ ); all of them were university students. Subjects wore glasses for vision correction if needed. The research was approved by the institutional ethics committee of Eotvos Lorand University, Hungary. All subjects provided informed written consent, and none declared any history of neurological diseases.

To avoid previous experimental processes interfering with later sampling patterns, we divided the subjects into 3 groups, each containing 8 subjects, and each group of subjects only performed in a single experimental condition (Table 1). After 10 practice trials to get familiar with the paradigm, each subject performed 2 blocks of 60 trials. A short break (5 - 10 minutes) took place between the blocks. The complete experiment took approximately 40 60 minutes per subject.

Table 1. Details of the experimental condition settings.

| Condition | Sampling Mode | Choice Button Position | Female Subjects | Mean Age |
| :---: | :---: | :---: | :---: | :---: |
| Control | unlimited switches | horizontally centered | $4 / 8$ | 25.9 |
| Right-Biased | unlimited switches | under the right stimulus | $5 / 8$ | 26.1 |
| One-Switch | one switch only | horizontally centered | $4 / 8$ | 24.9 |

## Data analysis

## Sampling patterns

Decision time for a trial was defined as the elapsed time from the onset of the stimuli to when the final decision was made, excluding the time of action execution. The dividing line between the sampling stage and the action stage was the moment when a downward y axis component of the cursor velocity exceeded the threshold.

Horizontal moving distance during sampling was defined as the total moving distance of the cursor on the screen along the x -axis within the sampling stage of a trial.

To test the linear relationship between the variables depicting sampling patterns, we performed linear mixed-effects regressions with random effects for subject-specific intercepts and slopes.

## Psychometric curves

Psychometric curves were fitted to the data pooled across all subjects within each group or all simulation trials in the same condition using the generalized linear model (GLM) with the logit link function.

## Comparing lines and curves

To compare two regression lines, we used a generalized ANCOVA allowing different slopes and intercepts:

$$
\begin{equation*}
\boldsymbol{Y}=\beta_{0}+\beta_{1} \boldsymbol{X}+I\left(\beta_{2}+\beta_{3} \boldsymbol{X}\right) \tag{1}
\end{equation*}
$$

where $\beta_{0}, \beta_{1}, \beta_{2}$ and $\beta_{3}$ were free parameters, $\boldsymbol{X}$ was the predictor variable, and $I$ was the indicator variable whose value was 0 for the reference group and 1 for the other group.

To compare two psychometric curves, we fitted the data to the following logistic function:

$$
\begin{equation*}
\boldsymbol{Y}=\frac{1}{1+e^{-\left(\beta_{0}+\beta_{1} X+I\left(\beta_{2}+\beta_{3} X\right)\right)}} \tag{2}
\end{equation*}
$$

Then, we tested the null hypotheses $\beta_{2}=0$ and $\beta_{3}=0$ with the two-tailed one-sample t -test to compare the intercepts and slopes (steepness) of the two curves.

## Bayesian Network modeling

We listed all three possible Bayesian Network models for different hypotheses regarding the causal relationship between the decision variable before the last sampling, the last sampled item and the final choice in the trial. The conditional probability of choosing the right item given that it is last sampled was calculated under each hypothesis and compared with the empirical results.

For mathematical details of the models, see S1 Supporting Information.

To calculate the conditional probability $p$ (right chosen $\mid$ right last sampled) from the behavioral data, we first fitted a psychometric choice curve (probability of choosing the right item vs. difference between the proportions of white dots in the stimuli) to the trials in which the right item was sampled last for each subject individually, and then marginalized the difference between the stimuli. The mean $p$ (right chosen $\mid$ right last sampled) across the subjects in each group was compared with the value 0.5 (the probability without bias) using the one-tailed one-sample t-test. The One-Switch group and the Right-Biased group were compared with the Control group using Dunnett's test after a one-way ANOVA.

## aDDM simulation

We built our aDDM following Krajbich et al. [15]. We set the relative value ( $r_{\text {left }}$ and $\left.r_{\text {right }}\right)$ to the proportion of white dots in each stimulus. The range of $r_{\text {left }}$ and $r_{\text {right }}$ in the experiment was $[0.25,0.75]$. The decision variable $(D V)$ started from 0 in each simulation trial, and the decision barriers were -1 for the left stimulus and +1 for the right stimulus. We applied the multiplicative model [22]. The drift rates $(v)$ in the model were defined as:

$$
\left\{\begin{array}{c}
v=d\left(r_{\text {left }}-\theta r_{\text {righ }}\right), \text { left attended }  \tag{3}\\
v=d\left(\theta r_{\text {left }}-r_{\text {right }}\right), \text { right attended }
\end{array}\right.
$$

where $d$ was the value scaling parameter, and $\theta$ was the multiplicative attentional discounting parameter. Specifically, during the first sampling, the unattended stimulus was assigned a mean value $r_{\text {mean }}=0.5$ instead of the real value because the subject had not sampled that stimulus yet. Let $D V_{t}$ denote the value of the decision variable at time $t$. For every time step $\Delta t$,

$$
\begin{equation*}
D V_{t+\Delta t}=D V_{t}+v \Delta t+\varepsilon_{t} \tag{4}
\end{equation*}
$$

where $\varepsilon_{t}$ was drawn from a zero-mean Gaussian distribution with standard deviation $\sigma$. We assumed that the first sampling falls on the left stimulus with a fixed probability (Control: 0.59, One-Switch: 0.57, from empirical data), its duration drawn from a fixed gamma distribution. Each successive sampling epoch fell alternatively on the left and right stimulus and would continue until it reached a max time limit drawn from another fixed gamma distribution or until the decision variable reached one barrier. The parameters of the two gamma distributions were fitted with maximum likelihood estimation (MLE) to the empirical sampling time data in the Control condition. Time step $\Delta t$ was set to 10 ms . For human subjects in the Control group, the max number of switches in a single trial was 10 , so we discarded simulations with more than 10 switches.

We fitted the three parameters in the model $(\theta, d$ and $\sigma)$ to the empirical data pooled across all subjects: For each set of parameters, we ran a fixed number of valid simulations (240 for the coarse search and 960 for the finer search) and compared the results with behavioral data using the following error metric:

$$
\begin{equation*}
\operatorname{Err}=\left(\frac{y_{a}^{\prime}-y_{a}}{y_{a}}\right)^{2}+\left(\frac{y_{n}{ }^{\prime}-y_{n}}{y_{n}}\right)^{2} \tag{5}
\end{equation*}
$$

where $y_{a}=0.9042$ and $y_{n}=2.0698$ were the accuracy and the mean number of switches calculated from the 960 trials pooled across the 8 subjects in the Control group, while $y_{a}{ }^{\prime}$ and
$y_{n}$ ' were the accuracy and the mean number of switches across all simulations. We performed a grid search for the best fitting parameters: In the $i$-th iteration, we tested the parameter sets given by the cross product of $\left\{\theta_{i 1}, \theta_{i 2}, \theta_{i 3}\right\},\left\{d_{i 1}, d_{i 2}, d_{i 3}\right\}$ and $\left\{\sigma_{i 1}, \sigma_{i 2}, \sigma_{i 3}\right\}$. Let $\left(\theta_{i}, d_{i}, \sigma_{i}\right)$ denote the parameters that generated the smallest Err value, then in the (i+1)-th iteration we tested a finer grid given by the cross product of $\left\{\theta_{i}-0.5 \Delta \theta_{i}, \theta_{i}, \theta_{i}+0.5 \Delta \theta_{i}\right\},\left\{d_{i}-0.5 \Delta d_{i}, d_{i}\right.$, $\left.d_{i}+0.5 \Delta d_{i}\right\}$ and $\left\{\sigma_{i}-0.5 \Delta \sigma_{i}, \sigma_{i}, \sigma_{i}+0.5 \Delta \sigma_{i}\right\}$, where $\Delta \theta_{i}, \Delta d_{i}$ and $\Delta \sigma_{i}$ were the step sizes used in the $i$-th iteration. The initial values were $\{0.1,0.5,0.9\}$ for $\theta,\{0.001,0.005,0.009\}$ for $d$, and $\{0.01,0.05,0.09\}$ for $\sigma$ in the coarse search and $\{0.6,0.7,0.8\}$ for $\theta,\{0.004,0.005,0.006\}$ for $d$, and $\{0.03,0.04,0.05\}$ for $\sigma$ in the finer search. We stopped the iterations when the step sizes became smaller than $0.5 \%$ of the parameter values. The final fitting results were $\theta=$ $0.67, d=0.0051$ and $\sigma=0.038$.

For the One-Switch condition, we used the same set of parameters $(\theta, d$ and $\sigma)$ in the Control condition, but only two sampling epochs were allowed. The second sampling would continue until the decision variable reached one barrier. We discarded the simulations in which the second sampling exceeded 3000 ms , which was the max duration of the second sampling for $99.5 \%$ empirical trials in the One-Switch condition. The decision time for the simulations was calculated by adding the mean transition time (delay between the sampling epochs) measured from behavioral data to the total time length of the sampling epochs in the simulations.

We simulated the model for 960 valid trials (the same sample size as the empirical data pooled across all subjects in each condition) using the best fitting parameters above for the Control condition and the One-Switch condition separately and compared the results with human behavioral data.

## Results

## General sampling patterns

Firstly, we studied the general sampling patterns in the Control condition. We plotted the horizontal mouse cursor position recorded during the sampling stage against elapsed time in each trial. Fig 2 shows the time series of the cursor position from a single block performed by one subject: The 60 trials in the block were sorted by the start position. The horizontal positions between the two stimuli were linearly mapped to $[0,1]$ and shown in a red-blue color scale. The typical sampling pattern was to switch the cursor once or multiple times between the two stimuli. The cursor paused mostly at either the leftmost or the rightmost, meaning that only one of the stimulus was clearly visible at a time. Therefore, we can assume that the eye gaze and the attention of the subject switched between the stimuli together with the cursor, which enables the comparison between our paradigm and former sequential sampling tasks and models.

Fig 2. Typical time series of the horizontal mouse cursor position during sampling. Data were from a single block ( 60 trials) performed by one subject in the Control group and sorted by the start position in each trial. Red color indicates that the current cursor position is closer to the right stimulus, while blue indicates that the cursor is closer to the left.

If a subject made $n$ switches in a trial, there would be $n+1$ sampling epochs alternatively assigned to the two stimuli. Assuming that each sampling period has approximately the same duration, the decision time should linearly correlate with the number of switches in each trial. Moreover, most of the motor effort during sampling was spent on
switching the cursor from one stimulus to the other, the distance between them fixed. Therefore, the total motor effort within a trial (measured by the horizontal moving distance of the cursor) should also linearly correlate with the number of switches. Fig 3A shows the histogram of the number of switches made in all 960 trials performed by subjects in the Control group: In $42.5 \%$ trials only one switch was made, and the percentage of the trials decreased as the switches made in them increased. Fig 3B and 3C show that the decision time (linear mixed-effects regression: slope $=1276.6 \mathrm{~ms}, P=2.8 \times 10^{-21}$; Pearson's $r=0.78$ ) and the horizontal moving distance (linear mixed-effects regression: slope $=17.8 \mathrm{~cm}, P=2.6 \times 10^{-}$ ${ }^{54}$; Pearson's $r=0.90$ ) linearly correlated with the number of switches.

Fig 3. Number of switches within each trial, and its correlation with decision time and horizontal moving distance. (A) Histogram of the number of switches. (B) Linear correlation between decision time and number of switches during the trials. Mixed-effects regression: slope $=1276.6 \mathrm{~ms}, P=2.8 \times 10^{-21}$; Pearson's $r=0.78$. (C) Linear correlation between horizontal moving distance and number of switches during the trials. Mixed-effects regression: slope $=17.8 \mathrm{~cm}, P=2.6 \times 10^{-54}$; Pearson's $r=0.90$. Data included 960 trials pooled across 8 subjects in the Control group.

## Influences of motor effort on sampling patterns

The total motor effort within one single trial consisted of three parts: first, to drag the cursor from the start position to the first sampled item; second, to switch between the items one or more times during sampling (each switch took approximately the same moving distance, as discussed previously); third and lastly, to drag the cursor from the last sampled
item to the choice buttons. We studied how motor cost in the different parts interacted with the decision-making process (Fig 4):

Fig 4. Right-Biased condition vs. Control condition. (A) Psychometric choice curves. (B) Number of switches against trial difficulty, as measured by the absolute difference between the proportions of white dots in the stimuli. (C) Psychometric curves for the first sampled item. (D) Psychometric curves for the last sampled item. Error bars show $95 \%$ confidence intervals. Data included 960 trials pooled across 8 subjects in each condition.

Fig 4A shows the psychometric choice curves in the Control and the Right-Biased conditions: There was no statistically significant difference between the two curves (intercept: $P=0.0958$; slope: $P=0.1358$ ), and the overall accuracy was also similar (Control: $90.4 \%$; Right-Biased: $91.5 \%$; unpaired two-tail t-test between individual subjects in the two groups: $P$ $=0.4599)$. The difference in motor costs during the action phase did not bias the decisions of the subjects in our experimental paradigm. One possible reason is that the difference was not directly related to the final choice; another possibility is that explicit knowledge of the motor cost would help to avoid integrating irrelevant factors into the decision to maintain high accuracy [23].

We plotted the number of switches made in the trials against trial difficulty (measured by the absolute difference between the proportions of white dots in the stimuli) in Fig 4B: In both conditions, the number of switches decreased with trial difficulty (significant slopes in mixed-effects regression: $P=4.8 \times 10^{-10}$ for Control and $P=1.9 \times 10^{-8}$ for Right-Biased). There was no significant difference between the two conditions (intercept: $P=0.5216$; slope: $P=$ $0.8516)$. The motor cost during sampling correlated with the number of switches, therefore we
concluded that the more difficult the trials were, the more motor effort would be invested into the sampling process.

Next, we examined the influences of motor cost upon the first and the last sampled items. Fig 4C shows that the start position and the choice button position both affected the first sampled item: In the Control condition, subjects tended to sample the item closer to the start position, which would reduce the first part of the total motor cost. However, we observed a systematic bias to sample the left item first, which may be related to the cultural habit of dealing with items in left-to-right order (for example, people usually read from left to right). In the Right-Biased condition, subjects showed an extra tendency to go for the left item first (significantly different intercepts: $P=2.9 \times 10^{-9}$ ). The subject was most likely to make only one switch (Fig 3A); in that case, starting from the left item would lead to taking the shorter path from the right item to the buttons, reducing the last part of the motor effort. In Fig 4D we plotted the probability of sampling the right item last against the difference between proportions of white dots in the two stimuli: Generally, subjects were more likely to sample the stimulus with more white dots last. In the Right-Biased condition, subjects preferred to sample the right stimulus last (significantly different intercepts: $P=2.9 \times 10^{-6}$ ), which would reduce the motor cost during the action phase.

## Influences of the decision variable on sampling patterns

The last-sampling bias is the phenomenon that subjects are more likely to choose the last sampled stimulus. Such a bias has been reported in several human decision-making studies of both preferential and perceptual decisions [15, 17]. However, the causal relationship behind the last-sampling bias is not completely clear: Do subjects tend to choose a stimulus because it is the last sampled one, or do they tend to sample the particular stimulus
last because they already want to choose it, or both? According to the aDDM, the evidence accumulation rate for the stimulus not being sampled is discounted, so the decision variable will be more likely to reach the barrier at the last sampled side [15]. Otherwise, the aDDM assumes that the current decision variable has no backward influence upon sampling patterns. There is rare evidence supporting that the temporary decision has a causal effect on the allocation of attention during sampling [19].

## Bayesian Network modeling

To study the causal relationship between the last sampled item and the decision, we built a Bayesian Network model quantifying the size of the last-sampling bias. Fig 5 displays the graphical models for the networks: Naturally, the final decision depends on the decision variable. In the One-Switch condition, the last sampled item is the alternative of the first sampled one, which in turn depends on the motor cost measured by the distance from the start position to the stimulus. In the Right-Biased condition, the last sampled item depends on the motor cost in the action stage. Apart from the common dependency structures described above, there are three possible models with different hypotheses on whether the last sampled item depends on the decision variable and whether the final choice depends on the last sampled item:

Fig 5. Causal relationship for the last-sampling bias. Graphical models for possible hypotheses regarding the conditional dependency relationship between the decision variable before the last sampling, the last sampled stimulus and the final choice. Arrows show dependency between the events or variables, and dashed arrows show dependency assumed to exist generally but absent in the specific experimental condition.

## Model (a)

Like the aDDM, the first model assumes that the final decision depends on the last sampled item, but the last sampled item is independent of the decision variable. Therefore, in the Control condition we have:

$$
\begin{align*}
& p(\text { right chosen } \mid \text { right last sampled })  \tag{6}\\
& =\int p(\text { right chosen } \mid \boldsymbol{D} \boldsymbol{V}, \text { right last sampled }) p(\boldsymbol{D} \boldsymbol{V}) d \boldsymbol{D} \boldsymbol{V}
\end{align*}
$$

where $\boldsymbol{D} \boldsymbol{V}$ is the value of the decision variable exactly before the last sampling epoch starts. $p$ (right chosen | right last sampled) measures the size of the last-sampling bias. The bias is due to the term $p$ (right chosen $\mid \boldsymbol{D V}$, right last sampled), which can be regarded as a function of $\boldsymbol{D V}$ : For each given value of $\boldsymbol{D} \boldsymbol{V}, p($ right chosen $\mid \boldsymbol{D} \boldsymbol{V}$, right last sampled) $>p$ (right chosen $\mid$ $\boldsymbol{D} \boldsymbol{V}$ ). In the aDDM, $p$ (right chosen $\mid \boldsymbol{D V}$, right last sampled) is the probability for the decision variable to drift to the right boundary at the end of the last sampling, decided by the aDDM parameters ( $d, \sigma$ and $\theta$ ) and the relative values for the two stimuli.

In the One-Switch condition, the dependency structure between $\boldsymbol{D} \boldsymbol{V}$, the last sampled item and the final choice remains the same, but the following analysis explains why the size of the last-sampling bias will increase (see our aDDM simulation results): At the beginning of each trial, the decision variable is set to 0 ; as the sampling time elapses, more drift steps ( $v \Delta t$ $\left.+\varepsilon_{t}\right)$ are added to the decision variable, so its variance increases. When only two sampling epochs are allowed, the elapsed time before the last sampling is shorter, thus $p(\boldsymbol{D V})$ will have a narrower variance. In that case, the product of a biased $p$ (right chosen $\mid \boldsymbol{D V}$, right last sampled) and $p(\boldsymbol{D} \boldsymbol{V})$ will be larger than that in the Control condition.

In the Right-Biased condition, the value of $p$ (right chosen $\mid$ right last sampled) will not change because no term in Equation (6) depends on the motor cost to reach for the buttons.

On the contrary, the second model assumes that the last sampled item depends on $\boldsymbol{D V}$, but the final decision is independent of the last sampled item. Therefore, in the Control condition,

$$
\begin{align*}
& p(\text { right chosen } \mid \text { right last sampled }) \\
& =\int p(\text { right chosen } \mid \boldsymbol{D} \boldsymbol{V}) \frac{p(\text { right last sampled } \mid \boldsymbol{D} \boldsymbol{V})}{p(\text { right last sampled })} p(\boldsymbol{D} \boldsymbol{V}) d \boldsymbol{D} \boldsymbol{V} \tag{7}
\end{align*}
$$

Under that hypothesis, the last-sampling bias is due to the term $p$ (right last sampled $\mid \boldsymbol{D V}$ ), which is also a function of $\boldsymbol{D} \boldsymbol{V}$ : When $\boldsymbol{D} \boldsymbol{V}>0, p($ right last sampled $\mid \boldsymbol{D V})>p($ right last sampled); when $\boldsymbol{D} \boldsymbol{V}<0, p($ right last sampled $\mid \boldsymbol{D} \boldsymbol{V})<p($ right last sampled $)$.

In the One-Switch condition, the last sampled item no longer depends on $\boldsymbol{D} \boldsymbol{V}$, so:

$$
\begin{equation*}
p(\text { right chosen } \mid \text { right last sampled })=\int p(\text { right chosen } \mid \boldsymbol{D} \boldsymbol{V}) p(\boldsymbol{D} \boldsymbol{V}) d \boldsymbol{D} \boldsymbol{V} \tag{8}
\end{equation*}
$$

Thus $p$ (right chosen $\mid$ right last sampled) will fall back to 0.5 .
In the Right-Biased condition, subjects tend to sample the right item last. We assumed that such a tendency is independent of $\boldsymbol{D} \boldsymbol{V}$, so the probability $p$ (right last sampled $\mid \boldsymbol{D} \boldsymbol{V}$ ) and $p$ (right last sampled) will rise by the same additive amount. Compared with the Control condition, the term $p$ (right last sampled $\mid \boldsymbol{D} \boldsymbol{V}) p\left(\right.$ right last sampled) ${ }^{-1}$ will become smaller when $\boldsymbol{D} \boldsymbol{V}>0$ and larger when $\boldsymbol{D} \boldsymbol{V}<0$, resulting in a decreased size of the last-sampling bias.

## Model (c)

This model shows a third possibility that the last sampled item depends on $\boldsymbol{D} \boldsymbol{V}$, and the final decision also depends on the last sampled item. In the Control condition:

$$
\begin{align*}
& p(\text { right chosen } \mid \text { right last sampled }) \\
& =\int p(\text { right chosen } \mid \boldsymbol{D} \boldsymbol{V}, \text { right last sampled }) \frac{p(\text { right last sampled } \mid \boldsymbol{D} \boldsymbol{V})}{p(\text { right last sampled })} p(\boldsymbol{D} \boldsymbol{V}) d \boldsymbol{D} \boldsymbol{V} \tag{9}
\end{align*}
$$

In Equation (9), the total bias in $p$ (right chosen | right last sampled) has two sources: $p$ (right chosen $\mid \boldsymbol{D V}$, right last sampled) and $p$ (right last sampled $\mid \boldsymbol{D V}$ ). The last sampled item is more likely to be chosen, and the temporarily winning item is more likely to be sampled last.

Under such assumptions, the last-sampling bias should remain in the One-Switch condition because the term $p$ (right chosen $\mid \boldsymbol{D V}$, right last sampled) is biased, but the size will decrease because the term $p$ (right last sampled $\mid \boldsymbol{D V}$ ) now disappears.

In the Right-Biased condition, $p$ (right chosen $\mid$ right last sampled) will also become smaller similar to that in Model (b).

## Model predictions vs. empirical results

Let $p_{\text {Control }}, p_{\text {One-Switch }}$ and $p_{\text {Right-Biased }}$ denote $p$ (right chosen $\mid$ right last sampled) in each specific experimental condition. We summarized different model predictions and the empirical results in Table 2: Among the three hypotheses, only Model (c) correctly predicted the behavioral data. Therefore, we concluded that the causal relationship between sampling patterns and the decision is bidirectional.

Table 2. Summary of different model predictions about the last-sampling bias and the empirical results.

| Model | Predictions |  | $\begin{gathered} p_{\text {Control }}>0.5 * * * \\ \text { (one-sample t-test, } P=2.0 \times 10^{-5} \text { ) } \\ p_{\text {One-Switch }}>0.5 * * \\ \text { (one-sample t-test, } P=0.0018 \text { ) } \\ p_{\text {One-Switch }}<p_{\text {Control }} * * * \\ \text { (Dunnett's test, } P=5.9 \times 10^{-4} \text { ) } \\ p_{\text {Right-Biased }}>0.5^{* *} \\ \text { (one-sample t-test, } P=0.0037 \text { ) } \\ p_{\text {Right-Biased }}<p_{\text {Control }} * * \\ (\text { Dunnett's test, } P=0.0018 \text { ) } \end{gathered}$ |
| :---: | :---: | :---: | :---: |
| (a) | $\begin{gathered} p_{\text {Control }}>0.5 \\ p_{\text {One-Switch }}>p_{\text {Control }}(\times) \\ p_{\text {Right-Biased }}=p_{\text {Control }}(\times) \end{gathered}$ |  |  |
| (b) | $\begin{gathered} p_{\text {Control }}>0.5 \\ p_{\text {One-Switch }}=0.5(\times) \\ 0.5<p_{\text {Right-Biased }}<p_{\text {Control }} \end{gathered}$ |  |  |
| (c) | $\begin{gathered} p_{\text {Control }}>0.5 \\ 0.5<p_{\text {One-Switch }}<p_{\text {Control }} \\ 0.5<p_{\text {Right-Biased }}<p_{\text {Control }} \end{gathered}$ |  |  |

$p_{\text {Control }}, p_{\text {One-Switch }}$ and $p_{\text {Right-Biased }}$ denote $p$ (right chosen $\mid$ right last sampled) in each experimental condition. The conditional probability measures the size of the last-sampling bias, and a value of 0.5 means that there is no bias. ${ }^{* * P}<0.01,{ }^{* * * P<0.001 \text {. The cross }(x) ~}$ marks that the prediction contradicted empirical results.

## aDDM simulation

On top of the theoretical Bayesian Network analysis, we also ran an aDDM simulation to test whether the decision variable can feedback into the sampling patterns. In our simulations, each sampling epoch was focused alternatively on the two stimuli until it reached a time limit randomly drawn from a distribution fitted to the empirical data. In the OneSwitch condition, only one switch of attention was allowed. Each simulation ended when one of the decision boundaries was reached. Therefore, the allocation of attention in the aDDM was independent of the current decision variable. Fig 6 shows the comparison between simulated and empirical results:

Fig 6. aDDM simulation results vs. empirical data. (A) Psychometric choice curve in the Control condition. (B) Number of switches in the Control group against trial difficulty, as measured by the absolute difference between the proportions of white dots in the stimuli. (C) Last-sampling bias in the Control group. The horizontal axis shows the difference between the proportions of white dots between the last sampled stimulus and the other, while the vertical axis shows the probability of choosing the last sampled stimulus. (D) Psychometric choice curve in the One-Switch condition. (E) Decision time in the One-Switch group against trial difficulty. (F) Last-sampling bias in the One-Switch group. Error bars show $95 \%$ confidence
intervals. Empirical data included 960 trials pooled across 8 subjects in each condition; simulated data included 960 trials in each condition.

Firstly, we compared the psychometric choice curves: There was no statistically significant difference between the psychometric choice curves for the simulations and the human subjects (intercept: $P=0.0679$; slope: $P=0.0610$ ) in the Control condition (Fig 6A). In the One-Switch condition, there was no significant difference between the intercepts of the curves ( $P=0.7116$ ), but the slope (steepness) for the simulated data was significantly smaller than that of the empirical data $\left(P=3.2 \times 10^{-4}\right)$, meaning that the overall accuracy in the simulations was lower (Fig 6D). When only one switch was allowed, the choice accuracy of the simulations reduced from $90.1 \%$ to $84.4 \%$, while for the human subjects there was no significant reduction (unpaired one-tail t-test between individual subjects in the two groups: $P$ $=0.8082$ ).

Next, we compared the number of switches in the Control condition (Fig 6B): There was no statistically significant difference between the simulated and empirical results regarding the number of switches against trial difficulty (intercept: $P=0.2690$; slope: $P=$ 0.2384 ). In the One-Switch condition, we compared the decision time instead of the number of switches (for it is constantly 1): There was no significant difference between the simulated and empirical results regarding the decision time against trial difficulty ((Fig 6E, intercept: $P$ $=0.6125$; slope: $P=0.2257$ ).

Finally, we focused on the last-sampling bias: In Fig 6C and 6E, we plotted the probability of choosing the last sampled item against the difference between the proportions of white dots between the last sampled stimulus and the other. All the curves had an intercept larger than 0.5 , showing a tendency to choose the last sampled item, but the sizes of the bias were different: The curve intercept for the simulations was significantly lower than empirical
$\left(P=5.8 \times 10^{-4}\right)$ in the Control condition and significantly higher than empirical $(P=0.0166)$ in the One-Switch condition. Denying that subjects would switch back to sample the winning item but assuming random switches all the while, the aDDM underestimated the last-sampling bias in the Control condition and overestimated it in the One-Switch condition. The simulation results matched our Bayesian Network analysis and implied that the current decision had a causal effect on the sampling patterns.

## Discussion

In summary, the adaptive sampling behavior during perceptual decision-making exhibited the following patterns: First, the number of switches between the alternatives correlated with the difficulty of the task: the more difficult the task was, the more times the stimuli were resampled. Second, the sampling sequence was decided considering the start position and the choice button position in an attempt to minimize the total motor effort. Third, attention was biased to the eventually chosen item during the last sampling epoch. Combining the modeling results, we concluded that both motor cost and the temporary decision have a causal influence upon the pattern of attention allocation during sampling.

Having reviewed recent computational models, behavioral studies and neural recording results, Wispinski et al. [24] concluded that decision-making is a continuous process from the presentation of behaviorally relevant options until movement completion. Previous studies suggested that motor effort related to the action phase can influence the decision [4-6, 8], and our results provided an extended conclusion that sampling behavior was also influenced by the motor effort in different stages of the decision-making process. It supported the idea that sensorimotor aspects should be considered as an actively integrated part of the decision-making process. Further, several studies focused on the representation of
motor effort and how it is related to cost minimization in decision-making as well as motor control [25, 26]; future studies may quantify the effect of motor cost on sampling behavior with similar methods.

The relationship between attention and eye movement during decision-making has been studied abundantly [27], but researches highlighting limb and body movements during the sampling process are rare, even though in naturalistic circumstances such movements usually cooperate with eye movements to sample relevant information better. In our research, we designed a paradigm based on computer mouse tracking in which both gaze shift and hand movement (moving the mouse) were necessary to switch attention between the options. Although mouse tracking and eye tracking are both commonly applied process tracking methods in decision-making research, their original purposes are slightly different: While eye tracking mostly target on attention and information searching strategies, mouse cursor tracking data reflect more about indecision and momentary preference [28]. In our paradigm, however, subjects must move the cursor closer to get a better view of each stimulus, as if approaching a real object to have a better look. In this way, the mouse trajectory can reflect attention during sampling as eye traces did in previous studies. Moreover, our paradigm can be applied to study eye-hand cooperation and coordination during decision-making as well.

Traditionally, sequential sampling models assume that during decision-making, subjects sample their options continuously until the relative evidence for one option reaches a predetermined threshold, and such models capture the speed-accuracy trade-off phenomenon well [19, 29, 30]. Interestingly, our results showed that subjects would make extra sampling epochs during which the accuracy of the decision has not been improved significantly. One possible explanation is that subjects were switching back to the previously sampled stimuli again to verify their preliminary decision [31]. Similar to other studies [18, 32, 33], we observed an attentional bias to the finally chosen option during the later sampling epochs.

Mullett and Stewart [32] suggested that such a bias may be due to a relative instead of absolute stopping rule. According to Krajbich [19], even as the decision variable evolves and one option emerges as the winning one, it is still optimal to continue sampling information randomly instead of favoring the leading option, since the information from both the winning and losing options are of equal importance. However, the accuracy of the decision will not necessarily decrease if the attentional bias happens at the later stage of sampling when the main task is to validate the decision. This validating phase may be longer for perceptual decisions, for people tend to respond with more caution in perceptual decisions than in preferential decisions, especially when the stimuli are ambiguous [34]. Meanwhile, how the sub-thresholds within the preliminary decision phase and the validating phase are determined remains to be discussed.

Finally, our study provided evidence for the bidirectional causal relationship between attention and decisions by Bayesian Network modeling. Bayesian Networks have been customarily applied for probabilistic causal dependence assessment and inference in a wide range of areas [35], including life science researches [36, 37]. It is capable of depicting and predicting the conditional dependences between experimental variables through observed data, thus becomes a beneficial tool for psychological studies. In our study, we listed all possible network structures corresponding to different hypotheses on the causal relationship between the last sampled item, the decision variable and the chosen item. Then, we compared the predicted conditional probability of choosing the last sampled item with empirical data. Contrary to previous literature [19], our results imply that rather than randomly switching between the options, attention is drawn to the winning item during sampling. This finding may lead to some modification to the basic assumptions of the aDDM in the future.
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