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Abstract (max 249) 

The human social nature manifests in, among other ways, a particular visual sensitivity to social 

entities such as faces and bodies. But, the core of a social representation is not as much the social 

entity as the relation that binds multiple entities together. We asked whether human vision exhibits a 

special sensitivity to socially relevant spatial relations, beyond the visual sensitivity to likely members 

of those relations. Some social relations reliably correlate with spatial relations: people are likely to 

physically interact face-to-face more than back-to-back. Using functional MRI and behavioral 

measures, we show that visual sensitivity to social stimuli extends to images encompassing two bodies 

facing toward (vs. away from) each other. In particular, the visual-perception lateral occipital cortex 

showed an organization with the inferior part encoding of the number of bodies (one vs. two) and the 

superior part, encoding the spatial relation between bodies (facing vs. nonfacing). Moreover, the 

functionally localized body-selective cortex responded to facing bodies more strongly than to identical 

but not facing bodies. Finally, a multivariate pattern analysis showed that representations of single 

bodies in facing (vs. nonfacing) dyads were sharpened, suggesting that the spatial positioning cuing 

interaction put pressure on the discrimination of body postures. Finally, the cost of body inversion 

(upside-down rotation) on body recognition, a behavioral signature of the specialized mechanism for 

body perception, was larger for facing than for nonfacing dyads. Thus, the human visual perception 

system registers spatial relations between multiple bodies, with tuning for those that cue social 

interaction.  

 

 

 

 

 

 

 

 

 

 

 

 

.CC-BY-NC-ND 4.0 International licenseavailable under a
not certified by peer review) is the author/funder, who has granted bioRxiv a license to display the preprint in perpetuity. It is made 

The copyright holder for this preprint (which wasthis version posted May 14, 2019. ; https://doi.org/10.1101/637082doi: bioRxiv preprint 

https://doi.org/10.1101/637082
http://creativecommons.org/licenses/by-nc-nd/4.0/


 3 

Public Significance Statement (120) 

The humans’ social nature shapes visual perception. Here, we show that human vision is not only 

attuned to socially relevant entities, such as bodies, but also to socially relevant spatial relations 

between those entities. The body-selective visual cortex responds more strongly to multiple bodies that 

appear to interact (i.e., face-to-face), relative to unrelated bodies, and shows more accurate 

representation of single body postures in interacting scenarios. Moreover, recognition of facing bodies 

is particularly susceptible to perturbation by upside-down rotation, indicative of a particular visual 

sensitivity to the canonical appearance of facing bodies. Encoding of relations between multiple 

bodies, in the same areas for body-shape recognition, suggests that the context in which a body is seen, 

deeply affects its processing. 
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Introduction  

The term social vision has been coined to refer to a number of phenomena in visual perception that 

mediate the humans’ social life (1).  

Among those phenomena, there is a tuning of human visual perception, and visual perceptual 

areas, to certain features or entities that turn out to have high social value. Stimuli such as bodies and 

faces are individuated earlier than other stimuli in infancy (2). In cluttered environments, they are the 

most likely to spontaneously recruit attention (3, 4). They are also particularly susceptible to the cost 

of inversion, the detrimental effect on recognition, of seeing a stimulus rotated upside-down (5, 6). 

This effect has been linked to an internal representation of the canonical (upright) structure of faces 

and bodies, which makes recognition particularly efficient, and the disruption of such structure (e.g., 

through inversion) particularly harmful to recognition (7). Within the visual perception 

occipitotemporal cortex, a number of brain areas, collectively called person-perception network, 

exhibit a preference for faces and bodies, indexed by increased neural activity (8). Core aspects of this 

network are the face-selective cortex in the fusiform gyrus (FFA) (9) and the extrastriate body-

selective cortex (EBA) in the lateral occipital area (LOC) (10).  

Face and body perception are fundamental to several social tasks, like identity recognition, 

social categorization and emotion recognition, which has contributed to characterize human visual 

perception as social (1, 11, 12). However, social is primarily the property of a relation that implies two 

or more entities, and binds them together. Some social relations, such as physical and/or 

communicative exchanges between people, reliably correlate with spatial relations: for example, 

physically interacting people are often close and face toward, rather than away from each other. 

Detecting and recognizing social interactions is as important to human survival as detecting and 

recognizing bodies, faces and animate entities in general. Third-party interactions must entail rapid 

discrimination, to activate adaptive behaviors such as defense or assistance/cooperation, and infer 

group affiliation and conformity (13, 14). We asked whether, besides the increased sensitivity to social 

entities, human visual perception registers spatial relations between those entities, and shows 

preference for socially relevant layouts. 

Recent reports have shown that interactions between multiple animate agents are recognized 

just outside the visual perception network, in posterior superior temporal areas (15–17). However, 

recent behavioral research suggests that seeing bodies in interaction makes body detection and 

recognition more efficient with respect to seeing multiple, but unrelated bodies (18). This research 

encourages the thinking that spatial relations between bodies can be registered earlier, within the brain 

areas that recognize body-shapes. 

 In the present fMRI and behavioral studies, we examined how the spatial relation between two 

bodies, which cued interaction (face-to-face, hereafter facing) or not (back-to-back, hereafter 
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nonfacing), affected neural activity in person-selective cortex, and performance in visual recognition. 

Images of single bodies and dyads of facing or nonfacing bodies were presented during fMRI, and the 

same stimuli, upright or inverted, during a visual recognition task with backward masking. We 

hypothesized a stronger visual sensitivity to facing, relative to nonfacing dyads, which would manifest 

with stronger neural response and more accurate representation in the body-selective cortex, and a 

larger inversion effect on visual recognition. Neural and behavioral results converged in demonstrating 

that human visual perception is tuned to configurations where the relative spatial positioning of bodies 

suggests an ongoing social exchange.  

Results 

fMRI Experiment. In the main experiment, twenty participants in the fMRI scanner saw images 

featuring one or two human bodies, in lateral view and in various poses. In images with two bodies, 

these could face toward or away from each other. Facing and nonfacing dyads were identical except 

for the relative positioning of bodies. All the bodies presented in dyads were also presented alone. A 

fixation cross was always present in the center of the screen and, from time to time, changed color 

(from black to red). Participants were instructed to fixate the cross, detect and report (through button 

press) the color change. After the main experiment, participants completed a functional localizer task, 

in which they saw a new set of images featuring bodies (headless bodies or body parts), faces, places 

(indoor corridors or houses), objects (cars or guitars), or scrambled objects. They had to press a button 

when a scrambled object was shown.  

To identify the brain regions responsive to the number of bodies and to the spatial relation in 

body dyads, we performed a whole-brain random-effects group analyses with two contrasts: [single 

body > dyad] and [facing > nonfacing dyads] (Table 1). A large bilateral cluster, centered in the 

inferior temporal gyrus, responded significantly more strongly to dyads than to single bodies (Fig. S1). 

This activation spread more posteriorly into the lateral occipital cortex. Stronger response to facing 

than nonfacing dyads was found in a bilateral cluster, encompassing the posterior middle temporal 

gyrus and the middle occipital gyrus. In addition, relative to nonfacing dyads, facing dyads elicited 

stronger bilateral prefrontal activity, centered in the anterior middle frontal gyrus (Fig. 1a).  

The group-level contrasts encouraged our hypothesis that the visual perception 

occipitotemporal cortex is particularly sensitive to scenarios, in which the relative positioning of 

bodies (face-to-face) cues interaction. To further investigate these findings, and overtake the limits of 

group analysis in the definition of anatomo-functional correspondences (19), we implemented two 

further analyses. First, since the whole-brain analysis revealed widespread effects of both number 

(single body vs. dyad) and spatial relation (facing vs. nonfacing dyads) in the LOC, a conjunction 

analysis was performed to examine the relationship between the two effects across all the voxels in 

this territory (20). The conjunction of the statistical maps (dyads > individuals) and (facing > 
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nonfacing dyads) from the whole-brain analysis, superimposed to the anatomically-defined bilateral 

LOC, revealed three consecutive regions, organized along the inferior-to-anterior axis, with three 

different response profiles (Fig. 1b). Voxels in the inferior part of LOC mostly showed an effect of 

number, with significantly stronger response to dyads than to single bodies. Moving upward, the 

middle region encompassed voxels than responded more strongly to dyads than single bodies, and to 

facing dyads than nonfacing dyads. Finally, in the superior region, voxels responded to facing dyads 

more strongly than to nonfacing dyads, but showed no effect of number. As illustrated in Fig. 1b, the 

middle and superior regions of LOC, sensitive to the facing vs. nonfacing relation, overlapped with the 

body-selective EBA, as independently identified with the following analysis. 

We studied whether spatial relations between bodies are encoded in the same cortex selective 

to body perception in LOC, identified in each participant with an independent dataset. Using the data 

registered during the functional localizer task, we defined two regions of interest (ROIs) for each 

participant, collapsing across the left- and right-hemisphere voxels: the EBA was defined using the 

contrast of bodies vs. objects conditions, and the FFA was defined using the contrast of faces vs. 

objects conditions. In addition, we defined the parahippocampal place area (PPA) with the contrast of 

places vs. objects conditions, collapsing individual subjects’ data across hemispheres. The PPA has 

been shown to discriminate between object sets based on internal spatial relations, with particularly 

strong response to sets that form familiar or regular scenes (21, 22). Here, it was included to examine 

whether spatial relations between bodies are encoded selectively in the body-selective cortex. Finally, 

the individual early visual cortex (EVC), was defined using a probabilistic map of visual topography 

(23).  

We quantified the response to facing vs. nonfacing dyads for each participant’s ROI and 

observed that the relative positioning of bodies in a dyad affected neural activity, selectively in the 

EBA and FFA (Fig. 1c). This was confirmed by a two-way ANOVA with relation (facing vs. 

nonfacing dyads) and ROI (EBA vs. FFA vs. PPA vs. EVC) as repeated-measures factors. The 

ANOVA revealed a main effect of relation, F(1,19) = 5.20, p = 0.034, ηp
2 = 0.21, and of ROI, F(3,57) 

= 91.88, p < 0.001, ηp
2 = 0.83, which were qualified by a significant two-way interaction, F(3,57) = 

4.90, p = 0.004, ηp
2 = 0.21. This interaction reflected significantly stronger response to facing dyads 

than to nonfacing dyads in the EBA, t(19) = 3.09, p = 0.006, and FFA, t(19) = 3.60, p = 0.002, but not 

in the PPA, t(19) = 1.51, p = 0.148, and EVC, t(19) = 0.53, p > 0.250 (two-tailed t tests). Thus, the 

EBA and the FFA respond more strongly to facing than to nonfacing dyads. This effect was confirmed 

using ROIs with voxel counts ranging from 50 to 500 (Fig. S2). Like the EVC, the PPA shows no 

effect of body positioning, suggesting that the EBA/FFA and the PPA participate in two separate 

streams that detect the relations between objects of different classes, and might link visual perception 

to action-event and scene representation, respectively. An analysis with the left and right ROIs 
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considered separately for each site, showed no hemispheric difference across all the ROIs, and 

confirmed the above effects (Text SI and Fig. S1). 

Three analytic strategies above (whole-brain analysis, voxel-by-voxel conjunction analysis in 

LOC, and ROI analysis) converged in showing stronger response to dyads with facing –seemingly 

interacting– bodies in the EBA. The following analysis sought to shed light on the mechanism 

underlying this increase of neural activity. What does the EBA do? The EBA is known to encode the 

specific body shape, or posture, in a percept (11, 24). We asked whether this functionality could just 

be enhanced in the context of facing dyads. We reasoned that, in a facing dyad, a body (posture) could 

provide a context to the other body (posture), which could enrich (i.e., by disambiguating) the 

representation of individual postures, and/or put particular pressure on their discrimination for the 

purpose of understanding the ongoing interaction. Using multivariate pattern analysis (MVPA), we 

measured how well single body postures could be discriminated in facing and in nonfacing dyads, in 

the four ROIs. In each ROI, for each participant, we estimated multivariate patterns of activity for 

every facing dyad, nonfacing dyad and single body. For each participant, a support vector machine 

(SVM) classifier was trained to classify the patterns of eight classes corresponding to the eight single 

bodies, and tested on the classification of patterns corresponding to facing dyads made of the same 

single bodies. In each test, a pattern corresponding to a facing dyad was classified in one of eight 

classes of single bodies. The same analysis was repeated using the patterns for nonfacing dyads in the 

test. For each participant, for each ROI, we obtained two values of classification accuracy, one for the 

train-and-test on facing dyads and one for the train-and-test on nonfacing dyads. We found that single 

bodies could be discriminated accurately only from facing dyads, and only using neural patterns 

extracted from the EBA (Fig. 1e; for the results of the left and right ROIs, separately, see Fig. S1). In 

particular, in the EBA, classification accuracy was significantly above chance for facing dyads, t(19) = 

4.69, p < 0.001, but not for nonfacing dyads, t(19) = 0.40, p > 0.250. This result was obtained with 

different voxel counts ranging from 50 to 500 (Fig. 1f). For the other ROIs, the same analysis yielded 

no significant effects (FFA: test on facing dyads: t(19) < 1, n.s., on nonfacing dyads: t(19) < 1, n.s.; 

PPA: test on facing dyads: t(19) < 1 , n.s., on nonfacing dyads: t(19) <  1, n.s.; EVC: test on facing 

dyads: t(19) = 1.98, p = 0.063, on nonfacing dyads: t(19) < 1, n.s.).  

Visual recognition experiment. We tested whether the neural tuning hypothesized for facing dyads, 

was associated with increased visual sensitivity to those stimuli, as indexed by the magnitude of 

inversion effect: the more the visual system is attuned to the canonical (upright) appearance of a 

stimulus, the higher the cost on recognition, of disrupting that canonical configuration (e.g., through 

inversion; (25, 26). To test this, we presented the same images of single bodies, facing dyads and 

nonfacing dyads used for fMRI, randomly interleaved with images of chairs (single chair, or pairs of 

facing or nonfacing chairs), for a visual recognition task. Stimuli were presented briefly (30 ms), 

upright or inverted, and then masked. Twenty participants (15 of whom already participated in the 
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fMRI experiment) were instructed to report, as accurately and fast as possible, whether they had seen 

bodies or chairs, irrespective of number, positioning or orientation. The magnitude of the inversion 

effect on both visual-recognition accuracy and RTs varied as a function of the stimulus (Fig. 1d). An 

ANOVA with stimulus (single body vs. facing dyads vs. nonfacing dyads) and orientation (upright vs. 

inverted) as repeated-measures factors, showed significant effects of stimulus, F(2,38) = 5.52, p = 

0.008, ηp
2 = 0.22, and orientation, F(1,19) = 8.52, p = 0.009, ηp

2 = 0.31, and a significant two-way 

interaction, F(2,38) = 3.94, p = 0.028, ηp
2 = 0.17. This two-way interaction reflected a statistically 

significant inversion effect for single bodies, t(19) = 2.75, p = 0.013, and facing dyads, t(19) = 3.31, p 

= 0.004, but only marginal for nonfacing dyads, t(19) = 2.01, p = 0.058. Most importantly, the 

inversion effect was significantly larger for facing dyads than for nonfacing dyads, t(19) = 3.68, p = 

0.002. Similar results were found in the ANOVA on RTs [effects of stimulus: F(2,38) = 15.90, p < 

0.001, ηp
2 = 0.45; effect of orientation: F(1,19) = 24.13, p < 0.001, ηp

2 = 0.56; interaction, F(2,38) = 

4.22, p = 0.22, ηp
2 = 0.18]. In the RTs, the inversion effect was significant in all conditions [single 

bodies: t(19) = 4.60, p < 0.001; facing dyads, t(19) = 5.14, p < 0.001; nonfacing dyads, t(19) = 3.73, p 

= 0.001]; but, again, it was significantly larger for facing dyads than for nonfacing dyads, t(19) = 2.72, 

p = 0.001. No differences in the inversion effect were found with chair-trials; the whole set of 

accuracy and RTs results was obtained including only the 15 participants who took part in the fMRI 

experiment (SI Text). Thus, as an index of efficiency in visual perception, the inversion effect offers a 

behavioral counterpart to the increase of neural activity and the sharpening of neural representation for 

facing dyads. As such, it contributes to support a special visual sensitivity for two bodies in a spatial 

positioning that cues social interaction.   

 

Discussion  

We investigated whether the relative positioning of two bodies –facing one another as if interacting, or 

not– affected neural and behavioral signatures of body perception. Our findings demonstrate that the 

well-established sensitivity of human visual perception to single bodies extends to configurations of 

multiple bodies, whose relative positioning cue interaction.  

 Three fMRI data analyses and the behavioral results converged on demonstrating that cortical 

areas specialized in body perception capture spatial relations between bodies. Particularly in the EBA, 

stronger response to facing vs. nonfacing dyads was found in the group-level whole-brain contrast, in 

the voxel-by-voxel conjunction analysis in the LOC, and in the analysis of independently, 

functionally-defined ROIs. Visual sensitivity to a stimulus, which accounts for neural activity in 

dedicated brain structures, should also be captured in visual perception behavior (27). Thus, the two-

body inversion effect, larger for facing than nonfacing dyads, provides the fourth piece of evidence in 
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favor of a tuning of human visual perception to configurations of multiple, seemingly interacting 

bodies. 

 The stronger neural response to facing dyads echoes category-specific effects reported in 

occipital and temporal regions, for stimuli such as bodies and faces (9, 28), as well as the effect, in the 

general object-selective LOC, of multiple objects appearing in functionally relevant relations (e.g., a 

hammer tilted toward a nail) vs. multiple unrelated objects (29–31). But, increase in neural response 

can cover different underlying processes. What specific process, triggered by interacting bodies, 

accounts for the increased neural response in the EBA? The results of the MVPA analysis suggest that 

the natural functionality of EBA is enhanced for facing dyads. The EBA is known to encode visual 

body shapes or postures, to feed the process toward action understanding (11, 24); here we show that it 

does so more, or better, when a body appears in the context of another interacting body. 

Discrimination of single bodies in facing dyads (but not in nonfacing dyads) was accurate, despite the 

high visual similarity across bodies, and despite the instruction to fixate a cross and detect a color 

change diverted participants’ attention from bodies.  

It is possible that, by signaling an ongoing or upcoming interaction, the face-to-face 

positioning puts pressure on the encoding of body postures, to streamline the processing toward action 

(and interaction) understanding. The link between the effect in the EBA and the action understanding 

network might be emphasized by the fact that the stronger response to facing (vs. nonfacing) dyads 

carries on beyond the EBA, in the superior LOC and the middle/superior temporal gyrus, an important 

territory for action understanding (32), with patches of selectivity for social interactions (15, 17).  

In another perspective, one seemingly interacting body can provide a meaningful context to 

the other body, which enriches or sharpens body representations in EBA. The advantage on object 

representation that results from seeing an object in a meaningful, or in its natural context, has been 

largely illustrated by visual context effects, such as the word superiority effect (33) and the face 

superiority effect (34, 35): an object (e.g., a letter or a nose) is identified better, when it is seen in its 

regular context (i.e., a familiar word or a face, respectively). Recently, neuroimaging methods have 

allowed demonstrating that a stimulus that meets subjective expectations, or an internal template, is 

represented more accurately than an unexpected stimulus, in the visual cortex, and that the 

surrounding context can favor this representational sharpening (36, 37). Consistent with fMRI results, 

the two-body inversion effect contributes to suggest that the facing dyad meets an internal template, 

which makes it easier to recognize, and particularly susceptible to spatial perturbation through 

inversion. In particular, the difference in the inversion effect between facing and nonfacing dyads 

might be reminiscent of the difference between bodies and scrambled bodies (for which the body-

inversion effect does not occur; 6): like a scrambled body, a nonfacing dyads would break the 
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prototypical, regular, and expected configuration of two spatially close bodies, which reduces the cost 

of inversion. 

In sum, our results show that, in the EBA, facing dyads evoke overall stronger response than 

nonfacing dyads, and sharpen the representation of single bodies. These findings open questions for 

future research. First, like the EBA, the FFA registers the relation between bodies with a stronger 

response to facing vs. nonfacing dyads. However, we found no evidence of representational 

sharpening for individuals in facing vs. nonfacing dyads. Lack of discrimination is not surprising 

given that all bodies had identical (emotionally neutral) head/faces. Thus, the contribution of face/head 

vs. body, and the role of the face-selective cortex in the effects of body positioning remain to establish. 

Moreover, the dissociation of the two effects (increased activation and representational sharpening) 

raises the possibility that different visual perception regions (e.g., EBA and FFA) implement different 

operations, and/or that the two effects are signatures of different processes. Second, and related to the 

last point, we have somehow implied that, in the EBA, the representational sharpening accounts for 

the increased response to facing dyads. There is an alternative to this interpretation. Behavioral 

research suggests that relations between bodies (facing vs. nonfacing) are captured early and 

automatically –i.e., before an elaborate, conscious recognition of actions from body postures (18). 

Instead, sharpening of single objects’ representation has been characterized as a top-down effect on the 

visual cortex (37). Thus, in a hypothetical architecture, regions such as the EBA (and the FFA) could 

capture spatial relations between bodies, yielding stronger neural response to facing dyads, and feed, 

with this information, the system for action understanding. This higher-level system could in turn put 

pressure on the encoding of single body postures, yielding representational sharpening in the EBA. 

The activation of temporal and prefrontal regions triggered by facing dyads, might signal the 

recruitment of higher-level regions for action and/or social processing (15, 17, 38, 39).  

Laying the foundation for new research, this initial report of a special visual sensitivity to a 

two-body shape demonstrates that the relation of a body with another nearby body is captured in the 

same regions that serve body perception, and affects the way in which bodies are processed. 

Moreover, it suggests that, beyond the specialization for socially relevant entities, human vision is 

specialized to processing multi-body configurations, where the relative positioning of bodies signals 

the unfolding of a social event. This special sensitivity to a socially relevant spatial relation between 

people decisively contributes to characterize human vision as social.  

Methods 

fMRI experiment 

Participants. Twenty healthy adults (12 female; mean age 24.1 years, SD = 3.1) took part in the fMRI 

study as paid volunteers. All had normal or corrected-to-normal vision and reported no history of 

psychiatric or neurological disorders, or use of psychoactive medications. They were screened for 

.CC-BY-NC-ND 4.0 International licenseavailable under a
not certified by peer review) is the author/funder, who has granted bioRxiv a license to display the preprint in perpetuity. It is made 

The copyright holder for this preprint (which wasthis version posted May 14, 2019. ; https://doi.org/10.1101/637082doi: bioRxiv preprint 

https://doi.org/10.1101/637082
http://creativecommons.org/licenses/by-nc-nd/4.0/


 11 

counter indications to fMRI and gave informed consent before participation. The local ethics 

committee (CPP Sud Est V, CHU de Grenoble) approved the study.  

Stimuli. Stimuli were gray scale renderings of one or two human bodies seen from lateral view, in 

various biomechanically possible poses, created and edited with Daz3D (Daz Productions, Salt Lake 

City, UT) and the Image Processing Toolbox of MATLAB (The MathWorks, Natick, MA). Eight 

unique body poses and their flipped version formed the single-body set. Eight facing dyads were 

created from the eight unique body poses; therefore, each body was used twice, every time paired with 

a different body. The final facing-dyad set included the eight dyads and their flipped version. 

Nonfacing dyads were created by swapping the position of the two bodies in each facing dyad (i.e., the 

body on the left side was moved to the right side and vice versa). The centers of the two minimal 

bounding boxes that contained each figure of a dyad, and the distances between the closest points of 

the two bodies were matched across facing and nonfacing dyads (distance centers: t(7) = 0.78, p > 

0.250; distance extremities: t(7) = 0.78, p > 0.250). Thus, facing and nonfacing dyads were identical 

except for the relative positioning of bodies. The final stimulus set included a total of 48 stimuli (16 

single bodies and 32 dyads).  

Procedure. Facing and nonfacing dyads were presented over three runs. Each run included 32 blocks 

of 5.6 s, 16 with facing and 16 with nonfacing dyads, presented in two sequences: the first 16 blocks in 

random order; the remaining 16 in the counter-balanced order relative to first sequence. Each block 

featured five repetitions of the same image, randomly alternating between the original view and its 

flipped version. Thus, in each of the three runs, there were two blocks for each dyad, for a total of six 

blocks for each dyad across the whole experiment. Three additional runs featured single-body images. 

Each run included 16 blocks, two for each stimulus, presented in the original view or flipped. A total 

of six blocks for each single body was shown across the experiment. Runs with dyads and runs with 

single bodies were presented in pseudorandom order to avoid more than two consecutive runs of the 

same stimulus group. Each run began with a warm-up block (10 s) and ended with a cool-down block 

(16 s), during which a central fixation cross was presented. Within a run, the onset time of each block 

was jittered to remove the overlap from the estimate of the hemodynamic response (40). Jittering was 

optimized using the optseq tool of Freesurfer (41). Throughout a block, a black cross was always 

present in the center of the screen, while stimuli appeared for 400 ms, separated by an interval of 900 

ms. In a subset (37.5.%) of stimulus and fixation blocks, the cross turned red. Participants were 

instructed to fixate the cross throughout the experiment, and press the button of a remote with their 

right index finger, when the cross changed color. This task was used to minimize eye movements and 

maintain vigilance in the scanner. Stimuli were back-projected onto a screen by a liquid crystal 

projector (frame rate: 60 Hz; screen resolution: 1024 × 768 pixels, screen size: 40 x 30 cm). 

Participants viewed the stimuli binocularly (~7° of visual angle) through a mirror above the head coil. 

Stimulus presentation and response collection were controlled through MATLAB (Psychtoolbox;42).  
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Functional Localizer task. In addition to the six experimental runs, participants performed three 

functional localizer runs (4.26 min each), to identify, at the individual level, the body-selective EBA, 

the face-selective FFA and the place-selective PPA. Stimuli and task were adapted from the fLoc 

package (43). Participants saw 144 grey-level images of bodies (hands, arms, feet or whole headless 

bodies), faces, places (indoor corridors or houses), and inanimate objects (cars or guitars). To 

minimize low-level differences across categories, the view, size, and retinal position of the images 

varied across trials, and each item was overlaid on a 10.5° phase-scrambled background generated 

from another image of the set, randomly selected. Each run included 52 blocks of four seconds: 10 

blocks for each object-class (bodies, faces, places and objects) with eight images per block (500 ms 

per image without interruption), randomly interleaved with 12 baseline-blocks featuring an empty 

screen.  

Data acquisition. Imaging was conducted on a MAGNETOM Prisma 3T scanner (Siemens 

Healthcare). T2*-weighted functional volumes were acquired using a gradient-echo echo-planar 

imaging sequence (GRE-EPI)  (repetition time = 2.2 s, echo time = 30 ms, 40 slices, slice thickness = 

3 mm, no gap, field-of-view = 220 mm, matrix size = 74 x 74, acceleration factor of 2 with GRAPPA 

reconstruction and phase encoding set to anterior/posterior direction). For the main experiment and the 

functional localizer session, we acquired nine runs for a total of 1275 frames per participant. 

Acquisition of high-resolution T1-weighted anatomical images was performed after the third 

functional run and lasted 8 min (MPRAGE; 0.8 mm isotropic voxel size, repetition time = 3 s, echo 

time = 3.7 ms, TI = 1.1 s, field-of-view = 256 x 224 mm, acceleration factor of 2 with GRAPPA 

reconstruction). 

fMRI Preprocessing. Functional images were preprocessed and analyzed using SPM12 (44) and 

MATLAB. The first four volumes of each run were discarded. Preprocessing of the remaining 

volumes involved: spatial realignment and motion correction using the first volume of each run as 

reference, slice timing correction, removing of low-frequency drifts with a temporal high-pass filter 

(cutoff 128 s), spatial smoothing with a Gaussian kernel of 8 mm FWHM for univariate analysis, and 

of 2 mm FWHM for multivariate analysis. Anatomical volumes were co-registered to the mean 

functional image, segmented into gray matter, white matter and cerebrospinal fluid in native space, 

and aligned to the probability maps in the Montreal Neurological Institute (MNI) as included in 

SPM12. The method DARTEL (45) was used to create one flow field for each subject and one inter-

subject template, which was registered in the MNI space and used for normalization of functional 

images.  

Whole-brain group analysis. Two whole-brain contrasts were performed to identify the neural effects 

of number (dyads > single-bodies) and relation (facing > nonfacing dyads). The blood-oxygen-level-

dependent (BOLD) signal of each voxel in each participant was estimated in two general linear model 
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(GLM) analyses, both with two regressors for the experimental conditions (single-bodies and dyads, or 

facing and nonfacing dyads), one regressor for fixation-trials, and six regressors for the movement 

correction parameters as nuisance covariates. Statistical significance of second-level (group) analysis 

was determined using a voxelwise threshold of p < 0.001, family-wise error corrected at cluster-level. 

Voxel-by-voxel conjunction analysis in LOC. Effects of number (single-bodies vs. dyads) and relation 

(facing vs. nonfacing dyads) were tested, voxel-by-voxel, in the LOC. To this end, the left and right 

functional maps from the group-level contrasts [dyads > individual bodies] and [facing dyads > 

nonfacing dyads] were superimposed on the masks of the left and right LOC, respectively. Three 

functional maps were defined within each mask, which encompassed all the voxels with activation 

higher than a threshold of p = 0.001 in the contrast facing > nonfacing only, in the contrast dyads > 

individuals only, or in both contrasts, as shown by a conjunction analysis (20).  

ROIs definition and activity-based analysis. ROIs were defined by entering the individual data, 

registered during the functional localizer runs, into a GLM with four regressors for the four object-

classes and movement correction parameters as nuisance covariates. Three bilateral masks of the 

inferior LOC, the Temporal Occipital Fusiform Cortex (TOFC) and the inferior Parahippocampal 

Cortex (PHC) were created using FSLeyes (46) and the Harvard-Oxford Atlas (47) through FSL (48). 

Within each mask of each participant, we first selected the voxels with activity above a voxelwise 

threshold of p > 0.05, for the contrasts of interest. The EBA within LOC was identified with the 

contrast of bodies > objects conditions, the FFA within TOFC was identified with the contrast of 

faces > objects conditions, and the PPA was localized within PHC with the contrast of places > objects 

conditions. All the voxels from the one mask and its contralateral homologous that passed the 

threshold were ranked by activation level (t value). The final ROI included up to 200 (right or left) 

best voxels (mean number of voxels in EBA and PPA: 200; in FFA: 198.4 ± 7.16 SD). Additionally, a 

bilateral mask of the early visual cortex (EVC) was created using a probabilistic map of visual 

topography in human cortex (23). After transforming the mask in each subject space, up to 200 (right 

or left) voxels with the highest probability ranking (mean = 200 voxels, SD = 0) were selected to form 

the EVC-ROI. From the four ROIs of each participant, the mean neural activity values (mean β-

weights minus baseline) for facing and nonfacing dyads were extracted, and analyzed in a 2 relation x 

4 ROI repeated-measure ANOVA, run with Statistica (StatSoft Europe, Hamburg). A second ANOVA 

included, in addition to the above factors, the hemisphere (left vs. right), corresponding to the mean β-

weights extracted, separately, from the left and right ROIs (up to 200 voxels for each hemisphere; see 

SI text, Figure S1). 

ROI-based MVPA. ROIs for this analysis were defined as above, using the data from the functional 

localizer task preprocessed with a spatial smoothing of 2 mm FWHM, to be consistent with the 2 mm 

FWHM preprocessing used for MVPA (mean number of voxels in EBA: 198 ± 2.85 SD; in FFA: 

.CC-BY-NC-ND 4.0 International licenseavailable under a
not certified by peer review) is the author/funder, who has granted bioRxiv a license to display the preprint in perpetuity. It is made 

The copyright holder for this preprint (which wasthis version posted May 14, 2019. ; https://doi.org/10.1101/637082doi: bioRxiv preprint 

https://doi.org/10.1101/637082
http://creativecommons.org/licenses/by-nc-nd/4.0/


 14 

198.45 ± 2.35; in PPA: 193.3 ± 18.01; in EVC: 188.1 ± 10.94). For each participant, in each ROI, we 

estimated 48 multivariate β-patterns for facing dyads and 48 for nonfacing dyads (16 patterns for 3 

runs), along with 48 β-patterns for single bodies (16 patterns for 3 runs). β-patterns were run-wise 

normalized to avoid spurious correlations within runs (49). The SVM classifier (LIBSVM, 

http://www.csie.ntu.edu.tw/~cjlin/libsvm), run through the CosmoMVPA toolbox (50), was trained to 

discriminate patterns of eight classes corresponding to the eight single bodies, using six samples per 

class, and then tested on the 48 patterns of facing dyads using a one-against-one approach and voting 

strategy, as implemented in LIBSVM. In 48 testing iterations, each dyad was classified in one of the 

eight classes of single bodies. Classification accuracy values were averaged across all iterations. Since 

the test-item included two bodies, classification of each body could be correct in two out of eight 

cases; therefore, the chance level was 25%. This train-and-test procedure was repeated with nonfacing 

dyads. Individual accuracy values form the two classifications (train-and-test on facing dyads and 

train-and-test on nonfacing dyads) were tested against chance with two separate t tests (α = 0.05, two-

tailed).  

Visual recognition experiment 

Participants. This experiment involved 16 participants of the fMRI-experiment sample, who 

volunteered to return to the lab, in addition to five new participants (15 female; mean age 24.10 years 

± 2.96 SD). Twenty was the required sample size to obtain an effect size ηp
2 = 0.453 (β = 0.80, alpha = 

0.05; G*Power 3.1), comparable to a previous study (18) that used a similar design.  

Stimuli. In addition to the 48 images of body-stimuli (16 single bodies, 16 facing dyads and 16 

nonfacing dyads) used for fMRI, the experiment included 48 images of single chairs or pairs of chairs 

(facing or nonfacing). Chair-stimuli were created from eight grey-scale exemplars of chairs and their 

flipped version, which were combined in 16 pairs of facing, and 16 pairs of nonfacing chairs. All 

body- and chair-stimuli were inverted upside down, yielding a total of 192 stimuli presented against a 

grey background. The same number of masking stimuli was created, consisting of high-contrast 

Mondrian arrays (11° x 10°) of grey-scale circles (diameter 0.4°-1.8°).  

Procedure. Participants sat on a height-adjustable chair, 60 cm away from a computer screen, with 

their eyes aligned to the center of the screen (17-in. CRT monitor, 1024 x 768 pixel resolution, 85-Hz 

refresh rate). Stimuli on the screen did not exceed 6° of visual angle. Each trial began with a blank 

display (200 ms), followed by a fixation cross (500 ms), another blank (200 ms), target stimulus (30 

ms), mask (250 ms) and, finally, blank until the participant gave a response. The next trial began after 

a variable interval between 500 and 1000 ms. For each trial, participants provided a response by 

pressing one of two keys on a keyboard in front of them (“1” with the index finger for “bodies”, or “2” 

with the middle finger for “chair”; this stimulus-response mapping was counterbalanced across 

participants). The task included two identical runs, each containing 32 trials for each of the twelve 
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conditions (upright and inverted single, facing and nonfacing bodies and chairs), presented in random 

order. Each stimulus appeared twice in a run. Every 32 trials participants were invited to take a break. 

Two blocks of familiarization preceded the actual experiment. In the first, four stimuli per condition 

were shown for 250 ms, so that the participant could see the stimuli clearly. In the second, eight 

stimuli per condition were shown for 30 ms, like in the actual experiment. The instructions for the 

familiarization blocks were identical to those of the actual experiment. The experiment lasted 40 min. 

Stimulus presentation and response collection (accuracy and RTs) were controlled with the 

Psychtoolbox and MATLAB. 

Behavioral data analyses. Data from one participant were discarded because the average RTs were 

more than 2.5 SD above the group mean. Mean accuracy (mean proportion of correct responses) and 

RTs for the remaining 20 participants were used for the analysis of the body inversion effect, in a 3 

stimulus x 2 orientation repeated-measures ANOVA. Comparisons between critical conditions were 

performed with pairwise t tests (α = 0.05, two-tail). The same analysis was repeated on RTs, after 

removing trials in which the participant’s response was inaccurate or 2 SD away from the individual 

mean (9.6% of the total number of trials).  
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Table 1. Location and significance of clusters showing stronger response to dyads relative to single 

bodies, and to facing dyads relative to nonfacing dyads. The results are cluster-wise corrected using 

FWE. Peak coordinates are in MNI space. 

Contrasts Hemispheres Locations 
Peak coordinates 

t 
Cluster-Wise 

FWE 

Cluster 

size x y z 

Dyads > 

Individuals 

Right Inferior Temporal Gyrus 47 -71 -3 7.82 <0.001 3232 

Left Middle Temporal Gyrus -51 -74 8 6.21 <0.001 2348 

Facing > 

Nonfacing 

Right 
Middle Frontal Gyrus -41 44 -5 7.59 <0.001 3307 

Middle Occipital Gyrus -41 -72 2 4.75 <0.001 1335 

Left 
Middle Frontal Gyrus 45 33 24 4.87 0.004 805 

Middle Temporal Gyrus 48 -59 6 5.11 0.011 652 
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Figure Caption 

Fig. 1. Increased activity for facing vs. nonfacing dyads in the EBA and FFA, and representational 

sharpening in the EBA. (a) Left (L) and right (R) group random-effect map (N = 20) for the contrast 

facing dyads > nonfacing dyads. The color bar indicates t values. (b) Conjunction of the group 

random-effect maps of the contrasts facing dyads > nonfacing dyads (effect of relation) and dyads > 

single bodies (effect of number), in the bilateral LOC. Highlighted in red are the voxels showing 

significant effect of relation only; highlighted in yellow are the voxels showing the effect of both 

relation and number (conjunction); highlighted in green are the voxels showing the effect of number 

only. The EBA location corresponds to the group random-effect contrast bodies > objects using the 

data of the functional localizer task. (c) Average beta values (± within-subjects normalized SEM) 

across participants, in each individually defined ROI (EBA, FFA, PPA and EVC), in response to 

facing and nonfacing dyads. **p ≤ 0.01. (d) Inversion effect (proportion of correct responses with 

upright minus inverted trials ± within-subjects normalized SEM) for accuracy (ACC) and response 

time (RTs) as a function of the stimulus: single body, facing dyad and nonfacing dyad. **p ≤ 0.01. (e) 

Classification accuracies (± within-subjects normalized SEM) for multi-class cross-decoding of 

patterns for single bodies in facing dyads and nonfacing dyads, in each individually defined ROI 

(EBA, FFA and PPA and EVC). Horizontal grey bar represents the chance level (25%). Asterisks 

indicate accuracy of classification significantly above chance. *** p < .001. For illustration purposes, 

ROIs correspond to the results of the group-level random-effect contrasts of bodies > objects for the 

EBA, faces > objects for the FFA, and places > objects for the PPA and the probabilistic map of EVC. 

(f) Classification accuracies for multi-class cross-decoding in the EBA-ROI using voxels counts from 

50 to 500 voxels.  
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