Temporal learning of bottom-up connections via spatially nonspecific top-down inputs

Jung Hoon Lee
Allen Institute for Brain Science
Seattle, WA 98019
jungl@alleninstitute.org

Mean-Hwan Kim
Allen Institute for Brain Science
Seattle, WA 98019
meanhwank@alleninstitute.org

Sujith Vijayan
School of Neuroscience, School of Biomedical Engineering and Sciences,
Department of Mathematics, and Department of Psychology
Virginia Tech
Blacksburg, VA 24060
neuron99@vt.edu

Abstract
In the brain, high-order and low-order areas are connected via bottom-up (from low-order to high-order areas) and top-down connections (from high-order to low-order connections). While bottom-up signals are thought to be critical in generating perception, functions of top-down signals have not been clearly delineated. One popular theory is that, top-down inputs innervate a specific cell assembly to modulate responses to bottom-up inputs. However, a different line of studies proposed that not all top-down inputs are specifically delivered. As the leading theories cannot account for nonspecific top-down inputs, we seek potential functions of nonspecific top-down signals using network models in our study. Our simulation results suggest that nonspecific top-down inputs can regulate low-order area responses by providing temporal information even without spatial specificity. Specifically, the temporal information in nonspecific top-down inputs can weaken the undesired bottom-up connections, contributing to bottom-up connections’ learning. We further note that cortical rhythms (synchronous oscillatory neural responses) are critical in the proposed learning process of bottom-up connections in our model.

1 Introduction
The brain has been thought to have hierarchical structures [6, 9, 12, 16, 29, 32], in which high-order areas rely on low-order areas for their functions. For instance, prefrontal cortex needs outputs of visual cortices to access visual information. This hierarchy of the brain has inspired deep neural networks (DNN) [23, 24], in which information propagates from input to output layers in a feedforward fashion. However, we should note that the brain is not just a group of feedforward networks. Instead, high- and low-order areas in the brain are reciprocally and intensively connected [12, 29, 28, 33], and a line of studies suggested that both bottom-up (i.e., feedforward), from low-order to high-order areas, and top-down (i.e., feedback) signals, from high-order to low-order areas, are critical in cognitive functions [4, 5, 7, 17]. Bottom-up signals have been considered responsible for sensory signal processing, but functions of top-down signals remain poorly understood.
A few leading theories proposed potential functions of top-down signals. First, top-down inputs can mediate selective attention or endogenous contexts, which allows sensory areas to respond selectively to more behaviorally important stimuli [14, 22]. Specifically, top-down inputs promote responses of a selected population of homogenous neurons (i.e., assembly) to win the competition among cell assemblies in low-order sensory areas; see [3] for a review.

Second, top-down inputs can mediate expectations according to the predictive coding theory [8, 34]. These theories assume that top-down signals can target specific cell assemblies, but a different line of studies suggested that some top-down signals may not be target-specific [2, 1, 18, 35, 36]. Without target-specificity, they cannot mediate attention or expectation, as the earlier theories suggested, which indicates that nonspecific top-down inputs could play distinct roles. In this study, we use network models to pursue their potential functions.

Even without spatial specificity/information, top-down signals can still mediate temporal information onto target assemblies and evoke disparate responses depending on their exact arrival times. Importantly, the time-dependent efficacy of spikes can be pronounced prominently when target neurons are in synchronous and oscillatory states such as PING rhythms (oscillation at a gamma frequency generated by the interplay between excitatory and inhibitory neurons); see [37]. If top-down signals arrive, immediately after inhibitory neurons fire synchronously, they will hardly entrain target neurons due to strong inhibition. In contrast, if top-down inputs arrive, right before a rhythms’ cycle, they will entrain target neurons quite reliably. Further, we note that cortical rhythms (synchronous oscillatory activities) have been thought to mediate interareal communications in the brain [13] and allow reliable learning via spike-time dependent plasticity (STDP) [26]. Inspired by this line of ideas, we hypothesize that temporal information encoded in nonspecific top-down signals can help bottom-up signals propagate effectively by modulating bottom-up connections.

To address this hypothesis, we construct a network model consisting of one low-order and one high-order area. Specifically, we consider two inhomogeneous cell assemblies in a low-order area and test the effects of nonspecific top-down signals on the evolution of connections from the two assemblies to a high-order area. Our simulation results suggest 1) that nonspecific top-down connections can suppress non-desired bottom-up connections and 2) that the difference between bottom-up connections, which reflects the degree of learning, is correlated to the power of gamma rhythms in a lower-order area. These results suggest that temporal information mediated by top-down inputs, even without spatial specificity, can make bottom-up signals more effective.

2 Results

To seek potential functions of nonspecific top-down inputs on bottom-up connections’ learning, we use network models to study nonspecific top-down inputs’ contribution to the formulation of selectivity in bottom connections. As shown in Fig. 1, our model consists of two cell assemblies in a low-order area and a single assembly in a high-order area. The two assemblies in the low-order area project to the high-order area (HA) that projects back to them via nonspecific top-down connections. Initially, the bottom-connections from both low-order area assemblies are identical and strong enough to innervate the high-order assembly (HA), when the low-order area assemblies generate sufficiently strong outputs. With these bottom-up connections, when any of the low-order area assemblies becomes active, HA will fire. That is, the selected low-order assembly and HA will fire together, and we assume that these two connections need to be selectively strengthened, as Hebbian learning rule proposed [15]. As spike-time-dependent-plasticity (STDP) has been thought to underlie Hebbian learning in the brain [20], we implement STDP in all bottom-up connections in the model and look into nonspecific top-down inputs’ contribution to bottom-up connections’ learning.

In our model, we randomly choose a preferred assembly (PA) to which we introduce 500 Hz external inputs, but a non-preferred assembly (NPA) receives 100 Hz unless stated otherwise. That is, the bottom-up connections from PA to HA are expected to grow according to Hebbian learning rule. For the sake of brevity, bottom-up connections from PA and NPA will be referred to as Conn_PA and Conn_NPA, respectively, hereafter. Due to the observations that inter-area connections are layer-specific, all three assemblies consist of superficial (L2/3)
Figure 1: Schematics of the model, which consists of three assemblies (PA, NPA and HA). In superficial (L2/3) and granular (L4) layers, Pyr (red rectangles) and PV (blue circles) interact with one another. PA and NPA represent the low-order area, and they receive disparate external inputs. HA represents the high-order area. All these three assemblies interact with layer-specific top-down and bottom-up connections.

Figure 2: Raster plots of an example simulation. (A), (B), (C), spikes generated in L2/3 and L4 of PA, HA and NPA, respectively. Each dot represents a spike, and spikes from Pyr and PV neurons are shown in red and blue, respectively. For the clarity, we show them only for the first 3 seconds. (D), spikes from L2/3 of NPA and PA and those from L4 of HA, between 1320 and 1360 ms.

We simulate the network for 20 seconds (s) to estimate how Conn_NPA and Conn_PA evolve over time with and without nonspecific top-down inputs onto both NPA and PA (Fig. 1). Fig. 2A, B and C show the spikes from PA, HA and NPA for the first 3 s; Pyr and PV neurons are shown in red and blue, respectively. As shown in the figures, Pyr and PV neurons within each assembly fires synchronously several times. We note that the synchronous activity appears first in PA, which receives 500 Hz afferent inputs, and it subsequently appears in L4 neurons of HA and L2/3 neurons of NPA (Fig. 2D). This pattern can be readily explained by the patterns of bottom-up and top-down connections in the model. More importantly, when such sequential activations occur, according to STDP rule, Conn_PA grows stronger, whereas Conn_NPA grows weaker. Indeed, this sequential activation occurs throughout the simulation. Consequently, Conn_PA grow stronger gradually, but Conn_NPA grow weaker gradually (Fig. 3A), suggesting that bottom-up connections can be selectively strengthened with nonspecific top-down inputs.

To further examine the functions of nonspecific top-down inputs, we repeat the simulation without top-down inputs (both to PA and NPA). When top-down connections are removed from the model, Conn_PA increase as before, but Conn_NPA remain unchanged (Fig. 3B). These results suggest that nonspecific top-down connections can reduce the strengths of...
Figure 3: Time courses of bottom-up connections. (A), the mean values of bottom-up connections as a function of time. The blue and orange lines represent the mean values of bottom-up connections from PA to HA and those from NPA to HA, respectively. The mean values are calculated every 5 ms during simulations. (B), the same as (A) but without top-down connections.

Figure 4: Dependency of bottom-up connections on strengths of top-down connections. (A), The total changes of connection strengths during simulations depending on the top-down inputs to Pyr neurons; the connection strengths are shown in pA. Blue and orange bars represent the connections from PA and NPA. The mean value and standard deviations are calculated from 20 independent simulations (Method). (B), The total changes of bottom-connections from NPA depending on to top-down connections to both Pyr and PV neurons. (C), The total changes of connection strengths during simulations depending on the top-down inputs to PV neurons (D), The difference in connection strengths between PA and NPA depending on to top-down connections to both Pyr and PV neurons.

undesired bottom-up connections (i.e., connections from NPA to HA in this model), keeping the total strength of bottom-up connections roughly the same level. We further test the effects of top-down inputs on bottom-up connections by varying the strengths of top-down connections to Pyr and PV in L2/3 of PA and NPA. To reduce statistical biases, we conduct 20 simulations, in which a network is independently constructed using the same connectivity rule (Methods). Fig. 4 shows the total changes in bottom-up connection strengths induced during 20-second-long simulations depending on the strengths of top-down connections to PV and Pyr, respectively; the mean and standard deviations from 20 independent simulations (Methods) are displayed in the figure.

We make two observations. First, without top-down inputs to Pyr neurons, the reduction of Conn_NPA is not pronounced (Fig. 4A), confirming that the delayed Pyr neurons’ activity in NPA makes Conn_NPA weaker. Second, top-down inputs to PV neurons also have impact on bottom-up connections’ learning (both Conn_PA and Conn_NPA). As shown in Fig. 4B, the effect of top-down inputs to PV neurons on Conn_NPA is not monotonic. Until connections reach a certain threshold (20 pA), the reduction of Conn_NPA’s strength becomes stronger. After the threshold, the reduction becomes weaker. In contrast, as the top-down inputs to PV neurons grow, the increase in Conn_PA’s strength monotonically becomes weaker (Fig. 4C). We also note that the difference between Conn_PA and Conn_NPA after 20-second-long simulations is maximal when PV and Pyr neurons receive almost the equivalent amount of top-down inputs (Fig. 4D).

The simulation results above suggest an essential role of synchronous activity in bottom-up connections’ learning. Because the degree of synchronous activity is commonly measured via spectral power of local field potentials (LFPs), we simulate LFPs (Methods) and calculate
their spectral power. As shown in Fig. 5A, PA generates oscillatory activity at two frequency bands, one at 0-20 Hz and another at 40-80 Hz. To assess how much synchronous oscillatory activity contributes to bottom-up connections’ learning, we estimate the changes in strengths of bottom-up connections (Conn_PA and Conn_NPA) and the total power of two frequency bands (0-20 and 40-80 Hz) for all 20 simulations. Fig. 5B shows that the magnitudes of changes (both increase and decrease) in bottom-up connections are positively correlated with the oscillatory power in PA, supporting that cortical rhythms (i.e., synchronous oscillatory neural activity) drive bottom-up connections’ learning.

In the model, if NPA, instead of PA, generates synchronous outputs, Conn_NPA, instead of Conn_PA, will become stronger. If the inputs to NPA are not strong enough, the growth of undesired connections (from NPA to HA) would be negligible on average. Then, how sensitive is this learning mechanism to the inputs to NPA? To answer this question, we increase external inputs to NPA up to 475 Hz. Fig. 5C shows that the growth of Conn_PA decreases, as the inputs to NPA grow stronger. But importantly, despite the reduction of magnitudes, the Conn_PA grow stronger, whereas Conn_NPA grow weaker, on average, even when the external inputs to NPA are 90% of those to PA. This result suggests that nonspecific top-down connections can be useful to selectively strengthen the connections even when all low-order assemblies receive relatively similar afferent inputs.

So far, we assume that only bottom-up connections have plasticity, but top-down connections can also have plasticity. That is, top-down connections can evolve over time. Naturally, two questions rise. First, will bottom-up connections change the same way? Second, how do top-down connections change? To answer these questions, we make top-down connections to have STDP and repeat the same experiments. In simulations, we impose the maximum strength of top-down connections to be 30 pA; without such limitation, the system can show run-away excitation due to strong positive feedback loops established between PA (NPA) and HA. We note 1) that bottom-up connections change as they do with stationary top-down connections (Fig. 6A and B) and 2) that top-down connections change depending on their targets (Fig. 6C and D). Specifically, top-down connections targeting NPA grow stronger, while top-down connections targeting PA grow weaker, which is consistent with an earlier experimental study [30].

3 Discussion

The brain is a group of recurrent networks, in which high and low order areas interact reciprocally with one another. It is generally accepted that bottom-up processing is central to generating perception as demonstrated in deep learning [23]. However, the functions of top-down inputs remain poorly understood. As most theories assume top-down inputs to be target specific, they cannot explain the functions of nonspecific top-down inputs experimentally reported [1, 2, 18, 35, 36]. Here, we employ network models to investigate...
Figure 6: Simulation results with dynamically evolving top-down connections. (A), Changes of bottom connection strengths induced during long simulations, depending on initial strengths of top-down connection strengths to Pyr. Blue and orange color represent bottom-up connections originating from PA and NPA, respectively. (B), the same as (A), but depending on initial strengths of top-down connections to PV. (C), Changes of top-down connection strengths induced during simulations, depending on initial strengths of top-down connection strengths to Pyr. Blue and orange color represent top-down connections targeting PA and NPA, respectively. (D), the same as (C), but depending on initial strengths of top-down connections to PV.

how nonspecific top-down connections contribute to the dynamic organization of bottom-up connections. Our simulation results propose that nonspecific top-down inputs can mediate temporal information to low-order areas to induce the specificity in bottom-up connections. We also note that in our model STDP and cortical rhythms are essential in this learning process.

3.1 Functions of top-down inputs to PV neurons

In the model, nonspecific top-down inputs to Pyr neurons can reduce undesired bottom-up connections from NPA by inducing delayed activity in NPA. Additionally, the results in Fig. 4 suggest that top-down inputs to PV neurons also contribute to bottom-up connections’ learning. Then, how do PV neurons contribute to this learning process? We propose that PV neurons prevent Pyr neurons’ erroneous firing, which disrupts the temporal order of spikes across assemblies. If L2/3 Pyr neurons in PA fire constantly after projecting onto HA, they can fire even after HA neurons’ firing. That is, the continuous firing of PA Pyr neurons can decrease Conn_PA rather than increase it. Similarly, if L2/3 Pyr neurons of NPA keep firing after HA neurons’ synchronous firing, they can accidentally fire right before L4 Pyr neurons of NPA fire, leading to the increase in Conn_NPA’s strength. We note that PV neurons in PA and NPA respond differently (Fig. 2D). First, in PA, PV neurons (not Pyr neurons) respond to top-down inputs. Since PV neurons in PA fire in response to top-down inputs, Pyr neurons will receive inhibition and cannot fire in response to top-down inputs. This can minimize the chance of the reduction of Conn_PA. Second, in NPA, PV neurons respond mostly to local inputs from NPA, not top-down inputs. This suggests that the active period of Pyr neurons in NPA would be short. Interestingly, the erroneous firings of Pyr neurons would occur more frequently when top-down inputs are strong. Consequently, top-down inputs to PV should be proportionally increased to ensure the proper learning of bottom-up connections, which is consistent with balanced top-down inputs to Pyr and PV neurons experimentally observed [38].

3.2 The function of synchronous activity in interareal connections

The communication-through-coherence (CTC) theory proposes that cortical rhythms (synchronous and oscillatory neural activity) subserve interareal interactions by increasing the efficacy of afferent inputs to target areas [15]. Consistent with this theory, synchronous activity in our model reliably propagates across assemblies via stochastic connections. More importantly, we note that synchronous activity in our model, not only enhances the efficacy of interareal communications, but also contributes to interareal connections’ learning in two ways. First, when synchronous activity is generated and propagates among areas, postsynaptic neurons in the target area fire reliably after presynaptic neurons fire. This ensures the temporal gaps between pre- and postsynaptic neurons, allowing the synaptic weights
Table 1: Connections in the network model. Below, the connection probability and strength of each connection type are shown in the parenthesis. TD, BU and LGN represent top-down, bottom-up and LGN connections, respectively. Additionally, Pyr and PB neurons receive 1050 Hz and 1000 Hz background inputs, respectively, via 100 pA connections.

<table>
<thead>
<tr>
<th>Presynaptic Neurons</th>
<th>Postsynaptic Neurons</th>
<th>Presynaptic Neurons</th>
<th>Postsynaptic Neurons</th>
</tr>
</thead>
<tbody>
<tr>
<td>L2/3 Pyr</td>
<td>(0.4, 40 pA)</td>
<td>L2/3 PV</td>
<td>(0.6, 40 pA)</td>
</tr>
<tr>
<td>L2/3 PV</td>
<td>(1.0, -40 pA)</td>
<td>L4 Pyr</td>
<td>(0.4, 40 pA)</td>
</tr>
<tr>
<td>L4 Pyr</td>
<td>(0.6, 80 pA)</td>
<td>L4 PV</td>
<td>(0.3, 30 pA)</td>
</tr>
<tr>
<td>L4 PV</td>
<td>N/A</td>
<td>BU to PV</td>
<td>(0.3, 20 pA)</td>
</tr>
<tr>
<td>Across assemblies and external inputs</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>TD to Pyr</td>
<td>(0.3, 15 pA)</td>
<td>BU to PV</td>
<td>(0.3, 20 pA)</td>
</tr>
<tr>
<td>TD to PV</td>
<td>(0.3, 20 pA)</td>
<td>LGN to Pyr</td>
<td>(0.3, 60 pA)</td>
</tr>
<tr>
<td>BU to Pyr</td>
<td>(0.3, 40 pA)</td>
<td>LGN to PV</td>
<td>(0.3, 30 pA)</td>
</tr>
</tbody>
</table>

connecting them to change robustly. Second, the induced inhibition during synchronous firing prevents Pyr from erroneously firing, which makes the learning process more robust to erroneous afferent inputs. Thus, our simulation results propose a possible extension of CTC theory [13].

3.3 A potential coordination between specific and nonspecific top-down inputs

We find that two conditions need to be satisfied for reliable learning of bottom-up connections. First, a selected assembly should be active (or activated) more than other assemblies. Second, the most active cell assembly needs to generate synchronous activity. Conversely, the proposed learning process will not be effective when multiple assemblies receive almost the equivalent amount of afferent inputs or when the desired assembly (i.e., PA in the model) does not generate synchronous activity. However, these limits may not be so fundamental and can be dynamically regulated by selective attention, which is known to be capable of biasing competition and amplifying synchronous activity. If selective attention is directed to NPA, the synchronous activity of NPA would be amplified, and Conn_NPA, rather than Conn_PA, can become stronger. In contrast, the growth of Conn_PA can accelerate if selective attention is directed to PA. Interestingly, earlier studies proposed that top-down inputs impinging onto deep layers are target-specific [10, 21]. That is, selective attention may regulate this learning process via stimulation of deep layers. In the future, we plan to address this possibility by extending our model to incorporate deep layers and inhibitory neuron types known to be associated with interlayer interactions.

4 Methods

Our network model consists of three cell assemblies (Fig. 1). The two assemblies (PA, NPA) represent a low-order area, and the other (HA) represents a high-order area. PA and NPA are different only in terms of external inputs mimicking sensory inputs (Fig. 1). Based on the observations [12, 28] that bottom-up connections mainly target granular layer (L4) and that top-down connections avoid L4, we construct each assembly with two layers, superficial layer (L2/3) and L4. In each layer, excitatory neurons interact with inhibitory neurons. Commonly, excitatory neurons are referred to as pyramidal neurons due to their shape, and most inhibitory neurons are known to express parvalbumin (PV). Thus, excitatory and inhibitory neurons are referred to as Pyr and PV neurons in this study.

Each neuron type is connected to other neuron types in the same assembly. The connections are randomly established using connection probabilities determined by pre- and postsynaptic neuron types. The strengths of connections also depend on pre- and postsynaptic neuron types. The selected values for connection probabilities and strengths are listed in Table 1. The three assemblies in the model are connected with one another via inter-assembly (i.e., interarea) connections (Table 1).
Table 2: Parameters for neurons and synaptic inputs. Synaptic inputs decay ($\tau_s$) at time scales depending on presynaptic and postsynaptic neurons.

<table>
<thead>
<tr>
<th>Param</th>
<th>Value</th>
<th>Param</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Membrane constant</td>
<td>10 ms</td>
<td>$\tau_s (\text{Pyr} \rightarrow \text{PV})$</td>
<td>2 ms</td>
</tr>
<tr>
<td>Spike threshold</td>
<td>-50 mV</td>
<td>$\tau_s (\text{PV} \rightarrow \text{Pyr})$</td>
<td>6 ms</td>
</tr>
<tr>
<td>Reset potential</td>
<td>-65 mV</td>
<td>$\tau_s (\text{PV} \rightarrow \text{PV})$</td>
<td>4.3 ms</td>
</tr>
<tr>
<td>Refractory Period</td>
<td>2 ms</td>
<td>Pyr cell #</td>
<td>320</td>
</tr>
<tr>
<td>$\tau_s (\text{Pyr} \rightarrow \text{Pyr})$</td>
<td>2 ms</td>
<td>PV cell #</td>
<td>80</td>
</tr>
</tbody>
</table>

In the model, all neurons are current-based leaky-integrate fire (LIF) neurons. The dynamics of subthreshold membrane potentials can be described by Eq. 1.

$$\frac{dV}{dt} = -\frac{V}{\tau} + \frac{I}{C}, \text{where } I = \sum_i w_+ \exp\left(-\frac{t}{\tau_{syn+}}\right) + w_- \exp\left(-\frac{t}{\tau_{syn-}}\right)$$ (1)

where $w_+$ and $\tau_{syn+}$ represent the synaptic strengths and synaptic time scale of excitatory synapses; where $w_-$ and $\tau_{syn-}$ represent the synaptic strengths and synaptic time scale of inhibitory synapses. The parameters used in this study are listed in Table 2.

Excitatory (Inhibitory) synaptic events evoke instantaneous jumps (dips) of membrane potentials $V$ and their decay over time. The inhibition and excitation decay over different time scales adopted from an earlier work [25]. The strengths of synaptic connections within assemblies are static over time, whereas the strengths of connections across assemblies are either static or dynamic depending on simulation conditions. When synaptic connections can be dynamic, the connections’ strengths follow the spike-time dependent plasticity (STDP) rule summarized in Eq. 2.

$$\Delta w = \begin{cases} -\lambda f_- \times K(\Delta t) & \text{if } \Delta t \leq 0; \text{where } K(\Delta t) = \exp\left(-\frac{|\Delta t|}{\tau}\right), \\ \lambda f_+ \times K(\Delta t) & \text{if } \Delta t \geq 0, \end{cases}$$ (2)

where $\Delta t = t_{post} - t_{pre}$; where $f_+(w) = (1 - w)\mu, f_-(w) = \alpha \mu$. In this study, we use default values included in the NEST package ($\alpha = 1, \tau = 20.0\text{ms}, \mu = 1.0, \lambda = 0.01$).

We use peer-reviewed open-source simulation platform NEST [27] to build the network models. All parameters not specified here are taken from default parameters of NEST package [27].

Simulation of local field potentials Local field potentials (LFPs) reflect population responses. While their origins remain poorly understood, the synaptic inputs have been thought to be crucial. Consequently, we simulate LFPs by summing up all (excitatory and inhibitory) synaptic inputs to Pyr neurons included in the assemblies [11, 31]. The spectral power is calculated by the ‘signal.welch’ routine included in the scipy package [19].
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