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Abstract 
Purpose: To demonstrate that vessel-selectivity in arterial spin labeling angiography can be achieved 

without any scan time penalty or noticeable loss of image quality compared to conventional arterial 

spin labeling angiography.  

Methods: Simulations on a numerical phantom were used to assess whether the increased sparsity of 

vessel-encoded angiograms compared to non-vessel-encoded angiograms alone can improve 

reconstruction results in a compressed sensing framework. Further simulations were performed to 

study whether the difference in relative sparsity between non-selective and vessel-selective dynamic 

angiograms were sufficient to achieve similar image quality at matched scan times in the presence of 

noise. Finally, data were acquired from 5 healthy volunteers to validate the technique in vivo. All 

data, both simulated and in vivo, were sampled in 2D using a golden angle radial trajectory and 

reconstructed by enforcing both image domain sparsity and temporal smoothness on the angiograms 

in a parallel imaging and compressed sensing framework. 

Results: Relative sparsity was established as a primary factor governing the reconstruction fidelity. 

Using the proposed reconstruction scheme, differences between vessel-selective and non-selective 

angiography were negligible compared to the dominant factor of total scan time in both simulations 

and in vivo experiments at acceleration factors up to R = 34. The reconstruction quality was not 

heavily dependent on hand-tuning the parameters of the reconstruction. 

Conclusion: The increase in relative sparsity of vessel-selective angiograms compared to non-

selective angiograms can be leveraged to achieve higher acceleration without loss of image quality, 

resulting in the acquisition of vessel-selective information at no scan time cost. 
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1. Introduction 

Angiographic methods are used to detect vascular abnormalities such as aneurysms, 

atherosclerosis, and arteriovenous malformations. However, many of the commonly used techniques 

for imaging the cerebral vasculature have associated risks. Digital subtraction angiography involves 

ionizing radiation and risk of complications because of the invasiveness of the procedure (1). In 

contrast enhanced magnetic resonance angiography (CE-MRA), there are also concerns associated 

with gadolinium-based contrast agents. Gadolinium-based contrast agents are unsuitable for patients 

with renal dysfunction because they can trigger nephrogenic systemic fibrosis (2), and have also been 

shown to be retained in the brain (3). Although the long-term health implications of gadolinium 

retention are still unknown (4,5), minimizing the use of gadolinium based contrast agents is 

recommended for clinical applications and research use.  

Arterial spin labeling (ASL) can be used for non-contrast enhanced magnetic resonance 

angiography (NCE-MRA). Compared with other NCE-MRA methods, ASL is a more versatile and 

flexible technique. ASL can provide dynamic information about blood flow, as it is based on imaging 

a bolus of labelled blood just like in CE-MRA. Because of the complete removal of background tissue 

signal by subtraction of “label” and “control” images, smaller vessels can be resolved using ASL 

compared to, for example, time-of-flight angiography at the same resolution (6). ASL can also 

provide vessel-specific angiograms, whereas other magnetic resonance methods generally only 

provide non-selective angiograms. Vessel-specificity and dynamic information can be crucial in 

planning for surgical interventions and predicting clinical outcomes, for example in assessing 

collateral flow in stroke (7,8).  

One way of achieving vessel-selectivity with ASL is using vessel-encoding (VE-ASL) (9), 

which is generally implemented as a variant of pseudo-continuous ASL (10). Compared to vessel-

selective ASL methods that only label one vessel at a time (11,12), VE-ASL is more SNR efficient, as 

all acquired data informs all vessel-selective images. Hadamard encoding ensures that the SNR of a 

decoded VE image is the same as a for a non-vessel-encoded (nonVE) image acquired at the same 

scan time for fully sampled data (9). The main drawback of VE-ASL is longer acquisition times 

compared to nonVE-ASL because N+1 images are required to separate blood coming from N arteries 

compared with only a tag and control image for nonVE-ASL. To achieve matched scan time with 

nonVE acquisitions, the VE images have to be acquired with higher undersampling factors than the 

nonVE data. 

However, we hypothesized that VE-ASL can be highly accelerated using non-linear 

reconstruction methods. Two main reasons why VE-ASL angiograms might be particularly well-

suited to under-sampled reconstruction are related to intrinsic properties of angiographic data: 

First of all, angiograms are spatially sparse. This can be exploited in a compressed sensing 

(CS (13,14)) acquisition and reconstruction framework. Compared with nonVE-ASL angiograms, 
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VE-ASL images have higher relative sparsity because approximately the same number of non-zero 

voxels are distributed across multiple vessel-selective images. Because relative sparsity, along with 

image dimensionality and signal-to-noise ratio (SNR), contributes to the performance of a CS 

reconstruction (15) we hypothesized that VE-ASL angiograms could perform better than nonVE 

angiograms in a sparsity-constrained reconstruction.  

Secondly, at sufficiently high temporal resolution the signal varies smoothly in time (16) as 

the bolus of labelled blood passes through the arterial tree. This temporal smoothness can be exploited 

to further regularize the underdetermined image reconstruction problem. While exploiting redundancy 

in the temporal domain is possible in the dynamic acquisitions provided by VE and nonVE ASL, non-

dynamic methods like time-of-flight angiography cannot benefit from this extra dimension of 

information. 

In this study, we present an accelerated acquisition and reconstruction method for VE-ASL 

angiography based on the enhanced spatial sparsity of vessel-specific angiograms and the smoothness 

of their temporal evolution. We demonstrate that the proposed method produces VE-ASL images of 

comparable quality to nonVE-ASL at matched scan duration at acceleration factors varying from R = 

2 to R = 34, providing vessel-specific information at no additional cost. 

 

2. Methods  

2.1. Modelling the imaging system  

The imaging system (Figure 1) was modelled as a linear equation: 

𝐲 = 𝐄𝐱 + 𝐧       [1] 

where y is a vector containing the complex signal measured by all the receive coils, with each 

entry representing one point in k-space in one coil. Noise, n, is a vector of complex white noise. The 

imaged object, x, is a vector containing the complex magnetization of blood from each vessel 

component as well as the static tissue for every position in physical space. Its length is therefore the 

number of voxels by the number of time points by the number of vessel components, i.e. a three-

vessel VE image would have four components (three vessels and static tissue) and a nonVE image 

only two components (vessels and static tissue), thus making x twice as long in the VE case. In this 

work a three-vessel VE image was used, separating blood originating from three arteries, the right and 

left internal carotid arteries (RICA, LICA), and the basilar artery (BA). E is the linear operator that 

models the encoding of the magnetization. It contains three main parts: i) the linear combination of 

signal from blood and static tissue depending on the applied vessel-encoding scheme, ii) the 

multiplication of spatial sensitivity profiles for each of the receive coils in the system, and iii) the k-

space sampling transform. 
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Figure 1 - Model of imaging system used in simulations and reconstruction. y (purple box) represents the raw data that is a 
combination of noise, n (red box), and the object, x (green box), after it has been transformed by the imaging system, E 
(blue arrows), that consists of three parts (right to left): vessel-encoding, application of coil sensitivities, and an 
(under)sampled Fourier transform from physical space to k-space. 

Simulations of the imaging system and subsequent reconstruction of both simulated and in 

vivo data was performed using MATLAB (Release 2017a, The MathWorks, Inc., Natick, 

Massachusetts, United States). The encoding operator (E in Eq. [1]) was implemented as a 

composition of functions instead of one single linear operator because of the large size of the 

problem. The vessel-encoding part of E was implemented directly as a matrix multiplication of a 2x2 

Hadamard matrix (one image with labeled blood and one control image) for the nonVE case and a 

4x4 Hadamard matrix for the VE case:  

𝑛𝑜𝑛𝑉𝐸: [
−1 1
1 1

] [
𝑅𝐼𝐶𝐴 + 𝐿𝐼𝐶𝐴 + 𝐵𝐴

𝑆
]    [2] 

𝑉𝐸: [

−1 −1 −1 1
−1 1 1 1
1 −1 1 1
1 1 −1 1

] [

𝑅𝐼𝐶𝐴
𝐿𝐼𝐶𝐴
𝐵𝐴
𝑆

]    [3] 

RICA, LICA, and BA represents signal from the blood coming from the respective arteries, 

and S represents the static tissue signal intensity. 

The coil sensitivities and their conjugate transposes were applied as pointwise multiplication 

on the image or weighted combination of coils for the forward and adjoint transform respectively. The 

transforms between non-uniform k-space samples and image space were implemented using the non-

uniform fast Fourier transform (NUFFT (17)) in the Michigan Image Reconstruction Toolbox (18). In 

our method we used a golden angle radial trajectory (19). 

 

2.2. Simulations 
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Two datasets were used as ground truths for numerical simulations. One was a purely 

synthetic data set (numerical phantom) and the other a fully-sampled dynamic VE-ASL angiogram 

from a previous study (6). The numerical phantom consisted of a single frame of a hand-drawn 

‘vessel-like’ image. It was used to confirm that the initial hypothesis (that increased relative sparsity 

improves the reconstruction) holds in a simplified system. The nonVE data had 14% non-zero values 

in the vessel image, whereas the VE data was only 5% non-zero in its three vessel images combined. 

In this simplified system the noise was set to zero and only one receive coil with uniform spatial 

sensitivity was modelled. The images were transformed into k-space data using the forward model 

described in section 2.1 and reconstructed with various amounts of undersampling (100%, 50%, 25%, 

12.5%, 6.25% and 3.125% of the number of samples needed to reach the Nyquist limit with the 

golden angle radial sampling method (19)).  

A real, high SNR angiogram was used to mimic the in vivo system as closely as possibly but 

with a well-defined ground truth and controlled noise conditions. Coil sensitivities previously 

measured using a phantom in a 32-channel head coil were included in the simulation. Complex 

Gaussian noise was added in k-space. k-Space SNR was defined as 

𝑆𝑁𝑅𝑘 =
𝑟𝑚𝑠(𝐼)

𝜎𝑛𝑜𝑖𝑠𝑒
      [4] 

where rms(I) represents was the root-mean-square intensity of the noiseless k-space 

measurements and  is the standard deviation of the added noise signal. Three noise conditions were 

simulated, i) no noise, ii) moderate noise (SNRk = 185.7), and iii) high noise (SNRk = 92.8). These 

simulated data sets were subsequently undersampled and reconstructed in the same manner as the in 

vivo data (see section 2.5 below).  

 

2.3. In vivo acquisition 

Five healthy volunteers (all male, age range: 25 to 34, mean age: 29) were scanned on a 3T 

Magnetom Verio (Siemens Healthineers, Erlangen, Germany) MRI scanner using a 32-channel head 

coil, with a dynamic 2D golden angle radial VE-ASL and nonVE-ASL sequence, similar to the 

implementation described in (20). All in vivo data was acquired under a technical development 

protocol approved by the local ethics committee. 

Labelling was performed with bipolar pseudo-continuous ASL (9). The labelling plane was 

set just below the confluence of left and right vertebral arteries (VAs). For this study, the VAs were 

treated as a single artery to allow a four cycle Hadamard encoding scheme to be performed. More 

distal labeling where the VAs merge to form the BA was not performed to ensure artifact associated 

with the labeling plane did not overlap with the imaging region. 

A spoiled gradient echo 2D golden angle radial readout was initiated (TR = 11.73 ms, TE = 

5.95 ms, flip angle = 7º) immediately after the pCASL labelling pulse train (labelling duration: 1000 

ms). For each preparation 108 radial spokes were read out during the 1266.8 ms long imaging period. 
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The same set of spokes were read out for each encoding before moving on to the next set of 108 

spokes. The sequence used is shown schematically in Figure 2. The images were reconstructed with 

1.1 mm x 1.1 mm x 50.0 mm spatial resolution, and 105.57 ms temporal resolution. The matrix size 

was 192 x 192. Each ASL preparation was preceded by a pre-saturation module for background 

suppression. A total of 34 ASL preparations were needed for each encoding to fill k-space to the 

Nyquist limit.  

 

Figure 2 - The imaging sequence consisted of a pre-saturation module for background suppression, pseudo-continuous ASL 
labelling and a spoiled gradient echo readout in a radial golden angle trajectory. The continuous readout was separated 
into frames in reconstruction. Four different magnetisation preparation modules were used to encode the left and right 
internal carotid arteries (RICA (yellow), LICA (cyan)) and the basilar artery (BA (magenta)). This colour scheme will be used 
in all subsequent figures. Transverse gradients within the pCASL pulse train generate spatial modulations to create tag (blue 
shading) and control (red shading) regions across the labelling plane. 

For this study a 2D golden angle radial readout trajectory was chosen for a number of reasons. 

Firstly, for sparsity enforcing non-linear reconstructions it is important that the sampling pattern is as 

incoherent as possible to have noise-like aliasing artifacts (13). Radial imaging is more incoherent 

than Cartesian sampling and is thus better suited for heavy undersampling. The diffuse aliasing 

patterns of undersampled angiograms have also been exploited in similar work without compressed 

sensing or parallel imaging (21). Secondly, by changing the angle between the sampled spokes by the 

golden angle (approximately 111.25º) every additional spoke fills in the largest gap in k-space. This 

allows for flexibly choosing a subset of the data post acquisition by simply discarding a subset of the 

spokes, facilitating the evaluation of the reconstruction method at varying undersampling factors. It 

was also used to estimate the coil sensitivity profiles directly from the undersampled data.  

The acceleration factor, R, was defined in relation to the fully Nyquist sampled acquisition 

time. An oversampled data set (acquisition time 10 min 53 s) for both the nonVE (R = 0.25) and VE 

(R = 0.5) cases were acquired to be used as ground truth. Then, independently acquired test data sets 

for both VE and nonVE (total acquisition time 5 min 26 s) were used to assess the reconstruction 
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method. Before reconstructing, the test data were split into multiple subsets by grouping sequentially 

acquired spokes, such that the number of spokes in a group corresponded to a specific acceleration 

factor. The images were reconstructed at three different levels of acceleration with matched scan time 

between nonVE and VE:  i) High undersampling - R=34 for VE (maximum acceleration as this only 

used one single ASL preparation for each encoding) and R = 17 for nonVE, scan time 10 s, ii) 

Medium undersampling - R = 8.5 for VE and 4.25 for nonVE, scan time 38 s, iii) Low undersampling 

- R = 2 for VE and R = 1 (no undersampling) for nonVE, scan time 2 min 43 s. 

 

2.4. Pre-processing 

To improve speed and reduce the memory burden of the reconstruction, the 32 coil channels 

were compressed to 8 channels using singular value decomposition (22). Because decoding of the 

signal was handled in the complex images, they are sensitive to phase errors. Therefore, for the in 

vivo data, phase correction was applied to account for B0 drift during the scan by minimising the 

average phase difference between the same spokes in different encodings with a scalar phase 

correction factor.  

Coil sensitivity calibration images were reconstructed by combining k-space data across 

temporal frames to give one fully sampled or near fully sampled image. This was then used to 

estimate the relative coil sensitivity profiles for every point in space using the adaptive combine 

method (23). These estimated coil sensitivity profiles were used for generating the encoding operator, 

E as defined in Eq. [1], for each data set. 

 

2.5. Reconstruction 

Both the simulated and in vivo data were reconstructed using the same reconstruction method. 

Image reconstruction was achieved by the optimization of a non-linear cost function. Apart from data 

consistency, the cost function, c, included one term with the L1 norm of the (vessel-decoded) image to 

enforce image domain sparsity and one with the L2 norm of the finite difference along the temporal 

axis to enforce temporal smoothness: 

c(𝐱) =
1

2
|𝐄𝐱 − 𝐲|2

2 + λ1|𝐱|1 +
1

2
λ2|𝛁t𝐱|2

2     [5] 

In the cost function x is the unknown image (the vessel components and the static tissue at all 

time points concatenated), E is the image acquisition operator, ∇t is the finite difference operator in 

the temporal domain, and y is the raw k-space data as defined in Eq. [1]. Here, the first term imposes 

data consistency of the reconstruction, the second term imposes sparsity, and the third term enforces 

temporal smoothness. λ1 and λ2 weigh the importance of the regularizing terms against data 

consistency. This cost function was minimized using the fast iterative shrinkage thresholding 

algorithm (FISTA (24)), using a Toeplitz embedding formulation to replace NUFFTs with FFTs for 

reduced computation time (25) 
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The appropriate regularization factors, λ1 and λ2 in Eq. [5], were determined experimentally 

by a grid search across a range of potential values. The (λ1, λ2) search space was chosen to be wide 

enough to ensure it fully characterized the target optima. The search space had to be varied for the 

different acceleration factors, as the absolute size of the data consistency term changed with how 

much data was acquired. λ1 was varied from 0 to 10-5 in steps of 10-6 for all acceleration factors both 

in vivo and for the simulated data. For the high undersampling (R = 17 and 34), λ2 was varied from 0 

to 6 in vivo, and 0 to 2 in simulations, in steps of 0.2. For medium undersampling (R = 4.25 and 8.5), 

λ2 was varied 0 to 10 in steps of 1 for  both the in vivo and simulation case. For low undersampling (R 

= 1 and 2) it was varied in steps of 2 from 0 to 20. 

For the simulations, the combination of λ1 and λ2 with the highest correlation with the ground 

truth (as explained in section 2.6 below) for each acceleration factor and noise level was used. In vivo, 

the average performance across all subjects and eight subsets of data (except for the VE R = 2 and 

nonVE R = 1 case where only two subsets of data were acquired) were calculated and the 

regularization factors that produced the highest correlation score on average were chosen and used for 

all further analysis. Subject specific optimal regions (less than 1% quality reduction from the subject 

specific optimum) were also calculated to ensure that the chosen combination of regularizing factors 

was reasonable for all subjects. 

 

2.6. Analysis  

All reconstructions were compared against some ‘ground truth’ image. For the simulations, 

the actual input image was used directly for comparison. For the in vivo data the oversampled 

acquisition was reconstructed with minimal regularization applied for denoising (λ1 = 10-6, λ2 = 0) and 

used as ground truth.  

For quantitative assessment of image quality, non-overlapping vessel-specific masks were 

applied to both the reconstruction and the ground truth as it was important that the quantitative 

assessment focused on the relevant pixels in the sparse images to avoid bias due to artefacts (e.g. from 

eye motion). The masks were generated by manually thresholding the temporal average image of the 

ground truth and then dilating that mask with a 3x3 structuring element with zeros in the corners and 

ones in every other position. The dilation ensured that both vessels and neighboring background was 

included into the mask. In voxels where multiple vessels provided signal (mixed blood supply), the 

voxel was assigned to the vessel with the dominant (highest intensity) signal. The masks were then 

applied to each frame of each vessel component (or the total vessel component for nonVE). The 

Pearson correlation coefficient (r) between the ground truth and reconstructed pixel values across all 

time points within the masks were then calculated. Qualitative assessment of reconstruction quality 

largely agreed with the metric. 

When comparing nonVE against VE, the correlation coefficients, r, for each vessel mask were 

Fisher transformed to a z-score to make the distributions of correlation coefficients more Gaussian. 
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This then allowed Student’s t-tests to be performed to determine statistical significance at a 98.3% 

confidence interval (95% with added Bonferroni correction for multiple comparisons of the three 

vessel components). 

 

3. Results  

3.1. Effect of increased relative sparsity only in numerical phantom 

In the fully simulated noiseless case on the numerical phantom, where the only difference 

between nonVE and VE was the ratio of non-zero to zero voxels, the VE data was reconstructed more 

robustly at higher undersampling factors than nonVE (Figure 3). When the data was fully sampled or 

near fully sampled, both VE and nonVE could be reconstructed essentially perfectly, but below 25% 

of Nyquist sampling, the reconstruction of the sparser VE simulation outperformed the nonVE 

version, achieving approximately matched performance for twice the undersampling factor, negating 

the factor of two time penalty that would be needed to perform three-vessel VE instead of nonVE 

angiography. The performance gain was also qualitatively visible in the reconstructed simulation 

images, where increased blurring and streaking artifacts were observed in the nonVE case.  

 

Figure 3 - Numerical phantom simulations: Below 25% Nyquist sampling the quality of the nonVE reconstruction decreases 
rapidly. For VE this only occurs at twice the undersampling factor. The dashed line shows a shifted copy of the VE line to 
illustrate the reconstruction quality of a three-vessel VE angiogram at the same acquisition time as the nonVE. The 
corresponding time-matched images (top row) are linked via dashed arrows. Reconstruction quality is quantified using the 
correlation coefficient between voxels in the reconstructed image and the ground truth (100% sampling). 

 

3.2. Simulations on real data 
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Similar results to the numerical phantom were observed in the real data simulations. With no 

added noise the VE and nonVE reconstruction quality was high (r > 0.99) at all acceleration factors, 

and no difference was found between VE and nonVE. With added noise and simulated matched scan 

times (equal SNR, but twice the undersampling for VE), VE was reconstructed marginally, but 

significantly, better (P < 0.01) than nonVE for low and medium acceleration factors in both medium 

and high noise conditions. At high acceleration factor, the results were more varied and VE performed 

better than nonVE in some vessels but worse in others and for some there was no statistically 

significant difference. A summary of the noisy simulation results is shown in Figure 4. 

 

Figure 4 - Reconstruction quality in simulations with a) medium noise, and b) high noise. Each scatter point represents the 
fisher transformed correlation coefficient calculated in a mask (RICA – Yellow, LICA – Cyan, BA – Magenta) for one 
reconstruction. Statistical significance between the time-matched nonVE and VE groups is represented by a star if VE had 
higher correlation coefficient and a triangle if nonVE did. 

 

3.3. In vivo 

3.3.1. Optimal regularization factors 
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The optimal regularization factors for the in vivo reconstructions did not vary considerably 

between different subjects and their optimal ranges (within 1% from optimum) had considerable 

overlap at all acceleration factors (Figure 5). 

 

Figure 5 - The optimal regularization factors (marked with red ‘x’) were within the optimal area (within 1% of optimum) for 
every subject. The color represents how many subjects had optimal reconstruction at each combination of regularization 
factors. 

The effect of varying the regularization factor within the overall optimal range was varied 

sensitivity and specificity, i.e. reduced noise against the cost of losing visibility of small vessels. 

Some examples of this tradeoff are shown in Figure 6. For the sake of comparing VE with nonVE 

reconstructions in an un-biased way, the group optimum regularization factors for each acquisition 

method were used for all further analyses. The optimal regularization factors for each acceleration 

factor and subject/noise level are summarized in Supporting Information Table S1. 
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Figure 6 - The same raw dataset (one of the in vivo VE R = 34 subsets) reconstructed with three different combinations of 
regularization factors, a) minimal regularization, more noise, b) optimal regularization based on the average correlation 
coefficient, c) maximal regularization, heavily denoised reconstruction. d) The average correlation coefficient across all 
subjects at each combination of regularization factors. The black border represents the area where the reconstruction was 
within 1% of optimum and the ‘x’s mark the regularization factors used for a), b), and c). 

Both regularization terms improved the overall reconstruction quality in all cases. Average 

correlation coefficients for the in vivo data improved 4.6-55.2% by having a non-zero λ2, 2.3-8.9% by 

having a non-zero λ1, and 15.3-98.7% by having both regularization factors non-zero. Similarly, in 

simulations with non-zero noise a 1.0-13.0% improvement was observed for non-zero λ2, 0.1-10.0% 

improvement for non-zero λ1, and 2.2-88.3% improvement by having both regularization factors non-

zero. Visually, the value of having both regularizing terms is clearly shown in an example 
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reconstruction in Figure 7, with non-zero λ2 causing better delineation of the vessels, and non-zero λ1 

reducing noise and noise-like artifacts.  

 

Figure 7 - R = 34 VE-ASL reconstruction (temporal average) with a) no regularization, b) only L2 temporal smoothness 
constraint, c) only L1 sparsity constraint, d) both regularizing terms included. The L2-term sharpens the vessels and the L1-
term denoises the background. Both regularizing terms improve the overall reconstruction quality. 

 

3.4. Comparison of VE and nonVE at matched scan time 

Generally, no statistically significant difference in image quality was found between VE and scan 

time matched nonVE images despite VE requiring a factor of two higher undersampling. A single 

exception was the high acceleration RICA where the nonVE correlation coefficients were marginally 

higher (P < 0.01).  The in vivo results are summarized in Figure 8. 
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Figure 8 - In-vivo reconstructions: a) fully sampled nonVE vs. R = 2 VE, b) moderate acceleration (R = 4.25 nonVE vs. R = 8.5 
VE), c) high acceleration (R = 17 nonVE vs. R = 34 VE). The bottom row shows a single example of the reconstruction quality 
for one subsets. 

Qualitatively the VE images also looked comparable with the nonVE images acquired at the 

same acquisition time (one example subject shown in Figure 8, reconstructions of the other subjects 

are available in Supporting Information Figures S2-6. At high R a loss of faint features compared with 

the ground truth was apparent for both nonVE and VE and some subsets included artifacts potentially 

caused by motion (Animations of the dynamic blood flow are available in the Supporting Information, 

Animations S7-11).  

The temporal dynamics were also generally well conserved across acceleration factors. The 

signal was preserved in the late frames, but at the highest acceleration factors some residual aliasing 

was also present in the later frames (Figure 9) for both the nonVE and VE images. Figure 10 shows 

the temporal profile of the signal averaged in two 3x3 voxel regions in proximal and distal vessels in 

an example subject. In the distal vessel the SNR is lower and the temporal signal is noisier even in the 

ground truth case. The temporal regularization smooths the signal but preserves overall shape. 
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Figure 9 - Temporal dynamics in an example subject at varying acceleration factors for a) a VE acquisition and b) a nonVE 
acquisition. The early time point is frame 1, the mid timepoint is frame 6 and the late time point is frame 12. Animations 
can be found in the Supporting Information (Animations S7-11). 

 

Figure 10 - Temporal profile in two regions of interest, in a proximal vessel (a) and c)), and in a distal vessel (b) and d)) with 
blood supply from the RICA in one subject. The errorbars indicate the standard deviation of the signal measured from 
reconstructions of different subsets of the raw data at each acceleration factor. 
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4. Discussion and conclusions 

 In this study we have shown that the additional sparsity provided by vessel-encoding allows 

us to generate vessel-selective dynamic angiograms in the same time required for conventional ASL 

angiography without a loss of image quality.  

 

4.1. The role of relative sparsity in CS and VE-ASL 

As hypothesized, the simple simulation experiment showed that relative sparsity (proportion 

of non-zero voxels to total number of voxels reconstructed) alone, rather than absolute number of 

non-zero elements, can drive a L1-regularized reconstruction. This agrees with underlying theory of 

compressed sensing (15). How much relative sparsity drives the reconstruction quality compared to 

other factors such as SNR, and the spatial distribution of non-zero voxels, are topics worth further 

consideration. The theoretical and practical limitations of this method to get extra information "for 

free" in a system where relative sparsity increases should be further explored beyond this initial 

feasibility study.  

One potential extension is applying this method to VE-ASL with labeling above the Circle of 

Willis, which would require more encodings because there are more vessel branches, but each 

decoded image would be sparser. This would theoretically allow for higher acceleration. However, 

practical issues such as with achieving an ideal Hadamard encoding for more complicated vessel 

geometries, might limit the improvements that the increased sparsity alone buys. A strategy for 

optimizing encodings for complex geometries has, however, been proposed previously (26). 

To further aid reconstruction, the non-sparse nature of the static tissue needs to be considered. 

Although good images of the static tissue signal are not necessary from a clinical perspective, the 

static tissue component needs to be reconstructed well in order to correctly decode the blood signal. In 

this work the static tissue signal was treated just like the blood signals in reconstruction. It did not 

seem to hinder the reconstruction, as good results were achieved. However, further improvements 

could be achieved by applying a sparsifying transform such as the wavelet transform or spatial total 

variation constraints to it as it is not intrinsically sparse in image space like the blood vessels. In 

similar work on nonVE pulsed ASL (PASL) angiography wavelet regularization on the control image 

was reported to improve vessel delineation (27) By transforming the static tissue to a sparser domain, 

it should allow for better reconstruction in a compressed sensing framework.  

 

4.2. Regularization in the temporal domain 

In the same vein as increasing the spatial dimensionality by increasing the number of vessels 

encoded, the dynamic acquisition also allows you to take advantage of structure and redundancy in 

the temporal domain. In this work, the L2 norm of temporal finite differences was used to regularize 

the reconstruction. It was easily incorporated into the FISTA framework, and greatly improved the 
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reconstruction results beyond the L1 spatial sparsity alone that mainly denoised the signal from both 

noise and noise-like aliasing. We observed that the introduction of the temporal regularization in 

particular improved spatial delineation, which could be explained by sharing information across 

frames that have different k-space sampling patterns, more precise estimation of the outer regions of 

k-space is possible. In previous works, temporal constraints have been enforced by using sliding-

window acquisitions (28) or with compressed sensing using L1 constraints in temporal total variation 

(TV) frameworks (29), or in the temporal frequency domain (30). These approaches can, however, 

have unwanted effects such as increased blurring for the sliding-window method, temporal stair-

casing artifacts for TV (31), or artificially introduced periodic behaviour in the temporal frequency 

domain. Whether these approaches could improve reconstruction for VE-ASL angiography could be 

studied further. Model based non-linear reconstruction is another option that has been explored in 

perfusion ASL (32). Using the model of temporal evolution of ASL angiography presented in (16), 

the reconstruction could be improved further and physiological metrics quantified. 

 

4.3. Tuning the regularization factors 

Among the five volunteers scanned in vivo the difference in optimal regularization factors 

was marginal and there was considerable overlap among their optimal regions. This suggests that 

once the reconstruction has been optimized for an acceleration factor and imaging protocol it is 

robust. However, because the optimal regularization factors depend on the properties of the data itself 

(inherent sparsity and temporal smoothness), one has to be careful with extending this conclusion to 

patients and other populations. There was some variability in head size, angle of imaging slab, and 

one of the volunteers exhibited considerable mixing of RICA and BA blood due to an asymmetrical 

Circle of Willis configuration, but for example patients with arteriovenous malformations could have 

considerably lower image domain sparsity due to the presence of additional abnormal vessels that can 

affect optimal regularization factors considerably. Further studies in appropriate patient groups are 

required to determine how generalizable this result is. 

In this study the Pearson’s correlation coefficient, r, was used to objectively optimize the 

regularization parameters and define the quality of the reconstruction. We found the Pearson’s 

correlation coefficient to be a robust metric that corresponded well with visual perception of image 

quality, which was not the case for other metrics that were tested in preliminary work. Normalized-

root-mean-square-error (NRMSE) is a straightforward metric but it does not correspond well with 

perceptual quality, as also reported in (33). Structural similarity index (SSIM) (34) that was developed 

specifically to correspond with visual perception worked well within a data set to e.g. tune the 

parameters, but was not suitable to compare different datasets as it was sensitive to the absolute 

scaling of the signal. The masking improved robustness as otherwise the result was mainly driven by 

large areas with no signal and regions containing artifacts such as eye motion. Tuning could also be 
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done manually by experts to balance specificity (i.e. noise removal) and sensitivity (preservation of 

faint signals) for optimal clinical utility. 

 

4.4. Feasibility of accelerating VE and nonVE ASL 

The feasibility of acquiring vessel-encoded images without increasing scan time compared to 

fully sampled nonVE has here been clearly demonstrated in these results. Similar image quality was 

obtained with R = 2 VE and R = 1 nonVE imaging in vivo. Further reductions in scan time has also 

been shown to be possible, both for nonVE and VE ASL, with matched image quality.  At the highest 

acceleration factor (R = 17 for nonVE and 34 for VE) the main features were still visible with scan 

times as short as 10 s. Although some loss of faint features and artifacts in the later frames with little 

to no signal was observed for high R, the required image quality will depend on the clinical 

application of the technique. For example, if the scan is acquired to add information about mixing of 

blood from different sources to other angiographic images a highly accelerated scan of lower quality 

might be sufficient, whereas if it is to be used diagnostically on its own, moderate acceleration factors 

might be more appropriate. 

The small but statistically significant differences in correlation coefficient, r, between VE and 

nonVE at matched scan times that were measured both in simulations and in vivo were small 

compared with the effect of changing scan time or adding noise. Because the significant differences at 

high R varied in being in favor of VE and nonVE, and differences in qualitative assessment of the 

image quality small, this does not negate the overall conclusion of this study that VE and nonVE 

images of similar quality can be achieved at matched scan times.  

For many clinical applications it would be desirable to extend this technique to 3D. The main 

reason 2D imaging of a single slab was chosen for this feasibility study, was to be able to acquire 

ground truth images in reasonable scan times. The extension to 3D is straightforward using a 3D 

golden angle radial sampling scheme (35) instead of the in-plane version. However, to fully sample 

VE ASL in 3D at the same resolution would take well over eight hours so no fully sampled ground 

truth could have been acquired for quantitative assessment. Extending to 3D will increase the relative 

sparsity further and should therefore allow for higher acceleration. 

In conclusion, the lack of any meaningfully image quality differences between VE and nonVE 

data at matched scan times means that vessel-selective information can be acquired in this way with 

no cost of scan time or data quality, despite the higher undersampling factors required. 
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