
 

 

 

 

Mismatch of the morphology model is mostly unproblematic in total-evidence dating: 

insights from an extensive simulation study 

 

Seraina Klopfstein
1,2,3

, Remo Ryer
2,4,5

, Mario Coiro
6
, Tamara Spasojevic

2,3 

 

 

1 
Naturhistorisches Museum Basel, Biowissenschaften, Augustinergasse 2, 4051 Basel, 

Switzerland 

2 
Naturhistorisches Museum Bern, Department of Invertebrates, Bernastrasse 15, 3005 Bern, 

Switzerland 

3 
University of Bern, Institute of Ecology and Evolution, Baltzerstrasse 6, 3012 Bern, 

Switzerland 

4
 EcoNetLab, German Centre for Integrative Biodiversity Research (iDiv) Halle-Jena-Leipzig, 

Deutscher Platz 5e, 04103 Leipzig, Germany 

5
 Institute of Biodiversity, Friedrich Schiller University Jena, Dornburger-Strasse 159, 0773 Jena, 

Germany 

6
 University of Zurich, Department of Systematic and Evolutionary Botany, Zollikerstrasse 

107, 8008 Zurich, Switzerland 

 

 

Corresponding author: Seraina Klopfstein, Naturhistorisches Museum Basel, 

Biowissenschaften, Augustinergasse 2, 4051 Basel, Switzerland. seraina.klopfstein@bs.ch 

 

Short title: Simulating total-evidence dating 

  

.CC-BY-NC-ND 4.0 International licenseavailable under a
not certified by peer review) is the author/funder, who has granted bioRxiv a license to display the preprint in perpetuity. It is made 

The copyright holder for this preprint (which wasthis version posted June 21, 2019. ; https://doi.org/10.1101/679084doi: bioRxiv preprint 

mailto:seraina.klopfstein@bs.ch
https://doi.org/10.1101/679084
http://creativecommons.org/licenses/by-nc-nd/4.0/


Abstract 

Calibrating the molecular clock is the most contentious step in every dating analysis, but 

the emerging total-evidence dating approach promises increased objectivity. It combines 

molecular and morphological data of extant and fossil taxa in a Bayesian framework. 

Information about absolute node ages stems from the inferred fossil placements and 

associated branch lengths, under the assumption of a morphological clock. We here use 

computer simulations to assess the impact of mismatch of the morphology model, such as 

misspecification of character states and transition rates, non-stationarity of the evolutionary 

process, and extensive variation of evolutionary rates among branches. Comparisons with 

published datasets suggest that, at least for evolutionary rates typically observed in discrete 

morphological characters, the total-evidence dating framework is surprisingly robust to these 

factors. We show that even with relatively low numbers of morphological characters 

sampled, extensive model mismatch is mostly irrelevant for the performance of the method. 

The only exception we found are cases of highly asymmetric state frequencies and thus 

transition rates, but these can be accounted for by appropriate morphology models. In 

contrast, we find that the temporal scope of fossil sampling has a major impact on divergence 

time estimates, with the time signal quickly eroding if only rather young fossils are included 

in an analysis. Our results suggest that total-evidence dating might work even without a good 

understanding of morphological evolution and that study design should instead focus on an 

adequate sampling of all relevant fossils, even those with highly incomplete preservation. 

  

.CC-BY-NC-ND 4.0 International licenseavailable under a
not certified by peer review) is the author/funder, who has granted bioRxiv a license to display the preprint in perpetuity. It is made 

The copyright holder for this preprint (which wasthis version posted June 21, 2019. ; https://doi.org/10.1101/679084doi: bioRxiv preprint 

https://doi.org/10.1101/679084
http://creativecommons.org/licenses/by-nc-nd/4.0/


Introduction 

The estimation of absolute timescales based on molecular phylogenies is one of the most 

contentious issue in contemporary systematics, with age estimates for particular groups 

varying by up to an order of magnitude depending on the applied methodology (Donoghue 

and Benton 2007; Inoue, et al. 2010). The traditional “node dating” approach has been 

exposed as subjective through sensitivity analyses, which showed that drastically different 

age estimates can result from the analysis of the same fossil sample (Misof, et al. 2014; Tong, 

et al. 2014; Warnock, et al. 2012). The main issue with node dating is that while the oldest 

fossil of a group can provide a minimum age for its ancestral node, this is not sufficient for 

informing divergence time estimates; instead, more informative node age priors are 

implemented that use distributions with mean and/or maximum values, but these are often 

hard to justify (Fig. 1). Moreover, the interaction between different node priors and the tree 

prior often leads to effective calibration densities that diverge substantially from the ones 

specified by the user (Brown and Smith 2018), paradoxically reducing the advantage of 

implementing more fossil information. Node calibrations have furthermore been exposed as 

highly problematic if they happen to be close to strong shifts in evolutionary rates, which has 

been suggested as an important reason for the conflict between molecular date estimates and 

interpretations of the fossil record in major groups (angiosperms: Beaulieu, et al. 2015; 

Brown and Smith 2018; Coiro, et al. 2019; mammals: Phillips and Fruciano 2018). 

An alternative approach, called “total-evidence dating” (TED; Fig. 1), includes fossils as 

terminals directly in the analysis. This allows to integrate over the uncertainty in the 

phylogenetic placement of these fossils, which can be extensive (e.g., Klopfstein and 

Spasojevic 2019; Ronquist, et al. 2012a). The information for fossil placement in this 

approach comes from a matrix that is compiled by coding morphological characters both for 

fossil and extant taxa. This morphological matrix is then analysed alongside molecular data 

for the extant taxa, applying models for the morphology partition that are similar to those 

used for DNA characters (Lewis 2001). Divergence time estimates then depend both on the 

placement of the fossils in the tree and on the lengths of the branches leading to them; these 

are in turn informed both by the morphological data and by the chosen tree prior. Two 

variants are currently in use as tree priors in TED analyses: the uniform tree prior on both 

topology and branch lengths (Ronquist, et al. 2012a), which acts as an uninformative prior, 

and a parametric tree prior that is based on the fossilized birth-death (FBD) process (Heath, et 

al. 2014). 
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Figure 1. Different sources of information used for fossil placement and to estimate the time lag 

between fossil and associated node. In node dating, morphological data is used either in a 

qualitative (i.e., by invoking synapomorphic characters) or quantitative way (i.e., in a 

morphological phylogenetic analysis) to place a fossil in the tree of extant taxa. The node-age 

prior, which is set on the node below the likely placement of the fossil, is chosen in a largely 

arbitrary fashion. In total-evidence dating, fossil placement is directed by morphology in 

connection with a morphological model, and uncertainty in fossil placement can be integrated 

over. The time lag between the fossil and its subtending node is based on the morphological data. 

In the case of an informative tree prior such as the fossilized-birth-death prior, information about 

branch lengths also comes from the tree prior. 

 

Recent studies have shown that the FBD tree prior can be highly informative and 

potentially overrule any information about branch lengths that might have been present in the 
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morphological partition (Brown and Smith 2018; Parins-Fukuchi and Brown preprint; 

Ronquist, et al. 2016). This has a clear implication for the experimental design of TED 

studies: if the fossil record of a group is rather extensive and regular enough for it to be 

modelled adequately, but interpretable morphological characters are few, then it would seem 

reasonable to rather put our trust in an inferred fossilization process than in morphological 

branch lengths; the opposite might be true for groups with a sparse and irregular fossil record, 

but reasonable morphological preservation. In any case, assumptions in TED analyses that 

influence the choice of the tree prior should be made explicit and marginal priors published 

alongside posterior age estimates (Brown and Smith 2018). Currently, we lack a good 

understanding of how model mismatch impacts both approaches – mismatch of the 

fossilization model for TED analyses that rely largely on FBD-informed branch lengths 

versus mismatch of the morphology model for those using the uniform tree prior. The former 

was the subject of two previous simulation studies (Luo, et al. 2019; O'Reilly and Donoghue 

2019), while we here focus on the latter aspect. 

While some studies that performed TED reported a good fit between the results of the 

analysis and the expectations based on the fossil record (Dornburg, et al. 2015; 

Gavryushkina, et al. 2017; Near, et al. 2014; Ronquist, et al. 2012a; Wood, et al. 2013), 

others suspected that their divergence time estimates might be too old (Arcila, et al. 2015; 

Beck and Lee 2014; Lee, et al. 2014). Besides a general lack of reporting of marginal priors 

on node ages in most of these studies (Brown and Smith 2018; Parins-Fukuchi and Brown 

preprint), almost all of them combined TED with the FBD tree prior and/or at least one 

informative node-age prior, which makes it difficult to narrow down the reasons for these 

suspected biases. What has been suspected repeatedly as the likely culprit is a mismatch 

between the data and the morphology model, especially due to an inability to define character 

states and transitions between them with sufficient biological reality (Beck and Lee 2014). 

Observed character states in morphology are believed to be difficult to delimit in an objective 

way, and transitions between them might not adequately reflect the underlying biochemical 

and developmental processes (Tarasov 2019). Furthermore, morphological characters are 

generally assumed to have a low clocklikeness (Beck and Lee 2014; Lee 2016; Lee, et al. 

2014). The pace of morphological evolution is usually thought to be influenced by episodic 

speed-ups, associated for instance with a change in the life-history of a lineage (which would 

impact the evolutionary rate of the entire genome, e.g., Thomas, et al. 2010), or with 

divergent selection on a set of morphological characters after ecological shifts (leading to 
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heterotachy; Goloboff, et al. in press). This has led some authors to reject the idea of a 

common mechanism acting on all morphological traits of an organism (Goloboff, et al. in 

press).  The lack of a theoretical grounding of the morphological clock hypothesis has also 

been cited (Parins-Fukuchi and Brown preprint), while the molecular clock assumption is 

grounded in the neutral hypothesis of molecular evolution (Kimura 1968). However, 

nucleotide and amino acid sites that follow neutral or nearly-neutral evolution typically 

evolve rather fast because they are not under purifying selection, while molecular dating 

studies that address deep timescales rely heavily on slowly-evolving sections of DNA for 

which it is difficult to claim neutral evolution. The conceptual difference between the 

molecular and the morphological clock might thus not be that pronounced after all, and 

quantitative comparisons between the clocklikeness of morphological versus molecular 

partitions are scarce (but see, e.g., Beck and Lee 2014; Ronquist, et al. 2012a). Furthermore, 

a strict-clock model is likely inadequate also for most molecular partitions (Drummond, et al. 

2006), and the question is thus not whether a morphological clock exists at all, but rather how 

clocklike morphology needs to evolve in order for TED to be able to extract sufficient time 

information from it. 

The standard model for morphological data was elaborated by Lewis (2001), who 

proposed using a Markov model with equal state frequencies and equal rates (“Mk model”), 

with the number of states (“k”) chosen according to the observed number of states in each 

character. This symmetric model is identical to the Jukes-Cantor model for nucleotides in the 

case of k = 4, and it circumvents the issue of arbitrary state labels in morphological data. As 

with models for nucleotide and amino-acid evolution, it assumes stationarity, reversibility 

and homogeneity of the process on the phylogeny in question (Jermiin, et al. 2008), as well as 

independent evolution of each character. Lewis (2001) already proposed important extensions 

of this simple model, such as among-character rate variation (modeled for instance under a 

discretized gamma-distribution as for molecular data; Yang 1994), which has proven to be a 

vital aspect in many morphological datasets (Harrison and Larsson 2015; Wagner 2011). 

Second, Lewis (2001) suggested a way to account for asymmetry in state frequencies and 

thus in transition rates, an improvement that only recently started to attract attention 

(Klopfstein and Spasojevic 2019; Wright, et al. 2016). Furthermore, it is straightforward to 

incorporate non-stationarity and thus directional evolutionary patterns by introducing 

separate state frequencies at the root (Klopfstein, et al. 2015). Other types of model mismatch 

might be more difficult to overcome, such as pronounced heterotachy (Goloboff, et al. in 
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press) or non-homogeneity of the evolutionary process (Jayaswal, et al. 2011; Jermiin, et al. 

2008). Alekseyenko et al. (2008) proposed a combination of an Mk-like model and a binary 

stochastic Dollo-model based on the Poisson process, thus allowing for two types of 

transitions within a single character; this might be an adequate depiction of multi-state 

characters that include an “absent” state and several modifications of the “present” state, as in 

the famous example of a tail with different colours. Tarasov (2019) went even further by 

proposing hidden-state Markov models that reflect the mismatch between our character 

concepts and the underlying evolutionary process. All these models promise to lead to more 

robust phylogenetic inference from morphological data and improve our understanding of 

morphological evolution; however, it remains unclear how much model realism is in fact 

needed to obtain accurate divergence-time estimates in the TED framework. 

We here perform an extensive simulation study to explore the limits of TED with respect 

to mismatch of the morphology model under the uniform tree prior. We simulate molecular 

and morphological datasets on two sets of trees of differing sizes (12 extant plus 4 fossil taxa, 

and 48 extant plus 16 fossil taxa). In these simulations we introduced all kinds of potentially 

detrimental biases, including high levels of homoplasy, misspecification of character states 

and transitions, and deviations from clocklike evolution in the morphology partition. We also 

explore the impact of different fossil sampling strategies on TED performance. Finally, we 

compare insights from our simulations with the characteristics of empirical morphological 

datasets used in TED studies, which allows us to make recommendations for future dating 

studies. 

Results 

Saturation of the morphology partition 

Overall, total-evidence dating performed very well on our simulated datasets, retrieving 

the correct age of 100 million years in most of the replicates even for the smaller simulation 

trees with 12 extant and four fossil taxa (Fig. 2a). To examine the impact of saturation, we 

simulated morphological characters evolving at different evolutionary rates, which gave very 

similar results as a recent simulation study on phylogenetic informativeness (Klopfstein, et al. 

2017): rates between 0.05 and 0.75 substitutions between root and tip performed well, as long 

as the characters were variable (Fig. 2b). If invariant sites were also sampled (as is the rule 

for molecular characters, but which is very difficult to do for morphology), then very low 

rates led to a loss of information. The inclusion or exclusion of autapomorphies in the 

.CC-BY-NC-ND 4.0 International licenseavailable under a
not certified by peer review) is the author/funder, who has granted bioRxiv a license to display the preprint in perpetuity. It is made 

The copyright holder for this preprint (which wasthis version posted June 21, 2019. ; https://doi.org/10.1101/679084doi: bioRxiv preprint 

https://doi.org/10.1101/679084
http://creativecommons.org/licenses/by-nc-nd/4.0/


matrices (without accounting for it in the analyses) did not have any discernible effect. 

Increasing the tree size strongly improved the robustness of total-evidence dating to high 

morphological rates, despite the increase in the actual number of changes on the full tree (and 

the related decrease in consistency and retention indices; results not shown). In fact, even at a 

rate of two changes between root and tips, all replicates on the larger tree recovered the true 

root age with very high precision (Fig. 2b). 

 

Figure 2. Simulation trees and analyses of evolutionary rate and among-character rate variation 

(ACRV). a) Two examples of trees simulated under the standard approach, with ¼ of taxa being 

fossils. Simulation trees have a fixed depth of 100 Ma and fossils are sampled evenly between 85 

Ma and 15 Ma, with terminal branches leading to fossils being 5 Myr long. b) While the molecular 

partition was always evolving at a rate of 0.25 expected substitutions between root and tips (i.e., a 

rate of 0.0025 per Myr), the rate of the morphological partition is varied from 0.05 and 10. Boxplot 

depict the median root ages recovered over the independent replicates (20 for trees with 12 + 4 

taxa, 10 for those with 48 + 16 taxa), and the dashed horizontal line indicates the true value (the 

.CC-BY-NC-ND 4.0 International licenseavailable under a
not certified by peer review) is the author/funder, who has granted bioRxiv a license to display the preprint in perpetuity. It is made 

The copyright holder for this preprint (which wasthis version posted June 21, 2019. ; https://doi.org/10.1101/679084doi: bioRxiv preprint 

https://doi.org/10.1101/679084
http://creativecommons.org/licenses/by-nc-nd/4.0/


clockrate prior implies a posterior of the root age that is very flat with a mean around 575 Ma). c) 

Relative evolutionary rate for each of the four simulated categories with increasing among-

character rate variation. d) Impact of ACRV and misspecification of its model on root age 

estimates. Irregularities of the histograms in cases of low performance are due to the small number 

of replicates and should not be overinterpreted. 

 

Rate variation among the morphological characters (ACRV) and lack of adequate 

modelling thereof during the analysis (Figs 2c and d) did not have a strong impact on total-

evidence dating performance, even under very strong variation in the rates. This was 

irrespective of whether a model with equal rates was used during the analysis, or a matching 

or mismatching model that did allow for ACRV. 

Misfit of the Markov model 

Mismatch of states and transition rates in the Markov model used for simulations versus 

analysis only showed a negative impact at very high evolutionary rates (Fig. 3). When 

characters were simulated under an ordered model (Fig. 3a), performance decreased with 

increasing evolutionary rate and with a larger number of ordered states, reflecting more 

pronounced model mismatch (Fig. 3b). Comparison of the two-states analysis (for which the 

ordered and unordered model are identical, i.e., there is no model mismatch) with the 

analyses of characters with three to ten states demonstrates that the erosion of the temporal 

signal mostly depends on the evolutionary rate, and not on model mismatch; only under 

extensive model mismatch (ten ordered states in the simulations) were rates of 1.0 or 2.0 

expected changes per 100 Myr sufficient to perturb the analyses, while rates of 0.5 or lower 

always perform  reasonably well (Fig. 3b). 

When both character states and transitions between them were misspecified in the 

analyses versus simulations (Fig. 3c), the picture was very similar: performance of total-

evidence dating decreased significantly only at rates above about 2.0 expected changes from 

root to tips (Fig. 3d), and this was even more the case for larger trees (Fig. 3f). A potential 

reason for this surprisingly high robustness of TED is that under low evolutionary rates, even 

if assuming that ten underlying states are transformed into just two observable states, the 

number of states that actually evolved on the tree is much lower than ten, leading to a lower 

effective loss of information than might be expected (Fig. 3e). 
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Figure 3. Misfit of character states and transitions between them in the Markov model. a) Depiction of 

the ordered versus unordered character transition model for two- and three-state characters. For two 

states, both models are equivalent; with increasing numbers of states, more of the possible transitions 

between states are not allowed under the ordered model, creating increasing extents of model 

mismatch. b) Results from analyses of ordered character data assuming the unordered model. Beware 

that the simulations of two-state characters show no model mismatch, thus reflecting the effect of the 

signal erosion due to the evolutionary rates only (compare to Fig. 2b). c) Depiction of the simulation 

procedure to mimic mismatches in both states and transition rates: characters were simulated under an 
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ordered ten-state model and then randomly transformed to fewer and fewer observable states. d) 

Results from the transformed characters for trees with 12 extant + 4 fossil taxa. e) Effective number of 

underlying states resulting at the tips of the smaller versus the larger trees under different evolutionary 

rates. f) as d), but using trees with 48 extant + 16 fossil taxa. Irregularities of the histograms in cases 

of low performance are due to the small number of replicates and should not be overinterpreted. 

 

 

Figure 4. Asymmetric character states. a) Depiction of asymmetrical character states and transition 

rates in a two-state character. b) Results from the analyses of trees with 12 extant + 4 fossil taxa and 

symmetric characters (50% frequency in both states) versus characters simulated under different levels 
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of asymmetry (25% versus 75% and 10% versus 90% state frequency). The analysis model assumed 

symmetric characters, except in the last column (marked as “0.1*”), where asymmetry was modelled 

under a symmetric Dirichlet distribution with a hyperprior (exponential with rate 10). Increasing 

levels of asymmetry lead to a decreasing performance of slowly-evolving characters, while 

performance is low throughout for fast characters. c) As b), but with trees with 48 extant + 16 fossil 

taxa; accounting for asymmetry in the analysis model here revoked the negative impact of asymmetry, 

except at high rates. Irregularities of the histograms in cases of low performance are due to the small 

number of replicates and should not be overinterpreted. 

 

Asymmetric state frequencies pose a larger problem for TED (Fig 4). The simulations 

with equal state frequencies (50% each) showed the familiar picture, with rates below 1.0 

performing very well already in smaller trees (12 extant taxa, Fig. 4b) and even more so in 

larger trees (48 extant taxa, Fig. 4c). Under moderate levels of asymmetry in character states 

(with character frequencies of 25% versus 75%), slow characters still performed rather well, 

but high asymmetry (90% versus 10%) led to a diminishing of the temporal signal even in 

very slowly-evolving characters (Fig. 4b). For larger trees, performance was a bit better for 

the lowest rates simulated (0.25 changes between root and tips), but rates higher than that 

already led to a strongly diminished performance (Figs 4b and c). 

In contrast to asymmetry, non-stationarity in morphological evolution did not show a 

negative impact (Figs 5a and b). Even when all characters were assumed to evolve in a 

directional manner, i.e., when all 100 simulated characters started at the root of the tree in 

state ‘0’ and then evolved towards equal frequencies of states ‘0’ and ‘1’ (Fig. 5a), there was 

no difference in the performance of TED (although once more, it is obvious that characters 

evolving at rates higher than 1.0 expected changes between root and tips perform much worse 

than slow characters). This is the case even though the state frequencies differed considerably 

between the root, the fossils and the extant taxa, even at low rates (Fig. 5b). 

A more deleterious situation arose when the morphology partition reflected an 

underlying tree that was increasingly different of the species phylogeny (Figs 5c and d). Such 

a situation might result for instance in cases of extensive convergence due to ecological 

similarities that lead to an extensive mismatch between the trees implied by the 

morphological versus the molecular data partitions (Fig. 5c). If such mismatch is strong, TED 

is bound to fail (Fig. 5d). The lower effect when fossil labels were exchanged randomly 

versus those of extant taxa can probably be attributed to their lower number of fossils versus 
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extant taxa in our simulations: in the simulation trees with 12 extant taxa, only four fossils 

were added. 

 

 

Figure 5. Non-stationarity and non-phylogenetic signals. a) Frequency of state ‘0’ as it resulted from 

the simulations of non-stationary characters. In all cases, the root frequency was assumed as 100%, 

while the stationary frequencies of both states are 50%. The average frequency across the fossils (aged 

between 85 and 15 Ma) differs in all but the fastest-evolving datasets from those observed in the 

extant taxa. b) Despite these differences, the performance of TED does not suffer from increasing 

proportions of the morphological data evolving under a non-stationary model, with slowly-evolving 

characters invariably retaining their full inference power. c) Example trees demonstrating the 

difference between the signal in the molecular (no modification) versus the morphological partition, 

with the labels of the extant taxa randomized in the latter (fossil taxa not shown). The two trees were 

inferred from one of the simulated datasets using neighbour-joining on uncorrected p-distance 

matrices and plotting the taxon identities among the two trees using co-phylogenetic methods that 

maximise visual correspondence. d) Decreasing performance of TED under increasing portions of 

taxa being randomized, either changing only the labels of the fossils, only those of the extant taxa, or 
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both. Irregularities of the histograms in cases of low performance are due to the small number of 

replicates and should not be overinterpreted. 

 

Deviations from the morphological clock 

To mimic a low temporal signal in the morphological data, we simulated trees with 

increasing rate variance among the branches of the trees (Fig. 6), choosing rate multipliers 

based on a lognormal distribution (Fig. 6a). Examples of the simulation trees resulting from 

these branch-length modifications are shown in Figure 6b and range from clock-like to 

strongly non-clock-like (beware that sampled fossils are also shown in these trees and were 

also subjected to branch length transformations). When running separate relaxed-clock 

models with independent gamma-rates for the morphology versus molecular partitions, the 

analyses assuming a separate clock for the two data types correctly identified higher clock 

variance for the former than the latter (Fig. 6c). Nevertheless, the analyses under the wrong 

clock models, i.e., the strict clock or a single relaxed clock for the combined morphological 

and molecular partitions, did not perform significantly worse than the two-clock approach. 

Indeed, our analyses indicated that the effect of increasing variance in the morphological 

clock only has a negative impact on TED when it is extreme (at a variance of 10 in our 

simulations), and even then only in small trees. Under extreme variation in the clock rate 

among branches, even the strict-clock model still performed very well for trees with 48 extant 

and 16 fossil taxa, despite the temporal signal not being obvious anymore at all when looking 

for the fossil branches in the underlying simulation trees (Fig. 6b). 
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Figure 6. Decreasing the clock-likeness of the morphological data partition. a) Lognormal 

distributions with mean = 1.0 and varying variance, from which branch length multipliers were 

drawn. b) Examples of resulting trees with increasing clock variance, both for datasets with 12 

extant and four fossil and 48 extant and 16 fossil taxa. c) Clock variance as inferred by MrBayes 

from these datasets under the independent gamma rates (IGR) model with two separate clocks for 

the morphological versus molecular data partitions, respectively. The clock variance was correctly 

identified as being close to zero for the 1,000-character molecular partition. d) Performance of 

TED when increasing the variance in the morphological clock, under a strict clock, single relaxed 

clock, and two relaxed clock models, for two different tree sizes. Irregularities of the histograms in 

cases of low performance are due to the small number of replicates and should not be 

overinterpreted. 
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Fossil character sampling 

To mimic the incomplete preservation of fossils, we removed the information in an 

increasing number of characters for the fossils, but not the extant taxa (Fig. 7). The number of 

characters sampled for the fossils was varied from five to 90, with missing characters either 

randomly chosen for each fossil taxon, or clustered in the fossils, so that in the extreme case, 

the fossils were all missing the same characters. For the smaller trees with 12 extant and 4 

fossil taxa, between 20 and 50 characters were necessary to achieve robust results, while 

already five characters per fossil were sufficient in the larger trees of 48 extant and 16 fossil 

taxa. Biases in the way the characters were sampled in the fossils, i.e., if missing data was 

clustered among characters or not, had a negligible impact. 

 

Figure 7. Incompleteness of character sampling in the fossils. The number of characters sampled 

per fossil was increased from five to 90 (out of 100 morphological characters sampled for the 

extant taxa), with different clustering of the missing data and two different tree sizes. Irregularities 

of the histograms in cases of low performance are due to the small number of replicates and should 

not be overinterpreted. 
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Figure 8. Fossil sampling strategies with respect to time and phylogenetic clustering. a) Depiction 

of sampling strategy: fossils were sampled either over a wide (85–15 Ma) or a narrow (85–80 Ma) 

age interval, keeping the oldest fossil age constant. Fossils either attached randomly to any of the 

branches present at the respective time (with terminal fossil branches being 5 Myr in length), or all 

but the first placed fossil attached to other fossil branches (phylogenetic clustering of fossils). b) 

Age estimates from 20 replicates with trees including 12 extant taxa and varying numbers of 

fossils. c) Variation of the fossil age range, with interval widths always 5 Myr and oldest fossil age 

decreasing from 85 Ma to 15 Ma. d) Age estimates from 20 replicates with trees including 12 
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extant taxa and varying numbers of fossils. e) Simulating increasing lengths of the terminal 

branches that lead to fossil taxa (0 to 30 Myr), for different fossil age ranges. Note that longer 

terminal fossil branches lead to older attachment points to the phylogeny, as the fossil ages are 

kept constant within replicate. f) Age estimates resulting from three different fossil age ranges and 

two different tree sizes (12 extant taxa + 4 fossils and 48 extant taxa + 16 fossils). Irregularities of 

the histograms in cases of low performance are due to the small number of replicates and should 

not be overinterpreted. 

Temporal and phylogenetic clustering in fossil sampling 

The sampling of fossils for TED analyses is usually rather restricted by the availability of 

reasonably-well preserved specimens. In order to analyse the impact of different fossil 

sampling strategies, we assessed both a limited temporal and a limited phylogenetic scope of 

fossil representation in a dataset. The phylogenetic clustering of fossils had a negligible 

impact in our simulations (Figs 8a and b), and even very small numbers of fossils (in the 

extreme case just one or two) were sufficient to inform TED if they included very old fossils 

as well (Fig. 8b). In contrast, the inclusion of only young fossils (Figs 8c to f) turned out to be 

detrimental for performance, and even increasing the number of fossils to six (with 12 extant 

taxa in the tree) did not alleviate that effect (Fig. 8d). This was even the case for the larger 

trees with 48 extant and 16 fossil taxa (Fig. 8f), but to a lesser extent; when the oldest fossil 

was at least 40 Ma old, TED performed reasonably well in the larger trees. However, if only 

fossils younger than 15 Ma were sampled, not even short subtending branches and extensive 

taxon sampling was sufficient to make up for the lack of temporal depth. The effect of 

increasing the lengths of the branches leading to fossil taxa is evident at least in the smaller 

trees (Fig. 8f): when the fossil branches are very long (30 Myr), performance was low even if 

one of the oldest fossil was from 65 Ma.  

Evolutionary rates in empirical datasets 

Because we found that the evolutionary rates of morphological characters largely 

determine the impact of model mismatch on TED analyses, we estimated site rates from 

empirical datasets that have been compiled for the purpose of TED. Among the six empirical 

datasets examined (Beck and Lee 2014; Close, et al. 2016; Herrera and Davolos 2016; Kealy 

and Beck 2017; Lee 2016; Ronquist, et al. 2012a), we found that the vast majority of the 

morphological characters evolve under near-optimal evolutionary rates (0.01 to about 0.5 per 

root-tip distance), while none or fewer than 5% of characters have a rate which is higher than 

2.0 (Fig. 9). This was true across different taxonomic groups examined, hymenopteran insects 

.CC-BY-NC-ND 4.0 International licenseavailable under a
not certified by peer review) is the author/funder, who has granted bioRxiv a license to display the preprint in perpetuity. It is made 

The copyright holder for this preprint (which wasthis version posted June 21, 2019. ; https://doi.org/10.1101/679084doi: bioRxiv preprint 

https://doi.org/10.1101/679084
http://creativecommons.org/licenses/by-nc-nd/4.0/


(Fig. 9a), pufferfishes (Fig. 9b), and four different mammal groups (Figs 9c-f), and regardless 

of how the authors of these datasets judged the credibility of the obtained age estimates. The 

only exception was the dataset on dasyuromorphian marsupials (Kealy and Beck 2017) which 

contained 8.6% of characters evolving at rates higher than 2.0 (for this dataset, the authors 

preferred a combined TED and node dating approach which resulted in younger age 

estimates). 

 

Figure 9. Evolutionary rates of morphological characters in six empirical datasets. Rates are 

given in expected changes per root-to-tip distance in the resulting tree. The data stem from six 

total-evidence dating studies that cover hymenopteran insects (a), pufferfishes (b), and different 

mammal datasets (c-f). If present, characters evolving at a rate of more than 12 changes from 

root to tip were summarized in a single bin (“>12”). 
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Discussion 

Mismatch of the Markov model is mostly unproblematic in total-evidence dating 

The large robustness of TED against misspecifications of character states and transition 

rates is maybe the least expected result of this study. We demonstrate that even large 

differences between underlying evolutionary pathways on one hand and observed character 

states and assumed rate models on the other have a negligible impact on the accuracy of the 

analysis when evolutionary rates are low. Comparisons with a few empirical datasets show 

that morphology partitions regularly consist of mostly very slowly evolving characters, for 

which we can assume that model mismatch is negligible. 

A similar observation has been made already in the context of the molecular substitution 

model, where mismatch also had only a minor impact on divergence time estimates (but in 

the context of node dating; Schenk and Hufford 2010). With respect to mismatch of 

morphology models, only the ascertainment bias inherent in morphological dataset has been 

studied in the context of dating (Luo, et al. 2019; Matzke and Irmis 2018), and we here could 

confirm their conclusion that this bias does not have a major impact on TED performance. 

The low impact of misspecification of the Markov model on TED at low evolutionary rates, 

including misspecification of states and rates, has to our knowledge not been noted before. 

The reason for it might lie in the fact that for slowly-evolving characters, multiple changes 

along a single branch are very rare, and morphological branch lengths are informed rather by 

the number of characters that change along a particular branch than by an estimate of 

multiple changes in a single character. Misspecification of the Markov model as it results 

from an imperfect understanding of the molecular and developmental basis of observed 

morphological variation might thus be far less relevant for TED performance than previously 

assumed (Lee, et al. 2014). This is the case both for trees with a small number of terminals 

and for larger trees, despite the fact that the power to distinguish between the correct and 

incorrect models of evolution can be expected to increase in the latter; maybe the negative 

effects of the model mismatch are balanced out by the temporal information stemming from 

additional fossils. This result is very reassuring, given our still patchy knowledge of the 

relationships between genome, environment and phenotype and resulting difficulties in 

designing realistic models of morphological evolution. 

The six empirical studies that we have chosen to estimate evolutionary rates of their 

morphological partitions might or might not reflect a random sample. We focussed on studies 
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that used datasets chosen specifically for the purpose of TED (Beck and Lee 2014; Herrera 

and Davolos 2016; Kealy and Beck 2017; Lee 2016; Ronquist, et al. 2012a), including both 

presumably well-behaved datasets  and some for which the authors of the study suspected a 

low performance of TED (based mostly on comparisons with the fossil record of a group). It 

remains to be shown whether morphological datasets in general contain only few fast-

evolving characters; this at least seems likely, given that morphologists often mostly choose 

slow characters which are believed to be more informative for phylogenetic reconstruction 

due to low levels of homoplasy. If morphological data contain more slowly-evolving 

characters than molecular data (while typically being devoid of constant characters), it can be 

assumed that mismatch of the Markov model would be less problematic, even if said 

mismatch has been found to be quite pronounced in morphological datasets (Goloboff, et al. 

in press). 

We assumed in our simulations that model mismatch affects all branches of the tree 

equally, and we have not investigated whether clade-specific mismatches would lower the 

performance of TED. Except for a set of functionally linked characters, it is difficult to think 

of a scenario in which a particular clade would suffer from more severe model mismatch than 

the others, except maybe for groups which have undergone drastic miniaturisation or 

paedomorphosis and thus exhibit an impoverished character state space in comparison to the 

remaining taxa in the tree (Bleidorn 2007; Wiens, et al. 2005). Such a bias would be reflected 

in shorter morphological branch lengths in that clade, which is equivalent to a slow-down of 

the morphological clock – an aspect we did cover in our analyses of clocklikeness (see 

below). Nevertheless, heterogeneous model mismatch across the tree deserves further 

attention. 

Beware of asymmetric state frequencies and non-phylogenetic signal in morphological data 

The only aspect of mismatch of the Markov model that had a severe impact in our 

analyses was the misspecification of the asymmetry in state frequencies. This is a very 

common aspect of morphological datasets, where for instance the “absent” state of a 

character is regularly overrepresented (Wright, et al. 2016). While the modelling of 

asymmetry is straightforward in molecular data, where state labels have biological meaning 

(i.e., they represent nucleotides or amino acids with common properties), morphological 

characters employ arbitrary state labels, with the meaning of an individual state label 

changing between characters; Lewis (2001) already proposed a way to circumvent this issue 
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by assuming a distribution of asymmetry across characters modelled in a similar way to 

ASRV (Yang 1996). We here used a hyperprior to model differing strengths of asymmetry 

across characters, which proved to be insufficient to overcome the bias introduced by strong 

asymmetry in the smaller tree with 16 taxa, while behaving very well in the case in our larger 

tree of 64 taxa. It can be assumed that the additional information about morphological 

evolution in the larger tree was necessary to model asymmetry accurately; it remains to be 

shown how the model behaves on trees of intermediate size. Given that we assumed very 

strong asymmetry in all the characters, while empirical datasets will probably include at least 

some nearly symmetrical characters as well, we probably covered the most severe effects that 

asymmetry can have on TED performance in our simulations. In any case, this aspect of 

morphological data certainly deserves further attention, also with respect of mismatch of the 

(symmetric) Dirichlet distribution used to model across-character asymmetry in state 

frequencies. 

Another aspect of morphological data that we identified as detrimental for TED is 

rampant non-phylogenetic signal, as it could result from functional or structural convergence 

or parallelism (i.e., morphology reflecting ecology or life history rather than phylogenetic 

relationships; Ronquist, et al. 2016). The impact of non-phylogenetic signal was most severe 

when both fossil and extant taxa were simulated to evolve on the wrong tree for the 

morphological partition. While we investigated different portions of taxa being randomized, 

reflecting a scenario in which varying numbers of unrelated terminals are grouped together 

for the entire morphological partition, most empirical datasets will consist of a mixture of 

characters with either phylogenetic or ecological signal. Our simulations can thus be viewed 

as rather extreme in that the entire morphological partition was concerned; it remains to be 

shown how much phylogenetic versus conflicting signal is needed to mislead TED. In any 

case, strong conflict between the topology supported by the molecular versus the 

morphological partition of a dataset should be taken as indication that age estimates based on 

TED might be misleading (Ronquist, et al. 2016). 

Morphological clock and clock-model mismatch 

Our simulations demonstrate that even a surprisingly weak morphological clock can 

provide sufficient time information for TED, especially in trees with a few dozen or more 

extant taxa and a good number of fossils. Clock-likeness is often lower in morphological than 

in molecular datasets (Beck and Lee 2014; Ronquist, et al. 2012a), but the variance among 
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branch rates observed in these morphological datasets was in all these cases well within the 

range covered by our simulations (see also Fig. 6b). Individual branches that were subject to 

a strong speed-up in morphological evolution do not seem to have a strongly negative impact, 

probably because there are still enough fossils on other branches that evolve at a rate closer to 

the overall morpho-clock rate to inform the correct timing of events. 

A similarly low impact of among-branch rate variation on TED was already found in a 

previous simulation study which investigated the method under the FBD tree prior (Luo, et al. 

2019). Our simulations have used more extreme values for the variation of the morphological 

clock than this previous study, and still we found that ALRV is not a major issue for TED 

analyses. What might surprise even more, not only in the context of morphological but also 

of molecular clock analyses, is the observation that mismatch of the clock model did not have 

any impact on the resulting age estimates, with the strict-clock model performing as well as 

the (incorrect) single-clock model and the (correct) two-clock model, which estimated 

relaxed-clock branch lengths separately for the molecular and the morphological partition 

(Fig. 6d). This is certainly worth investigating further, especially since relaxed-clock models 

regularly cause problems with convergence in Bayesian MCMC analyses, as we also 

observed here: we had to increase the run-time by a factor two to three in order to obtain 

sufficient convergence on the clock-rate parameter under relaxed in comparison to strict-

clock analyses. We also observed that convergence was crucial, with highly misleading age-

estimates resulting from MCMC runs that were aborted to early. MCMC convergence is far 

easier to achieve under the much simpler strict-clock model, while our simulations suggest 

that no power is lost for estimating divergence times, at least under the type of clock variance 

simulated here; additional simulations studies are needed to show whether this assertion also 

holds for other types of clock variance among lineages. 

A related characteristic of morphological data has received increased attention recently: 

heterotachy or the lack of a shared set of branch lengths across characters (“no common 

mechanism”; Goloboff, et al. 2018; Goloboff, et al. in press; O'Reilly, et al. 2016; O'Reilly, et 

al. 2018). In our simulations, we approached heterotachy by randomly drawing different rate 

multipliers for each branch, in the most extreme case using a separate set of multipliers for 

every single character; even though this resulted in large differences among underlying 

branch length distributions across characters, we still assumed some connection of the time 

lengths of a branch and its evolutionary length for morphological characters. It is thus maybe 

not surprising that heterotachy improved TED performance in our case: the different rate 
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multipliers acting on each character effectively cancelled each other out, leading to very good 

performance of TED even in cases of high variance in rate multipliers or per-character 

clocks. Whether these simulations are relevant in reality depends on whether there is any 

correlation at all between morphological branch lengths and time, or, by proxy, between 

morphological and molecular branch lengths. Current consensus in the literature (Davies and 

Savolainen 2006; Halliday, et al. 2019; Omland 1997; Ronquist, et al. 2012a) ascertains that 

this is mostly the case (but see Bromham, et al. 2002). But of course datasets might differ in 

that respect, and TED studies should test their morphological partition for clocklikeness 

before deciding to rely solely on morphological branch lengths for divergence time 

estimation. 

Extensive, empirical study of the fossil record is crucial 

While mismatch of the morphology model appears to be a minor issue under many 

circumstances, our simulations underline the central role of an extensive sampling of fossils 

in TED studies, especially of older ones. A similar result was found by Luo et al. (2019) and 

O’Reilly and Donoghue (2019), who already emphasized the vital role of extensive fossil 

sampling. In contrast to node dating, which is based largely on the oldest representative of 

each clade, the entire fossil record can be used for TED (Ronquist, et al. 2012a). Even highly 

incomplete fossils can and should be included, no matter if they can be placed in the 

phylogeny with any certainty. The high instability of placement especially of fragmentary 

fossils might deter researchers from coding them for morphology, but previous TED analyses 

have demonstrated that even fossils coded for very few morphological characters potentially 

contribute to the precision of divergence time estimates. In our simulations, as few as five 

characters coded per fossil were sufficient to inform robust age estimates in the case of the 

larger tree with 48 extant and 16 fossil taxa. This suggests that a lower number of characters 

per fossil could potentially be compensated for by sampling more fossils, with the placement 

certainty of the individual fossil playing only a minor role for TED performance. Increased 

fossil sampling could also partly offset a low temporal scope in our simulations, except if age 

ranges only covered less than a third of the depth of the tree. TED studies that recover root 

ages that are several times higher than the oldest included fossils should thus be met with 

caution, as the temporal information has likely not been sufficient. When designing TED 

studies, priority should be given to the detailed study of the available fossil information of a 

group. 

.CC-BY-NC-ND 4.0 International licenseavailable under a
not certified by peer review) is the author/funder, who has granted bioRxiv a license to display the preprint in perpetuity. It is made 

The copyright holder for this preprint (which wasthis version posted June 21, 2019. ; https://doi.org/10.1101/679084doi: bioRxiv preprint 

https://doi.org/10.1101/679084
http://creativecommons.org/licenses/by-nc-nd/4.0/


A plea for TED under the uniform tree prior 

Our simulation study suggests that total-evidence dating is much more robust to model 

mismatch and low clocklikeness of morphological data than previously thought, and that it 

can work even with highly incomplete fossils. It establishes TED under the uniform tree prior 

as a valid alternative to the more commonly used combined approaches of TED with the FBD 

tree prior and/or node age priors, especially in cases where the fossil record is either scarce or 

irregular. It remains to be shown whether previous failures of TED on particular datasets 

were due to biases in the morphological data that were more extreme than those mimicked in 

our simulations, or if the type of bias was not covered here at all, or if other aspects of the 

analyses were inadequate, such as fossil sampling or node-age or clock-rate priors. In any 

case, where strong enough, the morphological clock could act as an ideal complement to the 

molecular clock that allows inclusion of fossil taxa. It would allow us to avoid relying on 

uncertain secondary interpretations of the fossil record, like they are used in node dating, or 

on assumptions about the fossilization process, which might bias fossilized-birth-death 

analyses. It remains to be demonstrated what proportion of morphological datasets meet these 

requirements, and whether the morphological clock can be strengthened by improved 

character concepts and morphology models. However, our results clearly show that the effort 

involved in coding morphological characters and implementing fossils in TED analyses can 

be repaid with a better understanding of the timeline of life. 

Material and methods 

Simulations were performed in R (R Core Team 2014), making use of the packages 

“phangorn” (Schliep 2011) and “TreeSim” (Stadler 2011). Scripts are available as 

Supplementary Material S1. A number of shell scripts were used to set up an analysis 

pipeline, including the generation of input files, parallel submission of Bayesian analyses and 

summarizing of the results. Phylogenetic analyses were performed in MrBayes 3.2 (Ronquist, 

et al. 2012b) on UBELIX (http://www.id.unibe.ch/hpc), the HPC cluster at the University of 

Bern, Switzerland. 

Simulation trees 

We simulated phylogenetic trees with 12 and sometimes also with 48 extant taxa (Fig. 

2a), respectively, under a pure birth process, with the birth rate optimized for the number of 

tips (birth rate = ln (number of taxa / 2) / tree age). These trees were chosen deliberately to be 
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rather easy to resolve, instead of using a combination of birth and death rates that would lead 

to short basal branches in the tree (tree imbalance as a factor influencing TED performance 

has been covered elsewhere: Duchêne, et al. 2015). The trees were then stretched so that their 

root age was equal to 100 My. For each simulation condition, 20 replicate trees were 

simulated in the case of 12 taxa and 10 in the case of 48 taxa. 

Instead of applying a model of fossilization and fossil recovery to simulate fossil 

placements (Luo, et al. 2019; O'Reilly and Donoghue 2019; Stadler 2010), we decided to use 

a pattern-based approach that would provide us with full control over fossil sampling 

conditions. In most analyses, we followed the following approach (but see below for changes 

to this standard setting): we chose sampled fossils evenly through time, with the oldest being 

85 My and the youngest 15 My old. In the case of 12 extant taxa, we added four fossils, while 

the trees of 48 extant taxa contained 16 fossils (1/3 of the extant taxa). The terminal branches 

leading to the fossils were 5 My long and were attached randomly to one of the branches 

present at the respective time, starting with the oldest fossil. In the larger tree of 48 taxa, it 

was thus possible that a fossil would attach to a branch leading to a fossil and not to any 

extant taxa. Examples of simulation trees are shown in Figure 2a; they reflect a presumably 

favourable tree shape and fossil sampling, with both a good temporal and phylogenetic spread 

and rather short terminal branches leading to the fossil taxa. 

Simulation of molecular characters 

For all extant taxa, we simulated nucleotide sequences of length 1,000 bp under the 

Jukes-Cantor model, a strict clock, and with a clock rate of 0.0025 substitutions per Myr for 

all sites. This rate translates into 0.25 expected substitutions between root and tip on our tree, 

which is 100 Myr deep, a rate that has been found optimal for topology inference in a recent 

simulation study (Klopfstein, et al. 2017). For the nucleotide data, we always used the same 

model for simulation as for analysis, ensuring straightforward recovery of the relationships 

among the extant taxa; the molecular data thus in fact almost acts as a full constraint on the 

topology and molecular branch lengths (see results section). 

For all analyses, we set the tree age prior to a uniform distribution between zero and 

1,000 Ma, and this prior was recovered very well in the eight independent test runs without 

data (Fig. 9a). However, in dating analyses, another prior might influence the effective prior 

on node ages: the prior on the clock rate. We aimed for a rather flat distribution, but one that 

invokes a clear bias away from the true value of 100 Ma. We thus chose to set the clockrate 

.CC-BY-NC-ND 4.0 International licenseavailable under a
not certified by peer review) is the author/funder, who has granted bioRxiv a license to display the preprint in perpetuity. It is made 

The copyright holder for this preprint (which wasthis version posted June 21, 2019. ; https://doi.org/10.1101/679084doi: bioRxiv preprint 

https://doi.org/10.1101/679084
http://creativecommons.org/licenses/by-nc-nd/4.0/


prior to a log-normal distribution with a mean that matches the true value (µ = -11.98293, σ = 

3.461638, mean = 0.0025). Its variance was chosen in a way that, in the absence of temporal 

information (i.e., when running without fossils but with the extant taxa), creates an expected 

root age estimate under our simulation settings that is around 575 Ma (Fig. 9b), with the 

posterior probability of it being below 120 Ma below 5% (both for trees with 12 and with 48 

extant taxa). We thus know what to expect when total-evidence dating fails: root age 

estimates will tend towards too high values. 

 

 

Figure 9. Effect of tree age and clock rate priors on posterior age estimates in trees with 12 extant 

taxa. a) Results from eight independent runs without data, recovering the tree age prior, a uniform 

distribution between zero and 1,000 Ma. b) Posterior distribution implied by both the tree age prior 

and by the prior on the clock rate, as retrieved in two independent runs with molecular and 

morphological data, but without the fossils, thus removing all time information. The log-normal 

clock rate prior was chosen so that it implies a much higher tree age than the true one used in the 

simulations (100 Ma, indicated by the vertical dashed line). Posterior probabilities of the tree age 

being recovered as below 120 Ma were below 5%. 
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Morphology model and model mismatch 

To mimic the morphology partition, we simulated 100 binary, stationary characters with 

equal state frequencies, in most cases sampling only variable characters, as is the rule for 

morphological datasets (corresponding to the Mkv model with k = 2; Lewis 2001). Fifty of 

these 100 characters were sampled for the fossils, chosen randomly and independently for 

each taxon in most analyses (but see below). Except for the analysis in which we addressed 

the impact of the evolutionary rate of the morphological characters on TED performance, we 

used a highly informative rate of 0.0025 changes per Myr for morphology, which is identical 

to the one used for the molecular characters. We then varied different aspects of this basic 

model for the simulations, but not for the analyses, creating different flavours and extents of 

model mismatch for the morphological partition. First, we addressed ascertainment bias by 

sampling all characters, only variable characters, or only parsimony-informative characters. 

At the same time, we varied the evolutionary rate of the morphology partition between 0.05 

and 10 substitutions between root and tips (i.e., 0.0005 to 0.1 changes per My), with equal 

rates across characters. 

The tempo of evolution can vary strongly between morphological characters; we thus 

simulated increasing extents of among-character rate variation (ACRV). While keeping the 

average rate across characters at 0.0025 changes per Myr, we first used a discretised gamma 

distribution with four rate categories for simulation, varying the shape parameter between 

100,000 (almost equal rates among characters) and 0.01 (very strong ACRV). This data was 

then analysed under the gamma model with the distribution’s parameter estimated from the 

data (no model mismatch), and under a model that assumes equal rates (creating model 

mismatch). To assess whether the flavour of ACRV model mismatch had an impact, we also 

simulated data assuming a distribution with two peaks: half of the characters were simulated 

under the lowest of the four rate categories and the other half under the highest one. This 

“bimodal” data was analysed under the discretised gamma distribution. 

One of the main concerns in morphological phylogenetics, both for character coding and 

analysis model, is the mismatch between the observed character states and the underlying 

evolutionary process. To mimic a case where the states have been identified correctly, but 

transitions between them were misspecified, we simulated data under an “ordered” model 

with three states, in which only transitions between adjacent states are allowed. For example, 

if the states are denoted as 0, 1 and 2, the transition between 0 and 2 could not go directly, but 
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would need to pass through state 1. In the analyses, we then assumed that all transitions are 

equally likely (standard Mkv model). We varied the number of ordered states (and thus the 

extent of model mismatch) between 2 and 10 states. 

To reflect a type of model mismatch where the states have been misidentified, we 

simulated data under a 10-state ordered model, with characters transitioning only between 

adjacent states. We then randomly chose for each state (from state labels 0 to 9) whether to 

transform it into the observed state 0 or 1, effectively creating a binary character. The 

transformation was also done for less severe losses of information, transforming randomly 

into 3, 6, or 10 states, respectively, always using an unordered model for analysis. This set-up 

was chosen to reflect a situation in which multiple, unrelated underlying genetic and/or 

developmental mechanisms result in the same observable morphological character state. To 

create an additional type of information loss, we also varied the number of underlying states 

using the same values as above and always transforming them into a two-state character. 

The standard Mk model assumes equal state frequencies (and thus transition rates; Lewis 

2001), which is not matched by many morphological datasets. We simulated such asymmetry 

by decreasing the frequency of state 1 in binary characters from 0.5 (no asymmetry) to 0.1 

(strong asymmetry) under different rates of morphological evolution. Analyses were 

performed under the symmetric model. 

Many morphological character systems follow a directional pattern across parts of the 

tree of life, be it due to positive selection or biased starting conditions (Gould 1996; 

Klopfstein, et al. 2015). To mimic increasing levels of directionality, we varied the 

proportion of characters in the dataset that followed a non-stationary pattern between zero 

and one by adjusting the state frequencies at the root. The non-stationary characters would 

then all start out at state 0, while stationary characters would show an equal probability of the 

two states at the root of the tree. 

Morphological clock mismatch 

To study the effect of a lower clock-likeness of the morphological data partition, we 

modified our simulation trees to mimic increasing amounts of deviation from the strict clock. 

Branch length multipliers were drawn randomly for each branch (including those leading to 

fossils) from a lognormal distribution with a mean of one and increasing variance from zero 

to ten. This produced trees with zero among-lineage rate variation (ALRV) to trees with 
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extensive ALRV (Fig. 6b), on which the morphological data was then simulated. The 

molecular partition was assumed to evolve in a strictly clock-like fashion. For the analyses, 

we then compared approaches assuming a strict clock for both partitions to a global relaxed 

clock and to a separate relaxed clock for the morphology and the molecular partition. 

 

Sampling of fossils and fossil characters 

Morphological characters in fossils are more difficult to sample than in extant taxa due to 

incomplete preservation. We thus varied the number of fossil characters sampled from five to 

100, either subsampling them randomly for each fossil, keeping the same characters present 

or absent in all fossils, or a mix of these two sampling strategies. 

To assess the impact of fossil sampling, we first used a wide (85–15 Ma) and a narrow 

(85 – 80 Ma) temporal interval, in each case either sampling fossils that were attaching 

randomly to the branches of the tree present at the time, or in a clustered manner, so that all 

but one fossil branches attached to each other ("phylo-temporal clustering", see Tong, et al. 

2018). The narrow interval of 5 Myr was then shifted over time, from 85–80 to 15–10 Ma, to 

assess the temporal depth needed in total-evidence dating analyses. To study the effect of the 

length of the terminal branches leading to the fossils and the interaction of this length with 

the temporal scope in fossil sampling, we increased terminal branches from length zero 

(mimicking sampling true ancestors of extant taxa) to 30 Myr, for fossil ages distributed 

evenly between 5 and 15, 40, or 65 Ma, respectively. 

Estimating evolutionary rates in empirical datasets 

In order to validate our simulation results, we estimated evolutionary rates of 

morphological characters from six empirical dataset that have been compiled for total-

evidence dating. The chosen datasets cover insects (Ronquist, et al. 2012a), fishes (Close, et 

al. 2016), and four different mammal groups (Beck and Lee 2014; Herrera and Davolos 2016; 

Kealy and Beck 2017; Lee 2016). We estimated evolutionary rates of each character 

individually in R (R Core Team 2014) using the function “ACE” from the “ape” package 

(Paradis, et al. 2004) under the equal rates model. This function takes a fully resolved rooted 

tree and a character matrix as input. For all datasets except for Beck and Lee (2014), we used 

one of the publicly available trees: a maximum clade credibility tree (Kealy and Beck 2017), 

a maximum sampled-ancestor clade credibility tree (Close, et al. 2016), a maximum 
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likelihood tree (Herrera and Davolos 2016), or the tree with the highest likelihood from a set 

of Bayesian posterior trees (Lee 2016; Ronquist, et al. 2012a). An appropriate tree was not 

available for the Beck and Lee (2014) study; we thus re-run their Bayesian analysis with the 

same settings and selected the tree with the highest likelihood. Before site-rate estimation, we 

excluded the tips with missing data for the character in question. 

Acknowledgments 

This study was funded by the Swiss National Science Foundation (grant PZ00P3_154791 

to SK). 

 

References 

Alekseyenko AV, Lee CJ, Suchard MA 2008. Wagner and Dollo: A stochastic duet by 

composing two parsimonious solos. Systematic Biology 57: 772-784.  

Arcila D, Pyron RA, Tyler JC, Orti G, Betancur-R. R 2015. An evaluation of fossil tip-dating 

versus node-age calibrations in tetraodontiform fishes (Teleostei: Percomorphaceae). 

Molecular Phylogenetics and Evolution 82: 131-145. doi: 

10.1016/j.ympev.2014.10.011 

Beaulieu JM, O'Meara BC, Crane P, Donoghue MJ 2015. Heterogeneous rates of molecular 

evolution and diversification could explain the Triassic age estimate for Angiosperms. 

Systematic Biology 64: 869–878.  

Beck RMD, Lee MSY 2014. Anicent dates or accelerated rates? Morphological clocks and 

the antiquity of placental mammals. Proceedings of the Royal Society of London Series 

B-Biological Sciences 281: 20141278. doi: 10.1098/rspb.2014.1278 

Bleidorn C 2007. The role of character loss in phylogenetic reconstruction as exemplified for 

the Annelidae. Journal of Zoological Systematics and Evolutionary Research 45: 299–

307.  

Bromham L, Woolfit M, Lee MSY, Rambaut A 2002. Testing the relationship between 

morphological and molecular rates of change along phylogenies. Evolution 56: 1921–

1930.  

Brown JW, Smith SA 2018. The past sure is tense: on interpreting phylogenetic divergence 

time estimates. Systematic Biology 67: 340–353.  

.CC-BY-NC-ND 4.0 International licenseavailable under a
not certified by peer review) is the author/funder, who has granted bioRxiv a license to display the preprint in perpetuity. It is made 

The copyright holder for this preprint (which wasthis version posted June 21, 2019. ; https://doi.org/10.1101/679084doi: bioRxiv preprint 

https://doi.org/10.1101/679084
http://creativecommons.org/licenses/by-nc-nd/4.0/


Close RA, Johanson Z, Tyler JC, Harrington RC, Friedman A 2016. Mosaicism in a new 

Eocene pufferfish highlights rapid morphological innovation near the origin of crown 

Tetraodontiforms. Palaeontology 59: 99–514.  

Coiro M, Doyle JA, Hilton J 2019. How deep is the conflict between molecular and fossil 

evidence on the age of angiosperms? New Phytologist. doi: 10.1111/nph.15708 

Davies TJ, Savolainen V 2006. Neutral theory, phylogenies, and the relationship between 

phenotypic change and evolutionary rates. Evolution 60: 476–483.  

Donoghue PCJ, Benton MJ 2007. Rocks and clocks: calibrating the Tree of Life using fossils 

and molecules. Trends in Ecology & Evolution 22: 424-431.  

Dornburg A, Friedman A, Near TJ 2015. Phylogenetic analysis of molecular and 

morphological data highlights uncertainty in the relationships of fossil and living 

species of Elopomorpha (Actinopterygii: Teleostei). Molecular Phylogenetics and 

Evolution 89: 205–218.  

Drummond AJ, Ho SYW, Phillips MJ, Rambaut A 2006. Relaxed phylogenetics and dating 

with confidence. PLoS Biology 4: e88.  

Duchêne D, Duchêne S, Ho SYW 2015. Tree imbalance causes a bias in phylogenetic 

estimation of evolutionary timescales using heterochronous sequences. Molecular 

Ecology Resources 15: 785–794.  

Gavryushkina A, Heath TA, Ksepka DT, Stadler T, Welch D, Drummond AJ 2017. Bayesian 

total-evidence dating reveals the recent crown radiation of penguins. Systematic 

Biology 66: 57–73. doi: 10.1093/sysbio/syw060 

Goloboff PA, Galvis AT, Arias JS 2018. Parsimony and model-based phylogenetic methods 

for morphological data: comments on O'Reilly et al. Palaeontology 61: 625–630.  

Goloboff PA, Pittman M, Pol D, Yu X in press. Morphological data sets fit a common 

mechanism much more poorly than DNA sequences and call into question the Mkv 

model. Systematic Biology. doi: 10.1093/sysbio/syy077 

Gould SJ. 1996. Full house: the spread of excellence from Plato to Darwin. New York: 

Harmony Books. 

Halliday TJD, dos Reis M, Tamuri AU, Ferguson-Gow H, Yang Z, Goswami A 2019. Rapid 

morphological evolution in placental mammals post-dates the origin of the crown 

group. Proceedings of the Royal Society of London Series B-Biological Sciences 286: 

20182418. doi: 10.1098/rspb.2018.2418 

Harrison LB, Larsson HC 2015. Among-character rate variation distributions in phylogenetic 

analysis of discrete morphological characters. Systematic Biology 64: 307–324.  

.CC-BY-NC-ND 4.0 International licenseavailable under a
not certified by peer review) is the author/funder, who has granted bioRxiv a license to display the preprint in perpetuity. It is made 

The copyright holder for this preprint (which wasthis version posted June 21, 2019. ; https://doi.org/10.1101/679084doi: bioRxiv preprint 

https://doi.org/10.1101/679084
http://creativecommons.org/licenses/by-nc-nd/4.0/


Heath TA, Huelsenbeck JP, Stadler T 2014. The fossilized birth-death process for coherent 

calibration of divergence-time estimat4es. Proceedings of the National Academy of 

Sciences of the United States of America 111: E2957-E2966. doi: 

10.1073/pnas.1319091111 

Herrera JP, Davolos LM 2016. Phylogeny and divergence times of lemurs inferred with 

recent and ancient fossils in the tree. Systematic Biology 65: 772–791.  

Inoue J, Donoghue PCJ, Yang Z 2010. The impact of the representation of fossil calibrations 

on Bayesian estimation of species divergence times. Systematic Biology 59: 74-89.  

Jayaswal V, Ababneh F, Jermiin LS, Robinson J 2011. Reducing model complexity of the 

general Markov model of evolution. Molecular Biology and Evolution 24: 1-21.  

Jermiin LS, Jayaswal V, Ababneh F, Robinson J. 2008. Phylogenetic model evaluation. In:  

Keith JM, editor. Bioinformatics: data, sequence analysis, and evolution. Totawa: 

Humana Press. p. 331-364. 

Kealy S, Beck RMD 2017. Total evidence phylogeny and evolutionary timescale for 

Australian faunivorous marsupials (Dasyuromorphia). BMC Evolutionary Biology 17: 

240. doi: 10.1186/s12862-017-1090-0 

Kimura M 1968. Evolutionary rate at the molecular level. Nature 217: 624-626.  

Klopfstein S, Massingham T, Goldman N 2017. More on the best evolutionary rate for 

phylogenetic analysis. Systematic Biology 66: 769–785.  

Klopfstein S, Spasojevic T 2019. Illustrating phylogenetic placement of fossils using 

RoguePlots: An example from ichneumonid parasitoid wasps (Hymenoptera, 

Ichneumonidae) and an extensive morphological matrix. PLoS One 14: e0212942. doi: 

10.1371/journal.pone.0212942 

Klopfstein S, Vilhelmsen L, Ronquist F 2015. A nonstationary Markov model detects 

directional evolution in hymenopteran morphology. Systematic Biology 64: 1089–

1103. doi: 10.1093/sysbio/syv052 

Lee MSY 2016. Multiple morphological clocks and total-evidence tip-dating in mammals. 

Biology Letters 12: 20160033.  

Lee MSY, Cau A, Naish D, Dyke GJ 2014. Morphological clocks in paleontology, and a 

Mid-Cretaceous origin of crown Aves. Systematic Biology 63: 442–449.  

Lewis PO 2001. A likelihood approach to estimating phylogeny from discrete morphological 

character data. Systematic Biology 50: 913-925.  

.CC-BY-NC-ND 4.0 International licenseavailable under a
not certified by peer review) is the author/funder, who has granted bioRxiv a license to display the preprint in perpetuity. It is made 

The copyright holder for this preprint (which wasthis version posted June 21, 2019. ; https://doi.org/10.1101/679084doi: bioRxiv preprint 

https://doi.org/10.1101/679084
http://creativecommons.org/licenses/by-nc-nd/4.0/


Luo A, Duchêne DA, Zhang C, Zhu C-D, Ho SYW 2019. A simulation-based evaluation of 

total-evidence dating under the fossilized birth-death process. Systematic Biology 68: 

syz038. doi: https://doi.org/10.1093/sysbio/syz038  

Matzke NJ, Irmis RB 2018. Including autapomorphies is important for paleontological tip-

dating with clocklike data, but not with non-clock data. PeerJ 6: e4553. doi: 

10.7717/peerj.4553 

Misof B, Liu SL, Meusemann K, Peters RS, Donath A, Mayer C, Frandsen PB, Ware J, 

Flouri T, Beutel RG, Niehuis O, Petersen M, Izquierdo-Carrasco F, Wappler T, Rust J, 

Aberer AJ, Aspock U, Aspock H, Bartel D, Blanke A, Berger S, Bohm A, Buckley TR, 

Calcott B, Chen JQ, Friedrich F, Fukui M, Fujita M, Greve C, Grobe P, Gu SC, Huang 

Y, Jermiin LS, Kawahara AY, Krogmann L, Kubiak M, Lanfear R, Letsch H, Li YY, Li 

ZY, Li JG, Lu HR, Machida R, Mashimo Y, Kapli P, McKenna DD, Meng GL, 

Nakagaki Y, Navarrete-Heredia JL, Ott M, Ou YX, Pass G, Podsiadlowski L, Pohl H, 

von Reumont BM, Schutte K, Sekiya K, Shimizu S, Slipinski A, Stamatakis A, Song 

WH, Su X, Szucsich NU, Tan MH, Tan XM, Tang M, Tang JB, Timelthaler G, 

Tomizuka S, Trautwein M, Tong XL, Uchifune T, Walzl MG, Wiegmann BM, 

Wilbrandt J, Wipfler B, Wong TKF, Wu Q, Wu GX, Xie YL, Yang SZ, Yang Q, 

Yeates DK, Yoshizawa K, Zhang Q, Zhang R, Zhang WW, Zhang YH, Zhao J, Zhou 

CR, Zhou LL, Ziesmann T, Zou SJ, Li YR, Xu X, Zhang Y, Yang HM, Wang J, Wang 

J, Kjer KM, Zhou X 2014. Phylogenomics resolves the timing and pattern of insect 

evolution. Science 346: 763–767. doi: 10.1126/science.1257570 

Near TJ, Dornburg A, Friedman M 2014. Phylogenetic relationships and timing of 

diversification in gonorhynchiform fishes inferred using nuclear gene DNA sequences 

(Teleostei: Ostariophysi). Molecular Phylogenetics and Evolution 80: 297–307.  

O'Reilly JE, Donoghue PCJ 2019. The effect of fossil sampling on the estimation of 

divergence times with the fossilised birth death process. Systematic Biology 2019: 

syz037.  

O'Reilly JE, Puttick MN, Parry L, Tanner AR, Tarver JE, Fleming J, Pisani D, Donoghue 

PCJ 2016. Bayesian methods outperform parsimony but at the expens of precision in 

the estimation of phylogeny from discrete morphological data. Biology Letters 12: 

20160081.  

O'Reilly JE, Puttick MN, Pisani D, Donoghue PCJ 2018. Empirical realism of simulated data 

is more important than the model used to generate it: a reply to Goloboff et al. 

Palaeontology 61: 631–635.  

.CC-BY-NC-ND 4.0 International licenseavailable under a
not certified by peer review) is the author/funder, who has granted bioRxiv a license to display the preprint in perpetuity. It is made 

The copyright holder for this preprint (which wasthis version posted June 21, 2019. ; https://doi.org/10.1101/679084doi: bioRxiv preprint 

https://doi.org/10.1101/679084
http://creativecommons.org/licenses/by-nc-nd/4.0/


Omland KE 1997. Correlated rates of molecular and morphological evolution. Evolution 51: 

1381–1393.  

Paradis E, Claude J, Strimmer K 2004. APE: analyses of phylogenetics and evolution in R 

language. Bioinformatics 20: 289–290.  

Parins-Fukuchi C, Brown JW preprint. What drives results in Bayesian morphological clock 

analyses? bioRxiv. doi: 10.1101/219048 

Phillips MJ, Fruciano C 2018. The soft explosive model of placental mammal evolution. 

BMC Evolutionary Biology 18: 104. doi: 10.1186/s12862-018-1218-x 

R Core Team. 2014. R: A language and environment for statistical computing. Vienna, 

Austria: R Foundation for Statistical Computing. 

Ronquist F, Klopfstein S, Vilhelmsen L, Schulmeister S, Murray DL, Rasnitsyn AP 2012a. A 

total-evidence approach to dating with fossils, applied to the early radiation of the 

Hymenoptera. Systematic Biology 61: 973–999. doi: 

http://dx.doi.org/10.1093/sysbio/sys058 

Ronquist F, Lartillot N, Phillips MJ 2016. Closing the gap between rocks and clocks using 

total-evidence dating. Philosophical Transactions of the Royal Society of London 

Series B-Biological Sciences 371: 20150136. doi: 10.1098/rstb.2015.0136 

Ronquist F, Teslenko M, Van der Mark P, Ayres DL, Darling A, Höhna S, Larget B, Liu L, 

Suchard MA, Huelsenbeck JP 2012b. MrBayes 3.2: Efficient Bayesian phylogenetic 

inference and model choice across a large model space. Systematic Biology 61: 539–

542.  

Schenk JJ, Hufford L 2010. Effects of substitution models on divergence time estimates: 

simulations and an empirical study of model uncertainty using Cornales. Systematic 

Botany 35: 578–592.  

Schliep KP 2011. Phangorn: Phylogenetic analysis in R. Bioinformatics 27: 592-593.  

Stadler T 2010. Sampling-through-time in birth–death trees. Journal of Theoretical Biology 

267: 396-404.  

Stadler T 2011. Simulating trees on a fixed number of extant species. Systematic Biology 60: 

676-684.  

Tarasov S 2019. Integration of anatomy ontologies and evo-devo using structured Markov 

models suggests a new framework for modeling discrete phenotypic traits. Systematic 

Biology. doi: 10.1093/sysbio/syz005 

.CC-BY-NC-ND 4.0 International licenseavailable under a
not certified by peer review) is the author/funder, who has granted bioRxiv a license to display the preprint in perpetuity. It is made 

The copyright holder for this preprint (which wasthis version posted June 21, 2019. ; https://doi.org/10.1101/679084doi: bioRxiv preprint 

http://dx.doi.org/10.1093/sysbio/sys058
https://doi.org/10.1101/679084
http://creativecommons.org/licenses/by-nc-nd/4.0/


Thomas JA, Welch JJ, Lanfear R, Bromham L 2010. A generation time effect on the rate of 

molecular evolution in invertebrates. Molecular Biology and Evolution 27: 1173–1180. 

doi: 10.1093/molbev/msq009 

Tong KJ, Duchêne DA, Duchêne S, Geoghegan JL, Ho SYW 2018. A comparison of 

methods for estimating substitution rates from anicent DNA sequence data. BMC 

Evolutionary Biology 18: 70. doi: 10.1186/s12862-018-1192-3 

Tong KJ, Duchêne S, Ho SYW, Lo N 2014. Comment on "Phylogenomics resolves the 

timing and pattern of insect evolution". Science 349: 487-b.  

Wagner PJ 2011. Modelling rate distributions using character compatibility: implications for 

morphological evolution among fossil invertebrates. Biology Letters 8: 143–146.  

Warnock RCM, Yang Z, Donoghue PCJ 2012. Exploring uncertainty in the calibration of the 

molecular clock. Biology Letters 8: 156-159.  

Wiens JJ, Bonett RM, Chippindale PT 2005. Ontogeny discombobulates phylogeny: 

paedomorphosis and higher-level salamander relationships. Systematic Biology 54: 91–

110.  

Wood HM, Matzke NJ, Gillespie RG, Griswold CE 2013. Treating fossils as terminal taxa in 

divergence time estimation reveals ancient vicariance patterns in the palpimanoid 

spiders. Systematic Biology 62: 264-284.  

Wright AM, Lloyd GT, Hillis DM 2016. Modeling character change heterogeneity in 

phylogenetic analyses of morphology through the use of priors. Systematic Biology 65: 

602-611. doi: 10.1093/sysbio/syv122 

Yang Z 1996. Among-site rate variation and its impact on phylogenetic analyses. Trends in 

Ecology & Evolution 11: 367–372.  

Yang Z 1994. Maximum likelihood phylogenetic estimation from DNA sequences with 

variable rates over sites: approximante methods. Journal of Molecular Evolution 39: 

306-314.  

 

.CC-BY-NC-ND 4.0 International licenseavailable under a
not certified by peer review) is the author/funder, who has granted bioRxiv a license to display the preprint in perpetuity. It is made 

The copyright holder for this preprint (which wasthis version posted June 21, 2019. ; https://doi.org/10.1101/679084doi: bioRxiv preprint 

https://doi.org/10.1101/679084
http://creativecommons.org/licenses/by-nc-nd/4.0/

