
S1: Population tuning curves. (A) Cosine and sine basis functions were fit to all neurons’ stimulus responses (train trials) in all recordings
(same as in Figure1F). The preferred angles of those basis function are reported here as a distribution. Each line represents a different
recording. (B) On test trials, the responses of neurons with similar preferred angles (determined on train trials) were averaged. (C) Same as
B, averaged over all recordings. (D) Same as C, but normalized between 0 and 1. The half-width half-max of these tuning curves are 14.1◦.
(E-F) Same as A-D for drifting grating responses. The half-width half-max of the tuning curves in H are 15.1◦.

S2: Manifold of stimulus responses. (A) Correlation between neural responses on all pairs of trials of a recording. (B) Same data as
A, with correlation plotted as a function of stimulus angle difference. The black line shows the binned and smoothed average. (C) The
∼20,000-dimensional vectors were embedded into three dimensions using ISOMAP. Points are colored by the angle of the presented stimulus.
Diametrically opposite points on the manifold come in closer proximity to each other than expected from a pure circle, due to the correlation of
the neural patterns at p angle difference.
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S3: Linear decoding using principal components (A) True angle versus decoded angle using the same linear decoding strategy used for all
neurons (Figure2F), for an example recording. (B) Median decoding error as a function of the number of principal components kept, averaged
over recordings. Error bars are standard error. Dashed line is decoding error using full dataset.
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S4: Decoding error as a function of stimulus angle. (A) All the stimulus sets. (B) Decoding error vs stimulus angle for each trial of an
example recording of each stimulus set. (C) Plot of B after taking the absolute value and binning. Each line is a different recording.
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S5: Principal components of spontaneous, ongoing activity do not influence decoding accuracy. 32 principal components of sponta-
neous, ongoing activity were subtracted from the stimulus responses, and the linear decoder was trained on these responses. The median
decoding errors of the subtracted responses are plotted vs the original.
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S6: Asymptotics. (A) Independent decoder fit to random subsets of neurons, averaged over all recordings. Error bars are standard error. (B)
Same as (A) for the linear decoder. (C) Linear decoder fit using random subsets of stimuli and all neurons.

normal frameA control frame (laser OFF)B discrimination accuracyC

0

1000

2000

0

10

20

20 0 20
stimulus angle ( )

0

20

40

60

80

100

%
 "c

ho
os

e 
rig

ht
"

446.27

S7: Control (laser off). To ensure that the visual stimulus screen did not contaminate the fluorescence signals collected by the photo-multiplier
tube (PMT), we performed recordings in which the shutter on the 2p laser was kept closed, but all other conditions remained the same. With
the laser off, the PMT signals were near-zero and reflected mainly auto-fluorescence, photon noise and 60Hz signals, most probably from
the monitors. (A) Example frame from one of the recordings used in the paper. (B) Example frame of control recording with laser OFF. (C)
Discrimination of stimuli in laser OFF recordings (n=3 mice, >4000 total trials/mouse). The discrimination performance appeared to be at
chance.
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B chronological train/test

S8: Chronological splitting of train/test trials. (A) Train and test trials interleaved (same as Figure3B). (B) Chronological split across
the 120-180 minutes of recording: training trials were first 75% of stimuli presented and test trials were last 25% of stimuli presented. The
discrimination threshold was only modestly higher.
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S9: L2/3 vs L4. (A) Discrimination of static gratings (10 trials/deg) using only neurons in at depths ∼125-225 µm. (B) Same as (A) with
neurons (∼375-4755 µm deep).
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S10: Decoding with multilayer neural networks and random forests Same decoding task and data as Figure3B. (A) Two-layer neural
network. (B) Random forest classifier.
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