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Abstract 

Inhibitory control, i.e., the ability to stop or suppress actions, thoughts, or memories, 

represents a prevalent and popular concept in basic and clinical neuroscience as 

well as psychology. At the same time, it is notoriously difficult to study as successful 

inhibition is characterized by the absence of a continuously quantifiable direct 

behavioral marker. It has been suggested that the P3 latency, and here especially its 

onset latency, may serve as neurophysiological marker of inhibitory control as it 

correlates with the stop signal reaction time (SSRT). The SSRT estimates the average 

stopping latency, which itself is unobservable since no overt response is elicited in 

successful stop trials, based on differences in the distribution of go reaction times and 

the delay of the stop- relative to the go-signal in stop trials.  

In a meta-analysis and an independent EEG experiment, we found that 

correlations between the P3-latency and the SSRT are indeed replicable, but also 

unspecific. Not only does the SSRT also correlate with the N2-latency, but both P3- 

and N2-latency measures show similar or even higher correlations with other 

behavioral parameters such as the go reaction time or stopping accuracy. The 

missing specificity of P3-SSRT correlations, together with the general pattern of 

associations, suggests that these manifest effects are driven by underlying latent 

processes other than inhibition, such as those associated with the speed-accuracy 

trade-off.  
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1. Introduction 

The ability to quickly stop ongoing actions, thoughts, or memories, is considered a 

hallmark of executive functions or cognitive control. Impaired inhibitory control has 

consequently been associated with a number of mental disease states, including 

attention-deficit/hyperactivity disorder (ADHD), obsessive-compulsive disorder, or 

substance use disorders (e.g., Nigg et al. 2007). The study of inhibition in the motor 

domain, so-called response inhibition, serves as a proxy for more cognitive domains 

in which the actual effects of interest, such as the suppression of memories or urges, 

are notoriously hard to observe (Aron, 2007).  

Response inhibition in humans is most commonly studied using the stop signal 

task (SST) or Go/No-go task (GNGT), both of which putatively probe the rapid 

suppression of an already initiated and predominant response pattern. In short, in 

both tasks a go-signal is presented in the majority of trials (e.g., 75%), and participants 

are instructed to respond as quickly as possible with a button press. In the remaining 

trials, the no-go or stop signal instructs the participants to withhold the response. 

While the no-go signal is presented instead of the go-signal in a no-go trial in the 

GNGT, the stop-signal follows the go-signal with a short delay (the stop signal delay, 

SSD) in the SST. By systematically varying the SSD such that participants are 

unsuccessful at stopping in about 50% of the stop trials, the SST allows for the 

calculation of the stop signal reaction time (SSRT; e.g., Band et al. 2003). The SSRT, 

often calculated by subtracting the average SSD from the mean response time to go 

stimuli, provides an estimate of an individual’s speed of the stopping process, and is 

considered the purest parameter representing inhibitory control capabilities.  

A network formed by the right inferior frontal gyurs, the pre-supplementary 

motor area, and distinct nuclei of the basal ganglia such as the subthalamic nucleus, 

are believed to implement the stopping process at the neural level (e.g., Aron et al. 

2014). While the bulk of research on this inhibitory control network has been done on 

the stopping of behavioral responses, recent research suggests that it may be 

domain-general and thus extends its functions also into the more cognitive realm 

(e.g., Wessel et al., 2016). Much of the work leading to the identification of this 

network has been done using functional magnetic resonance imaging and 

transcranial magnetic stimulation (e.g., Cai et al., 2012). Since fMRI suffers from a low 

temporal resolution though, recent research has shifted more towards the use of 

electroencephalography (EEG) to better understand the temporal dynamics of 
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inhibitory control (e.g., Huster et al. 2013). The identification of an unequivocal neural 

signature of an inhibitory control process is of utmost importance. Such a marker 

would represent a more direct measure of inhibitory control capabilities than the 

SSRT, which often cannot easily be interpreted since its computation is prone to 

strategic as well as maladaptive adjustments of behavior (such as reflected in 

response slowing or go ommissions; e.g., Matzke et al., 2019; Verbruggen et al., 2019; 

Verbruggen et al., 2013). As such, it would qualify as diagnostic marker in disorders 

believed to be associated with deficient inhibition. Not least, a valid neural 

fingerprint of inhibition proper would constitute a meaningful target for 

neuromodulatory interventions aiming at the augmentation of inhibitory control 

capabilities.  

One event-related potential (ERP) that has repeatedly been suggested as a 

potential marker of inhibition is the frontocentral P300, or P3a (e.g., Enriquez-Geppert 

et al., 2010; Huster et al., 2013; Wessel & Aron, 2015). This positive potential, 

henceforth simply referred to as P3, is consistently found following stimuli that instruct 

participants not to respond to a stimulus in a context where responding is the 

prepotent tendency. At the single trial level, it corresponds to increased frontocentral 

activity in the low theta and delta frequency range with a relatively strong time-or 

phase-locking (e.g., Huster et al., 2014; Huster et al., 2017).  

A consistent finding is that the P3 is increased under conditions conceptually 

linked to high inhibitory load. Lowered stop-signal probabilities, cue-induced 

response preparation prior to stop-signal presentation, or faster average response 

times, for example, are all associated with increased P3 amplitudes (reviewed in 

Huster et al., 2013). In addition, potential impairments of inhibitory control are often 

associated with decreased P3 amplitudes, as seen with ADHD for example (e.g., 

Bekker et al., 2005; Lansbergen et al., 2007). With respect to the timing of the P3, it 

has been shown that its peak latencies in unsuccessful stop trials are quite 

unequivocally delayed relative to successful stop trials (e.g., Kok et al., 2004; 

Ramautar et al., 2004, 2006). The notion that the P3 latency rather than tis amplitude 

may be better suited to assess inhibitory control has received some support again 

recently. Wessel et al. (2015) suggested that the onset of the P3, rather than its peak 

amplitude or peak latency, may be a more specific marker of response inhibition, as 

the timing of the P3 onset coincides with the SSRT. And indeed, a positive correlation 

was found such that participants with longer SSRTs also exhibited later P3 onsets. 
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Whereas these findings altogether point to the possibility that the P3, by its 

amplitude and/or latency, may serve as a marker of response inhibition, some 

conceptual issues still need further clarification. First, experimental manipulations of 

inhibitory load may often be confounded by other cognitive factors. Decreasing the 

probability of stop trials may well make it more difficult to successfully inhibit a 

response, but it could also be argued that the relative increase in “novelty” of these 

stimuli augments their attentional capture. Secondly, the SSRT is merely an indirect 

estimate of inhibitory speed, because it is computed as a difference measure from 

go reaction times and SSDs. Isolated assessments of associations between the SSRT 

and selected neural measures may therefore be misleading, since the relevance of 

moderating or mediating third variables remains unspecified. Thirdly, muscle activity 

recorded from response effectors in successful stop trials suggest that the onset of an 

inhibitory influence can be seen at around 150 ms post stop-stimulus presentation, 

thus preceding P3 onset latencies as well as usual SSRT estimates by about 70 ms 

(Raud & Huster, 2017).  

 This study set out to investigate the applicability and validity of P3-derived 

measures as potential markers of response inhibition. We specifically focused on P3 

amplitude and latency measures and their relationship with behavioral indices of SST 

performance. However, to test the specificity of these associations and to study the 

P3 in its processing context, we also assessed associations of the N2 with behavioral 

performance measures, as well as the relationship between the N2 and the P3. Here, 

the N2 refers to a fronto-centrally maximal negative deflection occurring about 200 

ms post stimulus presentation. Just as the P3, the N2 is usually larger in stop than in go 

trials (e.g., Huster et al., 2013). The N2 is believed to be generated in the 

midcingulate cortex, and to indicate the occurrence of conflicts in information 

processing, such as response conflict or deviations from expected outcomes of 

actions (e.g., Huster et al., 2010, 2011, 2012). The first section reports a meta-analysis 

on studies that specifically tested and reported associations between P3-indices and 

the SSRT. We then tested hypotheses derived from this meta-analysis on a data set 

including EEG, electromyography (EMG), and behavioral performance measures of 

a SST. We focused on the most common quantification methods, i.e. the extraction 

of peak amplitudes, peak latencies, as well as onset latencies from standard ERPs as 

well as decomposed EEG, namely component ERPs derived by subject-specific and 

group-level independent component analysis (SS-ICA and G-ICA, respectively).  
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2. A meta-analysis of P3/N2-SSRT associations 

An systematic literature review was conducted to identify published studies that 

assessed and reported associations of P3-derived measures with the SSRT. We further 

assessed N2-SSRT associations to check for the functional specificity of the P3 in its 

processing context. Table 1 lists relevant articles alongside their ERP-parameters and 

correlations with the SSRT. Dependent measures corresponding to P3 peak or mean 

amplitude were subsumed under P3 amp; P3 peak lat refers to the quantification of 

the latency at which the P3 showed its maximum amplitude; P3 onset lat 

incorporates variables that quantify the onset of the P3. The same grouping was 

applied to N2-derived measurements. 

 

2.1. Procedure 

To generate a starting list of articles that may contain P3-SSRT correlations, several 

searches were conducted in PUBMED with varying keywords, of which the 

combination of “stop signal task” and “EEG” produced the largest and most 

encompassing list. We then reviewed every article, selecting those that reported to 

have assessed associations between P3-derived variables and SSRTs, and adding 

further articles to the list based on cross-referencing in already reviewed articles. This 

way, we identified a total of 16 articles that reported tests of P3-SSRT correlations. If 

studies reported statistically non-significant correlations without specifying the exact 

correlation coefficient, the authors were contacted, and, upon provision, the 

correlation coefficient was included in the analysis; if the non-significant effect could 

not be specified any further, n.s. was entered. For each of the variables, except for 

the N2 onset latencies, a meta-analysis of the correlations was conducted using the 

MedCalc software (www.medcalc.org, version 18.9.1). Most variables exhibited a 

significant degree of heterogeneity, and we therefore calculated the summary 

correlation coefficient under the random effects model according to DerSimonian 

and Laird (1986). 
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Article P3 amp P3 peak lat P3 onset lat N2 amp N2 peak lat N2 onset lat N Comments 

Liottie et al., 

2005 
n.s.      10/10 ADHD/HC 

Johnstone et 

al., 2007 
n.s. n.s.  n.s. n.s.  24  

Van Gaal et 

al., 2010 
0.22   0.53   15  

Anguera et 

al., 2012 
0.30 0.60  0.30 0.10  17 Older adults 

Hughes et 

al., 2012 
0.01 /-0.47 0.14/-0.35     10/13 SZ/HC 

Senderecka 

et al., 2012 
-0.51 0.29  -0.32 0.47  40 

Pooled across 

ADHD/HC 

Jones, et al., 

2013 
-0.61/0.43      16 SSD 150/SSD 150-250 

Huster et al., 

2014 
0.61      13 

Exploratory analysis; 

highest correlation 

Logemann et 

al., 2014 
-0.65   --   16 

N2 excluded (atypical 

topography) 

Wessel et 

al., 2015 
 0.3 0.6    12/10/14/26 

Pooled across four 

studies 

Senderecka 

et al., 2016 
-0.31 0.40  -0.52 0.62  33  

Wessel et 

al., 2016 
  0.36    22  

Raud et al., 

2017 
-0.42  -0.28 0.16  -0.02 30  

Dutra et al., 

2018 
  0.52    17  

Wessel et 

al., 2018 
  0.7    18  

Hoptman et 

al., 2018 
-0.41      42 Pooled across SZ/HC 

Table 1. Overview of studies that report correlations between N2-/P3-measures and the SSRT. 

 

2.2. Results 

Although the table is relatively sparsely beset, the data sufficed for meta-analytic 

assessment for all ERP-parameters but the N2 onset latency. Figure 1 depicts the 

weighted study-coefficients, the summary correlation-coefficients, as well as 

corresponding confidence intervals (CI). With respect to ERP amplitudes, neither the 

P3 nor the N2 exhibited significant summary correlations with the SSRT (P3 amp: r = -

0.21, 95%-CI = -0.44 to 0.04s, p = 0.22; N2 amp: r = -0.01, 95%-CI = -0.39 to 0.37, p = 

0.97). In contrast, the three remaining latency measures all revealed significant 

summary correlations with the SSRT (P3 peak lat: r = 0.3, 95%-CI = 0.09 to 0.49, p < 

0.008; P3 onset lat: r = 0.41, 95%-CI = 0.02 to 0.69, p < 0.04; N2 peak lat: r = 0.46, 95%-CI 
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= 0.18 to 0.66, p < 0.003).   

 

2.3. Interim Discussion 

Current evidence therefore suggests that neither N2 nor P3 amplitudes are 

consistently correlated with the SSRT. This is somewhat surprising, since a previous 

review of the EEG literature seems to suggest that conditions of increased inhibitory 

load coincide with higher P3s, a finding that usually is mirrored when comparing 

healthy controls and patient groups with potentially impaired inhibitory control.  

Latency measures, on the other hand, quite consistently show an association 

with the SSRT with overall medium effect sizes. Both the P3 peak latency as well as 

the P3 onset latency are in sum positively correlated with SSRTs, such that earlier P3s 

coincide with shorter SSRTs. This effect would generally be in accordance with the 

notion that the latency of the P3 may serve as indicator of inhibitory control 

capabilities (e.g., Wessel & Aron, 2015). However, this effect is not specific for the P3, 

since the N2 peak latency shows the same association. For now though, it is unclear 

whether this is the case for the N2 onset as well (only a single study assessed this 

association and provided a null finding).  

Altogether, this opens the possibility that neither N2 nor P3 latencies serve as 

specific indicators of the temporal dynamics of inhibition proper, but that these 

associations may rather be driven by the timing of earlier processing stages (e.g., 

sensory processing) or by general capacity limitations for higher order cognitive 

processing.  

 Since only relatively few studies report relevant correlations, we were unable 

to assess the relevance of potential moderator variables. Amplitude measures, for 

example, can be derived in different ways, e.g. by extracting the peak amplitude or 

by computing the mean amplitude over larger time frames. The same holds true for 

latency measures; the P3 onset latency, for example, has been quantified based on 

the earliest significant difference between go and stop trials in some studies, whereas 

others may choose to compute it as the time point by which a certain percentage 

of the peak amplitude is reached. Also, whereas the majority of studies focusing on 

the electrophysiology of stopping relies on parameters directly derived from scalp 

EEG, more recent studies often apply data decomposition techniques to better 

isolate the latent processes underlying specific EEG components, e.g. via principal or 

independent component analysis (PCA and ICA, respectively).  
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We hope that future studies more regularly assess and report associations of 

various EEG-derived and behavioral performance measures, so that more 

sophisticated meta-analyses can be conducted that include the assessment of the 

effects of potential moderator variables as those mentioned above. Such brain-

behavior associations are worth to be assessed and reported, even though it might 

be in a less specific, or broader and more exploratory manner, as to build a good 

foundation for summary assessments such as the meta-analyses conducted here. 

With this in mind, we now proceed to the empirical assessment of ERP-behavior 

associations.  

Figure 1. Results of the meta-analysis of correlations between N2-/P3-measures and the SSRT. 
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3. A comparative analysis of brain-behavior correlations of stopping 

In accordance with our meta-analysis, we now set out to further assess the 

association of EEG-derived variables and behavioral performance measures as 

observed in the SST. We will do so predominantly using exploratory analyses. 

Nonetheless, based on our previous meta-analytic results we can formulate the 

following expectations: 1) P3 and N2 latency (but not amplitude) measures correlate 

with the SSRT; 2) since both ERPs show these latency-SSRT associations, suggesting 

that earlier processing stages may drive these effects, we expect N2 and P3 

latencies to be correlated.  

To guide our exploratory interpretation of the correlation coefficients we will 

focus on correlations of |0.2| and above for two reasons: 1) it follows our 

expectations of the medium effect sizes and their corresponding variation across 

studies found in the meta-analyses; 2) it compensates for a potential publication bias 

that is known to cause an overestimation of actual effect sizes. In contrast to the 

previous analysis, we now will assess the overall structure of associations between ERP 

and behavioral variables. This is necessary, since the SSRT is a difference measure 

(derived from the go-RT and SSD), and up to now there is no data that would clarify 

how the N2/P3 relate to go-RT or stopping accuracy.  

We therefore extracted peak amplitudes, peak latencies, and onset latencies 

from EEG. P3 onset latencies were computed in two different ways: 1) the half-

amplitude onset latency (1/2 amp. latency), i.e. the earliest time point at which an 

ERPs amplitude exceeds half of its peak amplitude when moving backwards in time 

starting at the peak; 2) the differential onset latency (diff. onset latency), i.e., the 

earliest time point at which go- and stop-trial activity, matched for motor 

preparation, differs significantly from each other (Wessel & Aron, 2015). Onset 

latencies were estimated for the P3 only, a) because of high-single trial variability in 

case of the N2, and b) to follow the analytic pattern set up with the meta-analyses. 

We furthermore extracted and compared dependent variables using different 

data decomposition techniques based on ICA, namely subject-specific (SS-ICA) and 

group independent component analysis (G-ICA).Whereas there is no direct 

indication to believe that standard ERPs and ICA-based ERPs would differ 

dramatically in this specific context (the stop signal task), this notion has not directly 

been tested yet. These comparative analyses will give us an indication whether 
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findings generalize regardless of major differences in EEG processing. Please refer to 

Figure 2 for a depiction of EEG and component time-courses, and to Table 2 for an 

overview of dependent variables.  

 

3.1. Participants 

Thirty-seven right-handed participants between the age of 19 and 35 years took part 

in the study. None reported a history of psychiatric or neurological disorders; all had 

normal or corrected-to-normal vision. Data from four participants was discarded due 

to low performance on stop signal task. The final sample consisted of 33 participants 

(18 female, 15 male; mean age = 26.6 years). All participants gave written informed 

consent prior to study participation. The study protocol was approved by the 

institutional review board of the Department of Psychology at the University of Oslo, 

and followed ethical standards according to the Declaration of Helsinki. 

 

3.2. Task 

All participants performed both a GNGT and a SST in a single session, of which here 

only the SST is of relevance. Task order was counterbalanced across subjects. The SST 

lasted for about 30 minutes. Task presentation was controlled via E-prime 2.0. 

Go-stimuli were green arrows that pointed either to the left or to the right 

(arrowheads of size 3cm x 3.5 cm). Stop stimuli were blue arrows of the same size as 

the go stimuli. The participants were seated at a viewing distance of approximately 

80 cm from the screen. All stimuli were presented at the center of the screen. If none 

of the target stimuli was presented, a fixation cross was presented instead at the 

same location.  

Participants were instructed to respond as quickly as possible via a button 

press with the thumb of the hand corresponding to the direction of the go-stimulus. In 

stop trials, the stop-stimulus appeared after the go-stimulus with a short delay (the 

stop-signal delay; SSD), instructing the participant to suppress their already initiated 

response. Stimuli were presented for 100 ms and the SSD adapted according to a 

tracking procedure aiming at a stopping accuracy of 50%. After successful stop-

trials, the SSD was increased by 50 ms, whereas it was decreased by the same time 

after unsuccessful stop trials. The minimum and maximum SSD were set to 100 and 

800 ms, respectively.  The SSD tracking was done separately for the left and right 

hand. The inter-trial interval was randomly varied between1500-2500 ms.  
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The task consisted of 800 trials, of which 600 were go trials and 200 stop trials, 

with an equal number of left- and right-hand trials. Blocks of 80 trials were followed 

by a feedback that instructed participants to respond faster if the average go 

reaction time of the preceding block exceeded 500 ms. Instantaneous feedback 

(“Too slow!”) was given after a go omission or if the reaction time exceeded 100 ms. 

Prior to the SST, participants completed a short training session of 20 trials. It was 

stressed that it was not possible to be correct all the time and that it was important to 

be both fast and accurate. 

 

3.3. Data Acquisition 

EEG and EMG were recorded using a Neuroscan SynAmps2 amplifier with a sampling 

rate of 2500 Hz, an online high-pass filter at 0.15 Hz, and an online low-pass filter at 

1000 Hz. EEG was measured from 64 passive AG/Ag-Cl electrodes placed in 

accordance with the extended 10-20 system with two additional horizontal EOG 

channels placed beside the left and the right eye. All EEG electrodes were 

referenced online against a nose-tip electrode. Impedances were kept under 5 

kOhm. For the EMG, the same type of Ag/Ag-Cl electrodes were used in bipolar 

recording schemes with placements above the abductor pollicis brevis. The ground 

electrode was placed on the left arm. The participants’ arms were supported using 

pillows to reduce spurious baseline muscle tension. 

 

3.4. Analyses 

Go trial reaction times, stopping accuracies, unsuccessful stop trial reaction times, as 

well as the SSRT were computed. The SSRTs were estimated separately for left and 

right hand responses using the integration method, i.e. by subtracting the mean SSD 

from the go-reaction time distribution percentile corresponding to the probability of 

unsuccessful stopping. All behavioral measures will be reported after averaging 

across both hands.  

 Another “behavioral” index of stopping, the partial response EMG (prEMG) 

activity in successful stop trials, was derived from the EMG recordings. EMG channels 

were filtered between 10-200 Hz, resampled to 500 Hz, and segmented relative to the 

stop stimulus. Trials with amplifier saturation were discarded from the analysis. After 

computing the root mean square for each time point, a moving average with a 

window width of 11 data points was applied. The time-series of each trial was then 
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transformed through division by the trial-specific average of pre-go activity from -200 

to 0 ms. The single-trial data were then z-scored across all trials and time-points, 

separately for each hand. New data segments were then extracted from -600 to 

1000 ms relative to stop-stimulus in successful stop trials, and these trials were then 

baseline-corrected by subtracting the average trial-specific baseline from -600 to -

400 ms from the whole time-series. This procedure was established to correct for 

differences basic muscle tension. An automatic algorithm was used to detect EMG 

bursts, defined as z-scored and baseline corrected activity that exceeded the 

threshold of 1.2. Then, the prEMG peak latency was calculated for the average of all 

successful stop trials. 

 

EEG channels were filtered between 0.1 and 80 Hz, resampled to 500 Hz, and re-

referenced to the common average reference computed over all EEG channels. 

Infomax independent component analysis (ICA) was run on the data using the 

routines provided in EEGLAB, and components capturing eye or muscle artifacts 

were identified and rejected manually. Data were then subjected to another low-

pass filter at 40 Hz, and epochs from -200 to 800ms relative to the go- and stop-

stimulus were extracted for valid go-, as well as successful and unsuccessful stop-

trials, respectively. A baseline-correction was computed using the -200 to 0ms interval 

and subtracting the baseline average from the whole time series of a trial. An 

automatic artefact rejection algorithm was run as implemented in EEGLAB’s 

pop_autorej-function, and the remaining epochs were visually inspected for residual 

artifacts to correct those manually.  

To identify the P3-component based on subject-specific ICA (SS-ICA), an ICA 

was run on the cleaned data with the number of extracted components equal to 

the number of EEG electrodes minus the number of components rejected during 

artifact correction for a given data set. The resulting components were then 

inspected and the component capturing the P300 (based on topography and time 

course) was selected for further processing.  

To compute a group independent component analysis (G-ICA), 100 go- as 

well as 60 successful and 40 unsuccessful stop-trials were randomly selected from 

each data set (with equal contribution of left- and right-hand trials). These numbers 

were based on the minimum amount of trials available across data sets, while still 

allowing for the calculation of reliable ERPs, since the organization of G-ICA relies on 
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the concatenation of equally-sized and structured data sets. G-ICA concurrently 

estimates a component structure representative for the whole group of data sets by 

combining subject-specific and group-level principal component analysis (PCA) with 

a group-level ICA (for details, please refer to Eichele et al., 2011; or Huster et al., 2015, 

2018). Here, we extracted a total of 8 components, since the first-level PCA indicated 

that 8 components explained about 90% variance in each of the single-subject data 

sets. We then identified the group-component that captured the P300 (based on the 

component time course and topography). This component was reconstructed for 

each single data set by extracting the subject-specific demixing matrix and applying 

it to the single-trial EEG data of each subject, thereby reconstructing all available go- 

and stop-trials at the component level (a more detailed description as well as 

example code can be found in Huster et al., 2018).  

Event-related potentials were computed for correct go-, as well as successful 

and unsuccessful stop trials for i) the normal EEG data, ii) the subject-specific P3-

components extracted using SS-ICA, and iii) the P3-components reconstructed for 

each subject using G-ICA. Thus, these ERPs differed in their preprocessing, but 

otherwise contained the exact same trials. We extracted the N2 peak amplitude and 

peak latency, as well as the P3 peak amplitude, peak latency, ½-amplitude onset 

latency, as well as the differential onset latency. The basic time windows were 

defined as 150-300ms, and 225-420ms for the N2 and P3 measures, respectively. The 

N2/P3 were defined as the most negative/positive value within respective time 

windows. The peak amplitude was calculated as the mean amplitude at peak +/- 5 

data points, and the peak latency simply as the latency of the local 

minimum/maximum relative to stop-stimulus onset. The P3 ½-amplitude onset was 

computed as the time point at which the amplitude first reached a value smaller 

than peak amplitude when tracing amplitudes backward in time starting at peak. To 

compute the P3 diff. onset latency, go- and stop trials of the same SSD were 

matched to control for the influence of motor preparation, and then permutation 

based statistics were used to determine the earliest time point at which go- and stop-

trial activity differed significantly from each other (for details please refer to Wessel & 

Aron, 2015). Single-trial N2 and P3 amplitudes were computed by extracting for each 

trial the mean amplitude of a 100ms time window centered around each individual’s 

N2 or P3 peak latency.  
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Correlation coefficients were computed as standard bivariate product moment 

correlations. The correlations between the dependent variables were then visualized 

by means of graph construction. First, simple graphs were computed for each of the 

data processing methods by setting a specific threshold for the correlations. 

Correlations exceeding this threshold (as |r|) contributed edges to the graph, 

whereas the behavioral or EEG variables constituted the nodes. We then integrated 

the structures of the graphs derived for each of the three methods by computing a 

multigraph that thus could contain up to three edges between each pair of nodes. 

At last, a simple graph was computed by removing the redundant edges of the 

multigraph. This procedure was repeated with four different thresholds (r = 0.2, 0.3, 

0.4, and 0.5) to highlight the graph structure and its change based on effect size.  

 

 

Figure 2. Depiction of the ERPs derived from normal EEG analysis, after subject-specific ICA, as well as 

group-ICA.  

 

3.5. Results 

3.5.1. Behavioral data 

Overall, behavioral performance measures were within the normal range of what 

would be expected of a plain visual stop signal task with an average goRT of 605 ms, 

an SSRT of 189 ms, and a stopping accuracy of 52%. RTs for unsuccessful stop trials 

(531 ms) were significantly shorter than normal goRTs (t32 = -22.05, p < 0.001); this was 

also the case for every single participant. The behavioral performance measures also 

exhibited substantial inter-correlations, which are listed in Table 2 together with other 

descriptive statistics.  
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 Table 2. Descriptive statistics of the dependent measures (means and standard deviations). P3 

amplitudes are reported in µV for EEG as computed at electrode Cz. SS-ICA amplitudes for the N2/P3 

are not reported because subject-specific ICAs are scaled independently for each subject, and thus 

not directly comparable. G-ICA amplitudes reflect arbitrary units with common scaling. Latencies are 

given in ms. The stopping accuracy details the percentage of successful stop trials. ACC = stopping 

accuracy; EMG = stopping EMG latency.  

 

3.5.2. EEG and decomposed ERPs 

Figure 2 depicts the ERP and component time-courses and topographies reflecting 

the N2 and P3. The depicted N2/P3-complex is most pronounced at fronto-central 

areas of the scalp. Relative to the EEG-ERPs, both ICA procedures seem to dissociate 

the N2/P3-complex from other EEG phenomena. This can, for example, be seen with 

the N2, which shows some spatio-temporal overlap with activity over occipital areas, 

or with the slight drift in the baseline EEG of stop trials. This dissociation of different 

sources is also reflected in nominally higher mean SNRs for the ICA-procedures as 

compared to standard EEG processing (EEG: 15.13; SS-ICA: 19.83; G-ICA: 20.21).  

 It was also tested whether the latencies and amplitudes of the N2 and P3 

differed between successful and unsuccessful stop trials, because, at least for the P3, 

this is commonly reported in the literature. Indeed, P3 peak amplitudes were larger 

for unsuccessful stop trials with all three analysis methods (EEG: t32 = -3.34, p < 0.01; SS-

ICA: t32 = -3.89, p < 0.001; G-ICA: t32 = -4.34, p < 0.001), and P3 peak latencies were 

significantly later (EEG: t32 = -6.98, p < 0.001; SS-ICA: t32 = -4.35, p < 0.001; G-ICA: t32 = 

-3.78, p < 0.001). N2 amplitudes were significantly larger (more negative) with EEG (t32 
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= 3.41, p < 0.01), but not with SS-ICA (t32 = 1.14, p = 0.26) or G-ICA (t32 = 1.58, p = 0.12). 

N2 peak latencies were also delayed in unsuccessful relative to successful stop trials 

(EEG: t32 = -3.2, p < 0.01; SS-ICA: t32 = -4.05, p < 0.001; G-ICA: t32 = -3.25, p < 0.01).  

 

3.5.3. P3/N2-SSRT associations 

The data indicated that both N2 and P3 latencies are associated with the SSRT. 

Please refer to Table 3 for the exact correlation coefficients. P3 peak and onset 

latencies obtained from EEG and ICA-decompositions overall showed medium-sized 

correlations with the SSRT in the expected direction, such that later P3 peaks were 

associated with longer SSRTs. The same pattern emerged for the N2 peak latency 

(except for the G-ICA-based latency measure), with shorter latencies corresponding 

to shorter SSRTs. 

P3 amplitudes did not correlate highly with the SSRT; EEG-derived N2 

amplitudes exhibited a small-to-medium negative correlation though: larger (i.e., 

more negative) ERPs were associated with longer SSRTs. 

 N2 and P3 peak latencies exhibited relevant positive correlations with each 

other with r = 0.39 for EEG, r = 0.55 for SS-ICA, and r = 0.26 for G-ICA. Similarly, N2 and 

P3 amplitudes were negatively correlated when extracted via SS-ICA (r = -0.49) and 

G-ICA (r = -0.63), such that more negative going N2s co-occurred with larger P3s. For 

EEG-derived amplitude measures, the correlation was found to be r = 0.02 only. 

 

 

Table 3. Correlation coefficients between the ERP-derived latency and amplitude measures and the 

SSRT.  

 

3.5.4. Exploratory P3/N2-behavior correlations 

We conducted further exploratory correlational analyses between the ERP-derived 

amplitude and latency measures on the one hand, and goRT, stopping accuracy, 
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and residual EMG activity in successful stop trials on the other hand. Most studies 

assess or report correlations rather selectively, usually focusing on the SSRT. However, 

since the SSRT is a difference measure derived from goRTs and SSDs, it is important to 

also inspect the overall correlation structure. Table 4 lists the correlation coefficients.   

Overall, these exploratory analyses indicated that P3 amplitudes and P3 onset 

latencies are related to both the average goRT and stopping accuracy. Larger P3 

amplitudes and earlier onset latencies co-occurred with longer goRTs and higher 

stopping accuracy. These effects were, however, less pronounced with the ICA-

based ½-amplitude latency measures.  

Similar effects were found for the N2. The N2 peak latency was associated 

with goRTs and stopping accuracies, at least when extracted via EEG or SS-ICA, and 

N2 amplitudes derived via G-ICA correlated negatively with goRTs. As with the P3, 

earlier N2 latencies and larger N2 amplitudes (i.e., more negative) were associated 

with longer goRTs and higher stopping accuracies. 

With respect to the peak latency of the prEMG activity in successful stop trials, 

N2 and P3 latency measures largely exhibited positive correlations. Thus, later peak 

latencies of residual EMG activity in successful stop trials were associated with later 

N2 and P3 latencies.  
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Table 4. Exploratory correlations of ERP-derived measures with goRT, stopping accuracy, and stopping 

EMG. Correlations larger than 0.3 were considered relevant and highlighted in bold/italic. 

 

3.5.5. Graph estimation and visualization 

Simple graphs were computed to assess the structure of the decencies between the 

behavioral and EEG-derived variables across the different data processing methods. 

Specifically, we first integrated the correlational structures of each of the three 

methods by computing a multigraph based on a specified threshold. Correlations 

exceeding this threshold (as |r|) contributed edges to the graph, whereas the 

behavioral or EEG variables constituted the nodes. From these multigraphs (i.e., up to 

three edges between two nodes were possible), a simple graph was computed by 

removing redundant edges. This procedure was repeated with four different 

thresholds (r = 0.2, 0.3, 0.4, and 0.5) to highlight the graph structure and its change 
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based on effect size. Figure 3 depicts the resulting graphs. Although it could be 

expected that the variables show clusters according to their modality (behavior vs. 

EEG), it is interesting to note that the EEG-derived variables further break up into two 

clusters with medium to high correlations coefficients, namely those quantifying 

amplitudes and those specifying latencies. It further seems that these clusters show 

differential associations with behavioral markers. Whereas the amplitude measures 

(especially P3amp) are predominantly associated with reaction time measures (faRT, 

goRT), the EEG-latency measures (especially N2 and P3 peak latencies) exhibit 

stronger associations with the prEMG latency, the stopping accuracies, as well as the 

goRT. Overall, associations with the SSRT are weaker than those aforementioned, 

suggesting that correlations between EEG-derived variables and the SSRT may be 

mediated through other behavioral variables.   

 

 

Figure 3. Simple graphs based on the integration of the correlational dependencies derived for EEG, SS-

ICA, and G-ICA. Four graphs were established based on the thresholds depicted specified in the figure. 

Colored clouds visually group the dependent variables: blue – behavioral variables, red – EEG 

amplitudes, green – EEG latencies. Greed edges denote positive, red edges negative correlations.  

 

4. Discussion 

Both the meta-analytic as well as the empirical data replicate the previously 

reported associations between P3 latency and the SSRT with small to medium effect 
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sizes. However, the overall pattern of correlations suggests that the P3-SSRT 

correlation is not specific, neither with respect to its underlying EEG phenomenon, 

the P3 as compared to other ERPs, nor regarding its association with the stopping 

latency measured.  

 The meta-analysis conducted here supports the notion that P3 latency 

measures show associations with the SSRT. However, it also suggests that the same 

holds true for the N2 peak latency. Neither P3 nor N2 amplitude measures exhibit 

such associations though, suggesting a certain degree of differential functional 

specificity of the latency and the amplitude measures. The systematic literature 

review and the meta-analysis also point to some relevant and serious problems. First, 

only a small fraction of studies reports to have assessed ERP-SSRT associations, and of 

those not all report the actual correlation coefficient if statistical testing did not 

indicate significance. This, and the fact that publication bias probably is prevalent 

also in the neuroscience literature, suggests that the actual effect size might be 

smaller than estimated here. Second, the sample sizes of these studies were rather 

small relative to the observed effects (average N of 22.4 participants). That implies 

that, even before correcting for potential publication bias, most studies were 

underpowered: with r = 0.3, α = 0.5, n = 23, and one sided testing, we arrive at a 

power below 50%. Third, there seems to be a marked tendency for selective testing 

and/or reporting of effects. Even those studies that specifically aimed at the 

assessment of brain-behavior associations usually did so by merely testing the effect 

of interest (e.g., the association of P3 latency and SSRT). Whereas this procedure is 

commendable in its goal to minimize false positive findings, it comes at the risk of 

missing potential mediator or moderator variables. After all, the SSRT is a difference 

measure computed from go-RTs and SSDs.  

 The empirical analysis of associations of N2 and P3 latency and amplitude 

measures with behavioral parameters further supports the notion that the P3-SSRT 

association is less specific than thought. Not only is this association not specific to the 

P3 onset estimated via an SSD-matching of go and stop trials (e.g., Wessel et al., 

2015), but it can similarly be found for the P3 ½-amplitude onset latency as well as 

the peak latency; even the association with the N2-peak latency is of similar size. 

More importantly perhaps, it is also not specific to the SSRT, but associations of the 

ERP latency measures are at least of similar size for the goRT, stopping accuracy and 

residual EMG. The graph visualization highlights the overall constellation of 
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associations, and the somewhat isolated positioning of the SSRT in the graphs for 

higher effect sizes seem to suggest that its associations with EEG-derived measures 

may indeed rather be mediated via other behavioral parameters. The constellation 

of correlations observed here is compatible with the notion that these ERP-SSRT 

associations may be driven by individual differences in the speed-accuracy trade-off 

(SAT). The positive correlations of ERP-latency measures with the SSRT are flanked by 

(generally higher) negative correlations with the goRT and stopping accuracy. This 

correlational pattern can be expected given that the behavioral measures are 

clearly indicative of SAT differences across subjects, with high correlations indicating 

that subjects exhibiting high stopping accuracy show longer response times and 

shorter SSRTs. This observation is perfectly in line with experimental evidence showing 

that also within subjects, the SSRT is lower when experimental conditions motivate 

correct stopping, and is higher when fast responding is stressed instead (e.g., Leotti & 

Wager, 2010; Greenhouse and Wessel, 2013). However, if this is indeed the case, and 

whether further information is hidden in the graph structure (e.g., a differential 

association of ERP-amplitude and latency measures with response times in 

unsuccessful stop trials and go trials, respectively) needs further investigation.  

 Even if we were to accept a certain degree of specificity of P3-latency/SSRT 

associations, other conceptual problems still remain. Correlations of small to medium 

size leave the much bigger part of the variation unexplained; with correlations of 

about 0.3, we achieve variance explanation of less than 10 percent. This seems 

insufficient to consider P3 latency measures reliable markers of the inhibition latency, 

or the P3 a “motor inhibition component” (e.g., Dutra et al., 2018). Thus, for both 

empirical and conceptual reasons, it currently seems ill-posed to consider the P3 or 

its latency a reliable and valid marker for the timing of inhibition. 

 Given that many of the associations we find between the P3-derived and 

behavioral measures also seem to be existent with N2-derived measures, what can 

we say about the functional specificity of the N2 and P3? Whereas there is sufficient 

evidence to link the N2 to conflict monitoring or prediction errors, the cognitive 

process(es) associated with the P3 have been proven to be more evasive (Huster et 

al., 2013). The P3 has been proposed to reflect many different processes, including 

inhibition, context updating, novelty processing and attentional orienting, but a 

definitive functional interpretation has yet to come. Even less is known about the 

interplay and functional dependence of the N2 and P3. We found that the N2 and 
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P3 were correlated across subjects such that larger (more negative) and later N2s 

were associated with stronger and later P3s. On the other hand, we also found 

differential amplitude changes in unsuccessful relative to successful stop trials. 

Whereas the latencies for both potentials were later for unsuccessful stopping, P3 

amplitudes were enlarged for these potentials but N2 amplitudes (after 

decomposition) were unchanged. Two aspects deserve consideration here. First, 

smaller P3 amplitudes for unsuccessful compared to successful stop trials have been 

reported in previous studies (e.g., Greenhouse & Wessel, 2013) and this effect has 

been one argument to link the P3 to inhibition (with putatively lowered inhibition 

being associated with stopping failures). However, the results reported here are not 

unique, because lower P3 amplitudes for successful stops had also been reported 

earlier, yet seem to have received less attention. Kok et al., (2004), for example, 

found larger P3s in unsuccessful stop trials, and further reported that the differential 

association of successful and unsuccessful stop trials with shorter and longer SSDs, 

respectively, can confound potential P3 amplitude differences between these trial 

types. Secondly, we found this differential modulation for the P3, but not the N2, 

further supporting functional specificity of these ERPs even when extracted from the 

same independent component. In sum, to date it is unclear how the underlying 

neural and cognitive mechanisms associated with the N2 and P3 interact to shape 

behavioral performance, and potentially response inhibition.  

 Lastly, it seems noteworthy that the patterns of associations between neural 

and behavioral markers were very similar, regardless of whether amplitudes and 

latency measures were derived directly from the EEG, or from data decomposed via 

subject-specific our group-level ICA. For the P3-derived measures, relevant 

associations were of similar size and direction across methods. However, this does not 

mean that the correspondence is perfect and that these methods can be used 

interchangeably. This is attested by the higher SNRs of potentials obtained from ICA-

procedures, driven by ICA’s well-documented capability to dissociate spatio-

temporally overlapping processes. The comparison of component strengths for a 

specific condition across subjects using SS-ICA is not directly feasible, because of the 

independent scaling of component time-courses and weights. G-ICA minimizes this 

problem and thus enables the analysis of component amplitudes across subjects; yet 

G-ICA has been shown to suffer from decreased sensitivity to source patterns with 

rather weak time-locking (Huster et al., 2015). The fact that correlations with N2 
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latencies seemed to be consistently lower with G-ICA compared to the other two 

procedures may be driven by somewhat poorer phase-locking of the theta-activity 

that underlies the N2 (e.g., Cohen & Donner, 2013). Thus, whereas the general 

pattern holds across procedures, additional aspects need to be considered to arrive 

at an optimal decision regarding the method of choice: when interested in group-

comparisons or analyses across subjects, G-ICA seems better suited than SS-ICA, 

which again might be a better choice for the optimal reconstruction of an 

individual’s component structure including activity patterns with poor time-locking; 

standard EEG analyses seem to be the compromise, as they are limited with respect 

to signal quality, especially when single-trial data are of interest.  

 

4.1. Conclusion 

The P3 has regularly been implicated in inhibition, not least based on reports that 

especially its onset latency correlates with the SSRT. Through meta-analyses and 

empirical data we found this correlation to be replicable, yet also unspecific. Similar 

correlations can be found for the P3 as well as the N2 peak latency. Even more, 

correlations of the same ERP indices were higher for other behavioral indices such as 

the go reaction time and stopping accuracy. It therefore remains to be seen 

whether the reported associations between the P3 and the SSRT may indeed reflect 

genuine inhibitory control, or whether they rather result from more general 

behaviorally adaptive patterns such as speed-accuracy trade-offs.  
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