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Sensory cortices display a suite of ubiquitous dynamical features, such as ongoing noise vari-
ability, transient overshoots, and oscillations, that have so far escaped a common, principled
theoretical account. We developed a unifying model for these phenomena by training a re-
current excitatory–inhibitory neural circuit model of a visual cortical hypercolumn to perform
sampling-based probabilistic inference. The optimized network displayed several key biologi-
cal properties, including divisive normalization, as well as stimulus-modulated noise variability,
inhibition-dominated transients at stimulus onset, and strong gamma oscillations. These dy-
namical features had distinct functional roles in speeding up inferences and made predictions
that we confirmed in novel analyses of awake monkey recordings. Our results suggest that the
basic motifs of cortical dynamics emerge as a consequence of the efficient implementation of
the same computational function—fast sampling-based inference—and predict further proper-
ties of these motifs that can be tested in future experiments.

The dynamics of sensory cortices exhibit a set of
features that appear ubiquitously across species
and experimental conditions. Responses vary
over time and across trials even when the same
static stimulus is presented1, and these intrin-
sic variations have both systematic and seem-
ingly random components (so-called noise vari-
ability). The most prominent systematic patterns
of neural activity are strong, inhibition-dominated
transients at stimulus onset2 (or, equivalently,
strong adaptation following stimulus onset), and
stimulus-dependent population oscillations in the
gamma band (20–80 Hz)3,4. The extent and
pattern of noise variability is also stimulus-
dependent: variability is quenched at stimulus on-
set1, decreasing gradually with stimulus contrast
in the primary visual cortex (V1)5,6, and is fur-
ther modulated by the content of the stimulus, e.g.
the orientation or direction of drifting gratings for
cells in V1 or in the middle temporal visual area
(MT)7,8.

While the mechanisms giving rise to these dy-
namical phenomena are increasingly well under-
stood8–10, their functional significance remains
largely unknown and controversial, with several
candidate functional roles having been proposed
for each of them. For example, cortical gamma
oscillations have been suggested to be a sub-
strate for binding different sources of informa-
tion about a feature (known as binding by syn-
chrony)11,12, to mediate information routing (com-
munication by synchrony)13, or to enable a tem-

poral code of spikes relative to the oscillation
phase14. Additionally, transient overshoots have
been proposed to carry novelty or prediction er-
ror signals15. Noise variability, when consid-
ered to have any function at all rather than being
mere nuisance16, has been argued to bear sig-
natures of specific probabilistic computations in
the cortex6,17,18. However, it is unclear whether
these explanations can be reconciled, as each
of them only accounts for select aspects of the
data, and has been challenged by alternative ac-
counts3,19–21.

Here, we present a unifying model in which all of
these dynamical phenomena emerge as a con-
sequence of the efficient implementation of the
same computational function: probabilistic infer-
ence. Probabilistic inference provides a princi-
pled solution for the fundamental requirement of
perception to continually fuse partial and noisy in-
formation from multiple sources (including multi-
ple sensory cues, modalities, and forms of mem-
ory)22,23. Formally, the result of this fusion is a
posterior distribution. The posterior distribution
expresses the probability that relevant features in
the environment that are not directly accessible
to the brain (e.g. the three-dimensional shapes
of objects) may take any particular configura-
tion given information that is directly available to
our senses (e.g. photons absorbed in the retina).
Behavioral evidence in several domains, includ-
ing near-optimal performance in multi-sensory in-
tegration, decision making, motor control, and
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learning suggests that the brain represents poste-
rior distributions at least approximately24. There
have also been several proposals for how the
neural responses of sensory cortical populations
may implement these probabilistic representa-
tions6,17,25. While these models successfully ex-
plained important aspects of stationary response
distributions (e.g. tuning curves, Fano factors,
noise correlations), they have so far fallen short of
accounting for the rich intrinsic dynamics of sen-
sory cortical areas.

To bring together dynamics (cortical-like activity
patterns) and function (representing posterior dis-
tributions) in a principled manner, we optimized a
biologically constrained recurrent neural network
for performing probabilistic inference. In partic-
ular, the biological constraints included a sepa-
ration of excitatory and inhibitory cells, and non-
saturating firing rates in the physiological regime.
On each trial, the network received a different vi-
sual stimulus as input, and it was required to per-
form inference by representing in its responses
the posterior distribution that would be inferred
for the same stimulus by a Bayesian ideal ob-
server. Specifically, network dynamics had to pro-
duce activities which represented statistical sam-
ples from the posterior distribution. Importantly,
this required the network to modulate not only the
mean but also the variability of its responses in
a stimulus-dependent manner. Such a sampling-
based probabilistic representation of uncertainty
has been shown to account for stimulus- and
task-dependent aspects of stationary variability in
V16,26,27, thus offering a promising computational
target for a network used to study the temporal
dynamics of V1 responses.

The optimized neural circuit exhibited a number
of appealing computational and dynamical fea-
tures. Computationally, after training on a re-
duced stimulus set, the network exhibited strong
forms of generalization by producing near-optimal
response distributions to novel inputs which re-
quired qualitatively different responses. Further-
more, the network discovered out-of-equilibrium
dynamics, a strategy currently employed by mod-
ern machine learning algorithms to produce
samples that become statistically independent
on short timescales28. Biologically, the circuit
achieved divisive normalization of its outputs and
displayed marked transients at stimulus onset,
as well as strong gamma oscillations. Both the
magnitude of transients and the frequency of
gamma oscillations scaled with stimulus contrast.
Crucially, these dynamical phenomena did not
emerge in a control network trained to match pos-
terior mean responses only, without a need to
modulate the variability of its responses. Indeed,

further analyses of transients and oscillations in
the optimized network revealed distinct functional
roles for them. Our results also allowed us to pre-
dict novel properties of cortical dynamics. For ex-
ample, we predicted that onset transients should
be tuned to stimuli, which we confirmed by per-
forming novel analyses of published V1 record-
ings in the awake monkey29. In addition, our
model also made specific predictions about the
stimulus tuning of excitatory–inhibitory lags and
the distribution of gamma power across the dif-
ferent modes of network dynamics. Both can be
readily tested in future experiments.

In summary, we constructed the first biologically
constrained recurrent neural network performing
sampling-based probabilistic inference that ex-
plained a plethora of electrophysiological obser-
vations in sensory cortices. Our model thus pro-
vides a unifying theoretical account of the basic
motifs of sensory cortical dynamics.

Results

Optimizing a recurrent neural circuit for prob-
abilistic inference

To study neural circuit dynamics implementing
probabilistic inference, we used a novel combina-
tion of two well-established, though hitherto unre-
lated computational approaches: Bayesian ideal
observers and the training of recurrent neural net-
works. First, we used a Bayesian ideal observer
model to specify the computational goal of per-
ceptual inference in a simplified visual task. Per-
forming inference requires an internal model that
encapsulates one’s assumptions about how the
inputs to be processed have been generated by
the environment. For this, we adopted the Gaus-
sian scale mixture (GSM) model (Fig. 1a, On-
line Methods), a generative model that has been
shown to capture the statistics of natural image
patches30. Conversely, inference under the GSM
model has been shown to account for behav-
ioral and neural data (for stationary responses)
in visual perception6,31,32. The GSM model as-
sumes that an image patch is generated as a lin-
ear combination of oriented Gabor filter-like vi-
sual features (“projective fields”), each present
with a different intensity (the latent variables of
the model). The image patch is further scaled
by a single global “contrast” variable. Follow-
ing previous approaches to studying V1 dynam-
ics8,33,34, we focused on modelling a single hy-
percolumn. Therefore, we chose the projective
fields of the GSM latent variables to only differ in
their orientation so that they formed a ring topol-
ogy (Fig. 1a, Fig. S1a). The ideal observer was
obtained by a Bayesian inversion of this model
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Fig. 1 | The statistical generative model, and the corresponding neural circuit implementing sampling-based probabilis-
tic inference. a, Sketch of the Gaussian scale mixture (GSM) generative model. An image patch is constructed as a linear
combination of a fixed set of localized, oriented, Gabor filter-like features (projective fields, differing only in their orientations,
uniformly spread between −90◦ and 90◦), with stimulus-specific feature intensities (latent variables) drawn from a multivariate
Gaussian distribution. The resulting image patch is scaled by a global contrast variable and corrupted by noise (not shown).
(Stimulus shown is for illustration only: the GSM model employed here was not sufficiently complex to generate photorealistic
images. For a sample of generated image patches see Fig. 3c and Fig. S1c.) b, 2-dimensional projection of the posterior distri-
bution over latent variables given a visual stimulus, computed by the Bayesian ideal observer under the generative model. c, An
excitatory–inhibitory (E–I) neural network receiving an image patch as an input, filtered by feed-forward receptive fields identical
to the projective fields of the generative model in a. The activity of each E cell represents the value of one latent variable in
the generative model. As an illustration of the ring topology of the network, the outgoing connections of one E-I cell pair are
shown (connection strength is indicated by line width and “synapse” size, see details in text). d, Responses of the two E cells
corresponding to the latent variables shown in b. The response trajectory samples from the corresponding posterior distribution
over time given the same stimulus.

(Online Methods). Thus, for every image patch
taken as sensory input, the ideal observer yielded
a high-dimensional posterior distribution quantify-
ing the probability that any particular joint combi-
nation of intensities for the Gabor-like projective
fields may have generated the input (Fig. 1b).

Second, to model cortical circuit dynamics, we
used a canonical, rate-based stochastic recur-
rent neural network model, the stochastic variant
of the stabilized supralinear network (SSN)8,35,36

(Online Methods). The network was constrained
to exhibit some basic biological features that have
been shown to have fundamental consequences
for cortical dynamics: the presence of separate
but inter-connected excitatory (E) and inhibitory
(I) populations of neurons (Fig. 1c), supralinear
(expansive) input/output functions35,37, and some
finite and stimulus-independent process noise8,38

incorporating intrinsic and extrinsic forms of neu-
ral variability.

We trained this network to perform sampling-
based inference under the GSM. For this, the
membrane potential response of each excitatory

cell at any point in time was taken to represent
a possible level of intensity of the corresponding
projective field of the GSM model. The activi-
ties of inhibitory neurons were treated as auxiliary
variables which were not explicitly constrained
by the computational objective. The network
was optimized to produce distributions of excita-
tory neural activities that matched the posteriors
computed by the GSM-based ideal observer up
to second-order statistics (Online Methods). In
other words, for each stimulus in a small training
set, the network was required to use its stochas-
tic dynamics to visit different parts of state space
over time with a frequency proportional to the
posterior distribution corresponding to the same
stimulus (Fig. 1d). Critically, as process noise in
the network was stimulus-independent, the net-
work had to use its recurrent dynamics to shape
this variability appropriately for matching the tar-
get posteriors for each input. The training objec-
tive also included terms encouraging fast circuit
dynamics (Online Methods). Thus, the network
had to generate fast fluctuations with the correct
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Fig. 2 | Inference and responses in the optimized network. a, Sample population activity of excitatory (E) cell membrane
potentials uE (color) at zero (top) and high (bottom) contrast. The high contrast stimulus has a dominant orientation at 0◦ (arrow).
Neurons are ordered by preferred orientation. b, Left: stimuli in the training set (shade of frame color indicates contrast level, split
green and red indicates that the same stimuli were used as input to the ideal observer and the neural network). Right: covariance
ellipses (2 standard deviations) of the ideal observer’s posterior distributions (green) and of the network’s corresponding response
distributions (red). Red trajectories show sample 500 ms-sequences of activities in the network. Projections for two representative
latent variables / E cells are shown, with projective fields / receptive fields at preferred orientations 42◦ and 16◦ (insets at the end
of axes). c, Mean (top) and standard deviation (bottom) of latent variables under the ideal observer’s posterior distribution (left,
green) and of E cell membrane potentials uE under the network’s stationary distribution (right, red), ordered by their preferred
orientation, for each stimulus in the training set. d, Correlation matrices of the ideal observer’s posterior distributions (left, green)
and the network’s stationary response distributions (right, red). Line colors in c and frame colors in d correspond to different
contrast levels, same colors as stimulus frames in b.

stimulus-dependent patterns of across-trial mean
and covariance.

Optimizing our network was challenging because
modulating response variability (to match the
stimulus-dependent posterior covariances of the
ideal observer model) requires strong and non-
linear recurrent interactions, but networks of
strongly connected excitatory neurons – espe-
cially with supralinear input/output functions – are
prone to becoming unstable8,39. In such net-
works, it is non-trivial to find parameter regimes
in which stability is preserved and thus opti-
mization can proceed8. We therefore chose a
reduced parametrization of our network, analo-
gous to classical “ring” models of a V1 hyper-
column8,33,34. Recurrent connection strength be-
tween any two cells (and the covariability of their
process noise) only depended on the angular dis-
tance between their preferred stimuli and their
respective cell types (E or I; Fig. S3a, Online

Methods). The feed-forward receptive fields of
the cells were fixed and identical to the projec-
tive fields of the corresponding latent variables of
the ring-structured GSM (Fig. S1a).

Inference and generalization in the optimized
network

In line with neural recordings, activity in the
optimized network was highly variable across
time and trials, in response to both low-contrast
(Fig. 2a, top) and high-contrast stimuli (Fig. 2a,
bottom). Critically, the distributions of neural re-
sponses at the five training stimuli (the same im-
age patch at five different contrast levels; Fig. 2b
left) closely matched the corresponding GSM
posteriors (Fig. 2b–d, compare red to green).
Specifically, the mean activity of neurons in-
creased while the variability of their responses
decreased with contrast as well as with the match
between stimulus orientation and their preferred
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orientation. This was consistent with the be-
haviour of the moments of the GSM posterior
(Fig. 2c, and circles in Fig. 3a). Thus, the net-
work had been trained successfully to perform
sampling-based inference on these stimuli.

While the specific circularly symmetric architec-
ture of the network automatically ensured exact
generalization to stimuli that were rotated ver-
sions of training stimuli (Online Methods), we
also tested the capacity of the network to rep-
resent the appropriate posterior distributions for
genuinely novel stimuli. First, we employed the
same image patch that was used to construct the
training set but presented it at novel, intermediate
contrast levels. The mean and variability of net-
work responses smoothly interpolated between
the corresponding target moments, closely follow-
ing the behavior of the GSM posterior (Fig. 3a,
solid curves between circles). Next, we pre-
sented the network with 500 entirely novel im-
age patches randomly generated from the GSM
(Online Methods, Fig. S1c). Overall, both the
means (Fig. 3b, top) and covariances of network
responses (Fig. 3b, bottom) matched those of the
target posteriors. This match was similarly good
for test stimuli (Fig. 3b, orange) as for training
stimuli (Fig. 3b, purple). Critically, while the in-
puts of the training set included a single dominant
orientation, many test stimuli had a more com-
plex structure, with more than one dominant ori-
entation (Fig. 3c, first column). Consequently, the
corresponding GSM posteriors that the network
was required to match became qualitatively dif-
ferent. Specifically, both the mean activity profiles
across the population (Fig. 3c, 2nd column) and
the principal components (PCs) of the noise co-
variances (Fig. 3c, remaining columns) became
multimodal and highly dependent on the stimulus
(Fig. 3c, green; compare across rows). The net-
work was able to match the required GSM poste-
riors with high accuracy even in these challeng-
ing cases (Fig. 3c, red). Thus, the optimized net-
work performed approximate Bayesian inference
over a wide array of stimuli by always sampling
(approximately) from the appropriate, stimulus-
dependent high-dimensional posterior distribu-
tion of the ideal observer.

The optimized network performs fast sam-
pling

Under sampling-based inference, the time it takes
to accurately represent a posterior distribution by
collecting successive samples is directly propor-
tional to the timescale over which these sam-
ples are correlated40. For example, if neural re-
sponses were correlated on a 100 ms timescale,
it would take on the order of a second to ob-

tain 10 independent samples. In our optimized
network, noise variability generated new, inde-
pendent samples every few tens of milliseconds
across all contrast levels. This was evident in
its fast-decaying membrane potential autocorrela-
tions (Fig. 4a, colored curves). These timescales
were similar to the timescales of activity fluctu-
ations observed in sensory cortical areas18,41.
In fact, they were faster than what would have
been expected in a disconnected network with
the same membrane and input time constants
(Fig. 4a, dashed curve). Sampling speed was
even close to the theoretical limit of a network of
infinitely fast neurons in which sampling speed is
solely limited by the input time constant (Fig. 4a,
dotted curve).

To understand the algorithmic strategy underlying
fast sampling in the optimized network, we com-
pared its dynamics to a machine learning algo-
rithm known as Langevin sampling (Online Meth-
ods). Langevin dynamics results in a random
walk that spends more time in regions of activity
space associated with high posterior probability.
Sampling by Langevin dynamics was a relevant
comparison for our network for two reasons. First,
Langevin sampling is a popular, general-purpose
algorithm in machine learning and as such can
be used to benchmark the performance of our
network. Second, most previous work suggested
that stochastic recurrent neural networks (without
a separation of E and I cells) may implement sam-
pling by Langevin-like dynamics42–44. We found
that for each input, Langevin dynamics was con-
sistently an order of magnitude slower than our
network (Fig. 4a, gray curves). The slowness of
Langevin dynamics is known to arise from one
of its critical features: time-reversible dynamics—
i.e. that any time series of responses is as prob-
able as its time-reversed counterpart45. This
was indeed reflected in purely temporally sym-
metric cross correlograms (Fig. 4b, top). In con-
trast, our optimized network displayed a marked
departure from time-reversibility, as evidenced
by strong asymmetric components in its cross-
correlograms (Fig. 4b, bottom). Thus, our net-
work fundamentally deviated from most previ-
ous proposals for how sampling might be imple-
mented in neural circuits, and achieved an order
of magnitude better performance.

The irreversibility of network dynamics implied se-
quentiality in the activation of particular pairs of
neurons. In particular, we found that I cells typ-
ically lagged behind E cells. Moreover, for any
cell, its total inhibitory input tended to also lag
behind its overall excitatory input (Fig. 4c), con-
sistent with known electrophysiology46. Interest-
ingly, this lag was smaller for cells that were most
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Fig. 3 | Generalization in the optimized network. a, Mean and standard deviation of latent variables (green) and stationary
network responses (red) averaged over the population, as a function of contrast. Circles, and gray dots on x-axis indicate training
contrast levels. The network correctly generalizes to untrained contrast levels (segments between circles). b, Stationary mean
(top) and covariance (bottom) during network activity (y-axis) versus under the posterior (x-axis). Each dot corresponds to the
response of an individual cell (top) or cell-pair (bottom) to one of the trained stimuli (purple) or one of the novel, untrained stimuli in
the test set (orange). c, Examples of generalization in the network. Each row corresponds to a different stimulus, and shows the
corresponding statistical moments of latent variables under the GSM posterior (green) and stationary responses in the network
(red). As a reference, the top row shows one of the training stimuli. The bottom five rows show generalization to novel test stimuli.
Left: example stimuli. Middle: GSM (green) and network means (red), and the first three principal components of the GSM
covariance, scaled by the square root of the variance they explain of the GSM posterior (green) and of the network covariance
(red). Right: correlation matrices of the ideal observer’s posterior distributions (left, green frames) and the network’s response
distributions (right, red frames).

strongly driven by the stimulus, and this modu-
lation became stronger with increasing contrast.
These form testable predictions of our model.

Cortical-like dynamics in the optimized circuit

Having established that our network fulfilled its
function of representing posterior distributions via
sampling, we compared its dynamics with known
physiological properties of V1. First, firing rates
in the model had a physiologically realistic dy-
namic range and were tuned to stimulus orienta-
tion, similarly to neurons in macaque V1 (Fig. 5a,
left-middle; Ref. 8, analysis of data recorded by

Ref. 29). We also examined spike count statis-
tics in the network, computed from firing rates as-
suming a doubly stochastic spike generation pro-
cess (Online Methods). The quenching of mem-
brane potential variability with increasing contrast
that we noted earlier (Fig. 2d, bottom) gave rise
to quenching of spike count variability, as quan-
tified by the Fano factor (Fig. 5b, middle; Sup-
plementary Material, Section S3.4). Furthermore,
Fano factor suppression was stronger at the cell’s
preferred orientation. These effects were qual-
itatively similar to experimental data from V1,
though somewhat weaker in magnitude (Fig. 5b,
left). Moreover, stationary responses in the net-
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Fig. 4 | Temporal correlations in the optimized network. a, Membrane potential auto-correlations (population average) in the
network for increasing levels of stimulus contrast (from dark to pale red; same colors as in Fig. 2b–d). The auto-correlation of a
purely feed-forward network (with the same process noise) is shown for comparison (dashed black line), together with those of
the process noise (dotted black line), and a collection of networks implementing Langevin sampling at each contrast level (from
dark to light gray). b, Lagged cross-correlation (left) in the Langevin sampler (top) and in the optimized E–I network (bottom),
decomposed into temporally symmetric (middle) and anti-symmetric components (right). Each line corresponds to a different cell
pair (3 representative pairs shown), color encodes identity of participating cells (E or I, note that there is no separation of E and I
cells in the Langevin networks). c, Lag between total E and I inputs to each E cell, as a function of stimulus orientation (relative
to preferred orientation) at different contrast levels (colors).

work exhibited clear signatures of divisive normal-
ization (Fig. S4), a canonical operation of cortical
circuits47. All these results were expected for a
network whose stationary membrane potential re-
sponse distributions represent GSM posteriors6.

Next, we focused on the dynamical properties of
the optimized network. Recall that the optimiza-
tion procedure only constrained the stationary
response distributions and encouraged general
temporal decorrelation on fast timescales, but did
not otherwise prescribe any specific dynamics.
Nevertheless, we found that the network exhibited
a number of experimentally observed features of
cortical dynamics. Specifically, the optimized cir-
cuit displayed strong gamma oscillations, with a
peak frequency increasing with contrast, consis-
tent with V1 recordings in the awake monkey3,4

(Fig. 5c, left-middle). Moreover, oscillations dis-
appeared entirely when we voltage-clamped each
cell in the E population to its mean voltage cor-
responding to the input (Fig. S5). Analogous
voltage-clamp of the inhibitory population led to
unstable dynamics (not shown). Thus, in the opti-
mized network, gamma oscillations arose from in-
teractions between E and I cells (i.e. the so-called
“PING” mechanism21).

The network also showed strong transient re-
sponses such that average population rates had a
marked contrast-dependent overshoot at stimulus
onset, consistent with recordings in V13 (Fig. 5d,
left-middle). Finally, using a conductance-based
approximation of our current-based model (Sup-
plementary Material, Section S3.4), we found
that inhibition transiently dominated over excita-
tion during stimulus presentation, as in V1 of the
awake mouse2 (Fig. 5e, left-middle).

We next sought to establish whether these dy-
namical properties arose simply due to the biolog-

ical and architectural constraints imposed on our
network – or specifically due to the network be-
ing optimized for sampling-based inference. For
this, we optimized a ‘control’ network in which
single cell parameters (time constants and firing
rate nonlinearities), overall network architecture,
and receptive fields were identical to those used
in the original network (Online Methods). Crit-
ically, just as the original network, this control
network was also trained to match the means of
the posterior distributions, but unlike the original
network, it was not required to modulate its vari-
ability. Despite clear stimulus-dependent modula-
tions in mean responses (as required by training;
Fig. 5a, right), the control network exhibited only
minimal modulations of both membrane potential
variability (Fig. S11) and Fano factors (Fig. 5b,
right; Fig. S13). This indicated that modulations
of response variability seen in the original net-
work, which are a hallmark of a sampling-based
probabilistic inference strategy6, were not just a
generic by-product of non-linear E–I dynamics36.
Moreover, neither gamma oscillations nor marked
inhibition-dominated transients emerged in the
control network (Fig. 5c-e, right). This was still the
case when we optimized the network for matching
means and variances only, but not covariances
as would be required for “full” probabilistic infer-
ence (Figs. S10 and S13). Furthermore, oscilla-
tions were also absent in a third control network
specifically optimized to modulate its mean firing
rates as before, while keeping its Fano factors
constant (Figs. S12 and S13), as would be re-
quired by other, non sampling-based probabilistic
representations17. These results suggest that the
dynamical features observed in the original net-
work could emerge as a consequence of the spe-
cific computation for which it was optimized. Con-
versely, training the network on the original cost
function but without enforcing Dale’s principle as
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Fig. 5 | Cortical-like dynamics in the optimized network. Left: experimental data; middle: optimized network; right: control
network trained to modulate its mean responses but not its variability. a-b, Mean firing rate (a) and Fano factor (b) of neurons as a
function of stimulus orientation (relative to preferred orientation) during spontaneous (dark red) and evoked activity (light orange).
Experimental results show mean ± s.e.m. c, Peak gamma frequency in the local field potential (LFP) power spectrum as a
function of contrast. Inset for the optimized network and main panel for the control network show LFP power spectra at different
contrast levels (colors as in Figs. 2 and 4). Note that no dependence of gamma frequency is shown for the control network as
there were no discernible gamma peaks in its power spectra. d, Average rate response around stimulus onset at different con-
trast levels (colors). e, Excitatory and inhibitory conductance (mean ± s.e.m., relative to baseline, see Supplementary Material,
Section S3.4 for details) during a transient stimulus response. Black bars in d-e show stimulus period. Panels a-b reproduce
analyses from Ref. 8 of data from Ref. 29 (awake macaque V1). Experimental data in c was reproduced from Ref. 4 (awake
macaque V1), in d reproduced from Ref. 3 (awake macaque V1), and in e reproduced from Ref. 2 (awake mouse V1).

a constraint resulted in substantially poorer per-
formance and a lack of oscillations and transients
(Figs. S7, S8 and S13). Thus, rather than just
being a hindrance, some biological constraints
we considered may have actually helped achiev-
ing competent performance and thus contributed
to the cortical-like dynamical features of our net-
work.

Oscillations improve mixing time

To study the potential functional benefits of oscil-
lations, one would ideally like to perform a “knock-
out” experiment with a well-controlled removal of
oscillations from the dynamics of the network,
leaving all other features of the dynamics intact.
Given the complex and high dimensional dynam-
ics of our network, this approach seemed unfea-
sible. Therefore, we resorted to first studying the
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Fig. 6 | Oscillations improve mixing time. a-b, Analysis of oscillations in the response of a single neuron. a, Power spectra
of three different neural responses (colored lines) with identical mean and variance but different degrees of oscillatoriness. In-
set: autocorrelation functions. Black dotted line represents the autocorrelation of the process noise. b, Divergence between the
distribution estimated from a finite sampling time (x-axis) and the true stationary distribution for the three systems (colors as in
a). c-d, Analysis of oscillations in the full network. c, Power spectra of the network’s neural activity along the directions of the
principal components (PCs) of its stationary response distribution, ordered by PC rank (colors). Inset: autocorrelation of neural
activity along the directions of the 1st and 10th PCs (colors as in main plot). d, Oscillatoriness of the autocorrelogram along each
principal component (colors as in c) as a function of the fraction of the total variance of responses they capture. Note that our
measure of oscillatoriness is based on the relative contributions of an oscillatory vs. a non-oscillatory component in a parametric
fit to the autocorrelogram, and as such it is invariant to the overall magnitude of fluctuations (which is factored out by using the
autocorrelation rather than the autocovariance of responses, Supplementary Material, Section S3.5).

response of just a single neuron to obtain an an-
alytical understanding of the general role of os-
cillations in sampling (Fig. 6a-b). These analy-
ses readily generalized to oscillations in network-
wide activity patterns rather than single neurons,
thus providing insights into the high-dimensional
dynamics of the full network (Fig. 6c-d).

Assuming that the response of a neuron is sta-
tistically stationary and approximately normally
distributed, it is fully characterized by its mean,
variance, and autocorrelogram. As long as this
neuron is part of a sampling-optimized network,
the mean and variance of its response will be
determined by matching the mean and variance
of the target distribution sampled by the network
(Fig. 2b-d). Although the autocorrelogram is not
constrained by the objective of matching these
target moments, it still contributes critically to the
performance of the network. Specifically, it de-
termines the speed with which the samples pro-

duced by the network dynamics become repre-
sentative of the target distribution. In particular, it
can be shown mathematically that the total area
under the autocorrelogram directly scales “mixing
time”: the time it takes for the dynamics to rep-
resent the target distribution to a given precision
(Supplementary Material, Section S5.1). There-
fore, to understand the specific role of oscilla-
tions in the performance of a sampling-optimized
network, we compared idealized (stationary and
normally distributed) neuronal responses, con-
structed to have the same mean and variance as
responses in our network but different autocorre-
lation functions. We noted that the envelope of
the autocorrelogram of any neuron in the origi-
nal network would be ultimately constrained by
the time constant of the process noise (Fig. 6a,
inset, black dotted; see also Fig. 4). We there-
fore restricted all autocorrelograms in our analy-
sis to have the same envelope as in the full net-
work, and only varied their degree of “oscillatori-
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ness” (Fig. 6a, blue, orange, red). These oscilla-
tions were able to substantially reduce the area
under the autocorrelogram (Fig. 6a, inset) and
thus reduce mixing time (Supplementary Mate-
rial, Section S5.2.1). This could be seen by the
speed with which the distribution of responses
measured over a finite time window converged to
the target distribution (Fig. 6b). Importantly, oscil-
lations will only decrease the area under the au-
tocorrelogram, and thus mixing time, if at least
one oscillation cycle fits under the envelope. This
requires the oscillation period to be sufficiently
shorter than the time constant of the envelope
(approximately 35 ms), implying oscillations at
30 Hz or higher. Indeed, the lowest frequency we
observed in the network was about 30 Hz (Fig. 5c,
middle).

We next studied the organization of gamma os-
cillations in the multidimensional responses of
the full network. Previous mathematical analy-
ses suggested that fast convergence to a high-
dimensional target distribution requires tempo-
rally irreversible dynamics, such as those exhib-
ited during oscillations45. Here, we were able to
show that maximal sampling speed is achieved
specifically when smaller response variance is
associated with higher oscillation frequency (Sup-
plementary Material, Section S5.2.3). In turn, as
we showed above, variability is quenched with
increasing contrast both in our network and in
the cortex (Fig. 2b-c, Fig. 3a, Fig. 5b). This ex-
plains why the frequency of gamma oscillations
increased with contrast in our network after op-
timization. These results suggest that contrast-
modulated gamma oscillations observed in the
cortex3,4 may reflect a speed-optimized sampling
strategy (Fig. 5c). The mechanism by which os-
cillations speed up sampling in the response of
a single cell (Fig. 6a-b) generalize to oscillations
along any direction of the multidimensional state
space of the full network, i.e. network-wide ac-
tivity patterns. We thus wondered whether there
were specific directions in the state space of
the full network in which oscillations appeared or
if they were distributed evenly across all direc-
tions. In line with intuition, our analyses predicted
that oscillations in an efficiently sampling net-
work should be predominantly expressed where
they matter most: in the (stimulus-dependent)
network-wide activity patterns capturing most of
the overall response variability. Namely, for each
stimulus, we expected the strongest oscillations
along the top PCs of the corresponding station-
ary covariance (Supplementary Material, Sec-
tion S5.2.4). This was indeed apparent in the
power spectra of our network associated with
the top 10 PCs (Fig. 6c), and the correspond-
ing autocorrelograms that even showed negative-

going lobes (Fig. 6c, inset). Specifically, there
was a positive relationship between oscillatori-
ness along successive PCs and the fraction of
variance explained. This meant that the net-
work oscillated more in the directions along which
its responses had the largest variance (Fig. 6d).
(Note that our measure of oscillatoriness was
based on autocorrelograms, and therefore had no
a priori dependence on response variance; Sup-
plementary Material, Section S3.5.) In sum, the
network used non-trivial temporal dynamics, in
the form of contrast-dependent, pattern-selective
gamma oscillations, to ensure that even short
segments of its activity were sufficiently represen-
tative of the posterior distribution it represented
for each stimulus.

Transients support continual inference

The foregoing results showed that oscillations in-
creased the effective speed of sampling in the
stationary regime, i.e. once network responses
had become representative of the target distri-
bution (also known as “mixing speed”40). Com-
plementing this, we found that transients in our
network mitigated the other main temporal con-
straint of sampling: the so-called “burn-in” time it
takes for responses to become representative in
the first place40. We observed that, in line with
experimental data, during stimulus onset, neural
responses tended to overshoot the correspond-
ing stationary response levels (Fig. 5d, Fig. 7a).
One might naively expect such transients to be
detrimental for representing a distribution, as they
clearly deviate from the target (represented by the
steady-state responses). However, in a realistic
setting with a changing environment, distributions
need to be represented continually, without wait-
ing for the system to achieve steady state. Thus,
we considered how a moving decoder of neural
responses over a finite trailing time window ap-
proximated the target.

As with oscillations, we performed this analysis
in two steps. First, to isolate the potential func-
tional benefits of transients, beyond those of os-
cillations we analyzed before, we once again con-
sidered the response of just a single idealized
neuron that is part of a sampling-optimized net-
work (Online Methods; Supplementary Material,
Section S5.3.1). For this idealized neuron, we
fixed the autocorrelogram as well as the before-
and after-stimulus onset steady-state means and
variances to those of an actual, representative
neuron in our network. We then studied differ-
ent ways in which this neuron could transition
between these two steady states (Fig. 7a). We
considered three possibilities: 1. as an upper
bound on performance, instantaneously switch-
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Fig. 7 | Transients support continual inference. a-b, Analysis of transients in the response of a single neuron. a, Temporal
evolution of the mean (left) membrane potential (uE ), and its running average (right), in three different neural responses (thick
lines) with identical autocorrelations (matched to neural autocorrelations in the full network, Fig. S15a; cf. Fig. 6) but different
time-dependent means (shown here) and variances (Fig. S15a). Thin green line shows the time-varying target mean. b, Diver-
gence between the target distribution at a given point in time and the distribution represented by the neural activity sampled in the
preceding 100 ms, for each of the three responses (colors as in a). The mean-dependent term of the divergence is shown here,
which depends on the difference between the target mean and the running average of samples (shown in a, right; see Fig. S15b
for the full divergence). Black bars in a-b show stimulus period. c, Top: overshoot magnitude versus steady state difference in
membrane potentials (see a for legend). Each dot corresponds to the response of one cell to one particular stimulus. Bottom:
overshoot magnitude as a function of stimulus orientation (relative to preferred orientation). d, Top: same as c, top, for firing rates.
Bottom: average rate overshoot across cells whose preferred orientation is aligned with the stimulus (0 ± 30°), or near-orthogonal
to it (90 ± 30°). e, Analysis of experimental recordings from awake macaque V1 29. Top: overshoot magnitude versus steady state
difference, as in d, top. Black line shows linear regression (±95% confidence bands); ***: p < 0.001 (n = 1280 cell-stimulus pairs;
see also Fig. S15d-e). Bottom: average (±1 s.e.m) overshoot magnitude for preferred and orthogonal stimuli, as in d, bottom; ***:
p < 0.001 (n = 864 cell-stimulus pairs).

ing between the two steady-states (Fig. 7a, gray
dashed); 2. exponentially approaching the new
steady state with the characteristic time constant
of the cells in the network, thus lacking over-
shoots (Fig. 7a, black dashed); and 3. under-
going overshoots as seen in our optimized net-
work (Fig. 7a, red). We found that overshoots

performed close to the upper bound, provided
by instantaneous switching. In particular, they
generated samples that allowed a substantially
more accurate estimate of the target mean than
that afforded by approaching the new steady-
state exponentially without overshoots (Fig. 7a–
b). (These results extended qualitatively to the
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case when the match in the full distributions was
considered, Fig. S15b.) This was because with-
out overshoots at stimulus onset, responses were
still sampling from the distribution corresponding
to the baseline input. Thus, including them in the
estimation of the new stimulus-related mean in-
evitably biased the estimate to be too low. This
bias was largely offset by the overshoot. Indeed,
we were able to show analytically that the optimal
way to compensate for this bias was to express
transient overshoots at stimulus onset (Supple-
mentary Material, Section S5.3.2, Fig. S15c).
The intuition for this is that continual averaging
of responses formally corresponds to a tempo-
ral convolution, and so the optimal response was
the deconvolution of the target with the averag-
ing kernel. Under basic smoothness constraints,
the deconvolution of a step function with such an
averaging kernel yields similar transients to those
that we observed in the network (Fig. S15c).

The hypothesis of increased sampling accuracy
by transient compensation made a distinct pre-
diction (which was also supported by our math-
ematical analysis, Supplementary Material, Sec-
tion S5.3.2). Namely, transient overshoots should
scale with the change in steady state responses.
Indeed, our network exhibited this effect in both
membrane potentials and firing rates (Fig. 7c-d,
top). Importantly, this also resulted in transients
being orientation tuned, reflecting the tuning of
stationary responses (Fig. 7c-d, bottom). While
stimulus-onset transients have been widely ob-
served3,4, previous reports did not analyze their
stimulus tuning. Therefore, we conducted our
own analyses of a previously published dataset
of V1 responses in the awake monkey29. In line
with the predictions of the model, the size of over-
shoots were orientation tuned (Fig. 7e, bottom)
and, more generally, they scaled with the change
in stationary responses (n = 1280 stimulus-cell
pairs, coefficient of determination R2 ' 0.33, p <
0.001, Fig. 7e, top; these results were robust to
excluding the outliers with high firing rates, e.g.
above 60 Hz: n = 1263, R2 ' 0.27, p < 0.001,
Fig. S15d-e).

Discussion

We have shown that a canonical neural network
model8,35 produces cortical-like dynamics when
optimized to perform sampling-based probabilis-
tic inference, but not when optimized to perform
a non-probabilistic objective, or a non sampling-
based probabilistic objective. Further controls
demonstrated that these dynamics were not mere
side products of the particular biological con-
straints or optimization approach we adopted. In-

stead, they played well-defined functional roles in
performing inference.

The Gaussian scale mixture model and the
stochastic stabilized supralinear network

We used a canonical model of neural network
dynamics (the stochastic SSN) to embody a set
of biologically relevant constraints for cortical cir-
cuits. It was not trivial a priori that this model
would be able to modulate its responses as nec-
essary for successful sampling-based inference
under a canonical generative model of visual im-
age patches (the GSM). A hint that this might
indeed be possible came from previous stud-
ies showing that both in the SSN8,35 and the
GSM6,48, a range of parameters exists for which
the average response or posterior mean mono-
tonically increases while the variance decreases
with increasing stimulus strength. Empirically, we
found a good quantitative match that went be-
yond this coarse, qualitative trend, with the SSN
also capturing much of the detailed structure of
the GSM posteriors. However, this match was
not perfect: for example, the GSM posteriors sys-
tematically showed negative correlations of larger
magnitude than what the network was able to ex-
press (Fig. 2d and Fig. 3b-c). It might be possi-
ble to achieve a more accurate match by allowing
negative input correlations, and in general a more
flexible parameterization of the SSN. Neverthe-
less, basic information theoretic considerations
suggest that the decrease of posterior variability
with contrast can be expected to be a hallmark of
any statistically efficient model of natural images,
not just of the highly simplified (ring-structured)
GSM we used here18. Indeed, the same quali-
tative behaviour was found earlier using a richer
GSM model of V1 with a greater variety of basis
functions6. Thus, once the optimization of larger-
scale SSNs becomes feasible, we expect them to
also show this behaviour.

Interestingly, the divisive normalization performed
by the SSN has been proposed to be a canon-
ical operation implemented throughout the cor-
tex47. At the same time, stacked layers of sub-
units, each with a GSM-like separation of content-
and style-like variables, have been suggested to
form the basis of probabilistic generative models
underlying deep learning for high-nuisance infer-
ence tasks49. Therefore, our results establishing
the SSN as an appropriate approximate inference
“engine” (a so-called recognition model) for the
GSM suggest that, similarly, a cascade of circuits
with SSN-like dynamics could perform efficient in-
ference under more powerful generative models
and thus account for computations beyond V150.

12

.CC-BY-NC-ND 4.0 International licenseavailable under a
not certified by peer review) is the author/funder, who has granted bioRxiv a license to display the preprint in perpetuity. It is made 

The copyright holder for this preprint (which wasthis version posted May 21, 2020. ; https://doi.org/10.1101/696088doi: bioRxiv preprint 

https://doi.org/10.1101/696088
http://creativecommons.org/licenses/by-nc-nd/4.0/


Function-optimized neural networks

Our approach is complementary to classical ap-
proaches for training neural network models that
had shown how various steady-state properties
of cortical responses (such as receptive fields,
or trial-averaged activities) emerge from optimiz-
ing neural networks for some computationally
well-defined objective (such as object recogni-
tion, memory, context-dependent decision mak-
ing, or sensorimotor control)39,51–55. Notably, our
sampling-based computational objective required
our network to modulate not only the mean but
also the variability of its responses in a stimulus-
dependent manner. This made the training of
networks significantly more challenging than con-
ventional approaches training networks for deter-
ministic targets without explicitly requiring them to
modulate their variability51,54,56,57. In return, the
dynamics of our network exhibited rich, stimulus-
modulated patterns of variability. These re-
sponses captured a variety of ubiquitous features
of the trial-by-trial behaviour of cortical responses
(noise variability, transients, and oscillations) be-
yond the steady-state or trial-average properties
that could be addressed by previous work.

Typically, previous network optimization ap-
proaches aimed to determine the types of dy-
namics that arise when a task is executed un-
der minimal mechanistic constraints, using a neu-
ral network as a universal function approxima-
tor. As a result, they yielded fundamental insights
about the macroscopic organization of network
dynamics (e.g. the presence of line attractors57)
but did not attempt to incorporate some of the
most salient constraints on the detailed organi-
zation of cortical circuits. Specifically, they used
networks that were either purely feed-forward51,
utilized neuronal transfer functions that lacked the
expansive nonlinearities characteristic of cortical
neurons51,53,55–57, had no separation of E and I
cells51,55–57, or had noiseless dynamics56.

In contrast, our goal was to study the emer-
gence of (probabilistic) computations through dy-
namics and to connect these dynamics to ex-
perimental data at (or near) single cell resolution
(e.g. the neuron- and stimulus-specific reduction
of variability, or the lag between total inhibitory
and excitatory inputs in individual cells). This
required respecting all the aforementioned bio-
logical constraints. Nevertheless, this additional
realism came at the cost of having to limit the
number of optimized parameters to be far lower
than standard approaches with feedforward net-
works or recurrent networks for which dynami-
cal stability is more easily achieved. While this
reduced parametrization made it easier to find
stable solutions, it was still sufficiently expres-

sive. In particular, we found that our results
could not have been obtained without optimiza-
tion (Figs. S6 and S7), or with optimizing other ob-
jective functions (Figs. 5 and S10–S13). Indeed,
this parametrization still included networks that
were unstable, or showed a decrease in mean
responses and/or increase in variability with in-
creasing stimulus strength (i.e. the opposite of
what was required for matching the GSM), or
were modulated in a non-monotonic way or only
minimally altogether Fig. S6).

Neural representations of uncertainty

Our approach markedly differed from previous
work on the neural bases of probabilistic in-
ference. Previous models were typically de-
rived using a top-down approach (but see Refs.
54,58), using hand-designed network dynamics
that explicitly mimicked specific existing approx-
imate inference algorithms from machine learn-
ing based on sampling42–45,59 or other repre-
sentations17,25,42,60,61. As a result, these mod-
els came with strong theoretical guarantees for
their performance but often offered only a mostly
phenomenological match to neural circuit dynam-
ics. In particular, they did not respect some
basic biological constraints (e.g. Dale’s princi-
ple42,44,60,61), or had to assume an unrealistically
rapid and direct influence of stimuli on network
parameters (e.g. synaptic weights44,59). In con-
trast, we used a more bottom-up approach, start-
ing from known constraints of cortical circuit or-
ganization, and then optimizing the parameters
of networks under such constraints to achieve
efficient sampling-based probabilistic inference –
without pre-specifying the details of the dynam-
ics that needed to be implemented. While this
approach cannot provide formal guarantees on
performance, our optimized network “discovered”
novel algorithmic motifs (oscillations and tran-
sients) for speeding up probabilistic inference. Al-
though some of these motifs have been observed
in previous work59, their function remained un-
clear as they were built-in by design rather than
obtained as a result of optimization, or appeared
purely epiphenomenal. In contrast, these motifs
served computationally well-defined functions in
our network.

The dynamics of our network may also pro-
vide useful clues for constructing novel machine
learning algorithms. In general, the kind of
time-irreversible, out-of-equilibrium dynamics we
demonstrate for our network have only recently
been appreciated in machine learning28,45. At the
same time, sampling-based inference algorithms
using second-order dynamics with so-called “mo-
mentum” variables, such as Hamiltonian Monte
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Carlo, have long been known to improve sampling
speed62. Indeed, it might be interesting to explore
how much the dynamics of our network can be in-
terpreted as a neural implementation of Hamilto-
nian Monte Carlo59. Nevertheless, despite such
second-order dynamical systems often exhibiting
oscillations and transient overshoots, their sam-
pling efficiency has usually been analyzed only in
the more generic terms of the suppression of ran-
dom walk-like behavior. In contrast, our analyses
revealed specific roles for oscillations and tran-
sients. In fact, the setting of continual inference
that we used to demonstrate the benefits of tran-
sients has not been considered in machine learn-
ing applications so far, although we expect it to
be highly relevant for both biological and artificial
cognition.

Cortical variability, transients, and oscilla-
tions

Our work suggests a novel unifying function for
three ubiquitous properties of sensory cortical re-
sponses: stimulus-modulated variability, transient
overshoots, and gamma oscillations. In previous
work, these phenomena have traditionally been
studied in isolation and ascribed separate func-
tional roles that have been difficult to reconcile.
In particular, they have not been derived norma-
tively, i.e. by starting from some functional objec-
tive and then optimizing that objective in a prin-
cipled manner (but see e.g. Ref. 60). For exam-
ple, cortical variability has most often been con-
sidered a nuisance, diminishing the accuracy of
neural codes16. Theories postulating a functional
role of variability in probabilistic computations
have only considered the steady-state distribution
of responses without making specific predictions
about their dynamical features6,17,63. Conversely,
transient responses prominently feature as cen-
tral ingredients of models of predictive coding,
where they signal novelty or deviations between
predicted and observed states60. However, these
theories did not address response variability.

Our work accounts for both transients and vari-
ability starting from a single principle, using only
the equivalent of “internal representation neu-
rons”64 of predictive coding but without invok-
ing specific prediction error-coding neurons. In
particular, our model correctly predicted a spe-
cific scaling relationship between transients and
steady-state responses which we tested by novel
analyses of experimental data (Fig. 7). Further-
more, our mathematical analysis suggested that
prediction-error-like signals (more formally, re-
sponses that scale with the magnitude of change
in the target distribution; Fig. S15c) are a generic
signature of continual inference using sampling-

based dynamics, and will thus not only appear
at stimulus onsets but in any situation when pre-
dictions change temporally. A conclusive test
of whether prediction-error-like responses in the
cortex are due to this mechanism or classical pre-
dictive coding mechanisms will require more spe-
cific manipulations of prior expectations.

Gamma oscillations have also been proposed as
a substrate for a number of functional roles in
the past, related to how information is encoded,
combined, or routed in the brain11–14,65. These
putative functions need not be mutually exclu-
sive to that played in our network. Nevertheless,
some of these functions seem difficult to recon-
cile with specific experimental findings3,19,20,66,67.
More generally, theories of gamma oscillations do
not typically address transients. Although there
are extensions of the predictive coding framework
that do account for the presence of gamma os-
cillations, by attributing to it the representation
of prediction errors68, these theories would also
predict a tight coupling between gamma-band
synchronization and firing rates (both related to
prediction errors) which has not been confirmed
experimentally69. Moreover, it is unclear whether
these theories would also account for properties
beyond the mere existence of gamma oscilla-
tions. These would include the frequency mod-
ulation by contrast3,4 that our model reproduced
(Fig. 5), or indeed any aspect of the ubiquitous
variability of cortical responses, and its modula-
tion by stimuli, which our model also reproduced
as a core feature (Figs. 2, 3 and 5). In contrast,
our results show that variability, transients, and
gamma oscillations can all emerge from the same
functional objective: that neural circuits use an
efficient sampling-based representation of uncer-
tainty under time constraints.

The mechanism by which gamma oscillations are
generated in the brain, particularly whether it in-
volves interactions between E and I cells (‘PING’
mechanism) or among I cells only (‘ING’ mech-
anism), is a subject of current debate21. In
our model, voltage-clamping of E cells eliminated
gamma oscillations (Fig. S5), pointing to the
‘PING’ mechanism. However, our network only
included a single inhibitory cell type, and heavily
constrained connectivity, therefore it remains for
future work to study how the precise mechanism
of gamma generation depends on such architec-
tural constraints.

Hierarchical processing

Our model showed salient divisive normalization
(Fig. S4) that is thought to underlie many non-
classical receptive field effects in V147. Yet, it
only represented a single idealized V1 hyper-
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column and thus could not address layer- and
cell-type specific lateral and top-down process-
ing which, for example, predictive coding mod-
els can more naturally capture70. In particular,
recent experimental data shows (movement re-
lated) mismatch signals in layer 2/3 of mouse
V171, suggesting that these neurons may specif-
ically represent errors between bottom-up visual
input and top-down predictions. It will be interest-
ing to see whether such neurons would also “au-
tomatically” emerge via our approach when opti-
mizing a more complex architecture than what we
used here, or if they would require special design
constraints or decisions. More generally, a com-
bination of sampling-based representations and
predictive coding may be possible72. This could
lead to computationally powerful representations
that both encode uncertainty (which most predic-
tive coding models ignore) and are suited for hier-
archical processing (which many models of prob-
abilistic representations eschew). Such a hybrid
architecture might be able to account for specific
forms of variability modulation by stimuli or top-
down signals (at which sampling-based models
excel6,26,45) as well as for prediction error-like sig-
nals (naturally captured by predictive coding mod-
els60,70).

Studying more hierarchical or spatially extended
versions of our model may also allow us to study
longer-range aspects of gamma oscillations, such
as gamma synchronization65, and the depen-
dence of gamma power on the structure of the
stimulus at larger spatial scales73, which our
model of a local hypercolumn could not address.
If local features encoded by neurons in differ-
ent hypercolumns form parts of the same higher-
order feature, one expects these neurons to show
correlated variability under a sampling-based rep-
resentation27. This in turn may lead to the syn-
chronization of gamma oscillations at their re-
spective sites.

Finally, a fully hierarchical version of our model,
including layers that directly control decisions or
actions, could also allow end-to-end training for
behaviorally relevant tasks, rather than the interim
goal of representing uncertainty that we used
here. This in turn would make it possible to eval-
uate whether variability is still used to represent
uncertainty despite lacking an explicit objective
for doing so. Preliminary results on unsupervised
training suggest that this may be the case58. By
providing a direct read-out of predicted behavior,
such hierarchical networks will be ideal to study
the link between the temporal dynamics of neural
and behavioral forms of variability.
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Online methods
The generative model

Following Refs. 6,31, we adopted the Gaussian
scale mixture model (GSM)30 as the generative
model of natural image patches under which the
primary visual cortex (V1) performs inference.
Thus, an image patch x ∈ RNx was assumed to
be constructed by linearly combining a set of local
features, the columns of A ∈ RNx×Ny , weighted by
a set of image patch-specific feature coefficients,
y ∈ RNy , and scaled by a single global (at the
scale of the image patch) contrast variable, z ∈ R,
plus additive white Gaussian noise, resulting in
the following likelihood for the feature coefficients
y:

x|y, z ∼ N
(
z Ay,σ2

x I
)

(1)

where the feature coefficients were assumed to
be drawn from a multivariate Gaussian distribu-
tion (i.e. the prior of y):

y ∼ N (0,C) (2)

and z was assumed to be drawn from a Gamma
prior: z ∼ Γ(K ,ϑ) (Table S1, see also Ref. 48).

To model inferences in a V1 hypercolumn, we
chose the columns of A (the so-called projective
fields of the latent variables) to be oriented Ga-
bor filters that only differed by their orientation
(evenly spaced between −90◦ and 90◦, four ex-
amples are shown in Fig. 1a, see also Fig. S1a).
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The prior covariance matrix C was a circulant ma-
trix whose elements varied smoothly as a func-
tion of the angular distance between the orienta-
tions of the projective fields of the corresponding
latent variables, with positive and negative cor-
relations between latent variables with similarly
and orthogonally oriented projective fields in A,
respectively (Fig. S1b).

The ideal observer’s posterior over latent spa-
tial features y under the GSM for a given image
patch, x, and a known contrast z, can be written
as48:

PGSM(y|x, z) = N (y;µGSM,ΣGSM) (3)

with µGSM =
z
σ2

x
ΣGSM AT x (4)

and ΣGSM =
(
C−1 +

z2

σ2
x
AT A

)−1

(5)

Although, in general, z would also need to be in-
ferred, as z is just a single scalar, of which the in-
ference pools information across all pixels in the
input, we approximated the posterior over z with a
delta distribution at z∗, the true value of z that was
used to generate the input48. Thus, the final pos-
terior over y, after marginalizing out the unknown
z, was approximated by substituting z∗ into Eq. 3:

PGSM(y|x) ' PGSM(y|x, z∗) (6)

Following Ref. 6, membrane potentials, u, were
taken to represent a weakly non-linear function of
visual feature activations y (Supplementary Ma-
terial, Section S1):

ui(yi) = αnl byi + βnlcγnl (7)

where b·c is the threshold-linear function, and αnl,
βnl, and γnl are respectively the scaling, base-
line, and power of the transformation (Table S1,
Fig. S2a).

Network dynamics and architecture

Our nonlinear, stochastic E/I network consisted of
NE excitatory and NI inhibitory neurons. Following
Ref. 8, we modelled the dynamics of each neuron
i as:

τi
dui
dt

= −ui(t) + hi(t) +
∑

j Wij rj(t) + ηi(t) (8)

where ui represented the membrane potential of
neuron i, τi was its membrane time constant, hi
its feedforward input, ηi was process noise (in-
corporating intrinsic and extrinsic forms of neural
variability), and Wij was the weight of the synapse
connecting neuron j to neuron i. Firing rates
ri were given by a supralinear transformation of
membrane potentials:

ri(t) = kbui(t)cn (9)

where k and n were respectively the scale and
exponent of the firing rate nonlinearity (Table S1).
We reasoned that any network performing ac-
curate sampling-based inference under our ring-
structured GSM would need to exhibit the same
circular symmetry. We therefore parametrized the
recurrent connectivity of the network to be rota-
tionally symmetric, such that neurons were ar-
ranged into pairs of E and I cells around a “ring”
according to their preferred orientations (Fig. 1c)
and the connectivity of the network (as well as
the process noise covariance, see below) was a
smoothly decaying (circular Gaussian) function of
the tuning difference between two cells. Specifi-
cally, each quadrant of the weight matrix (E→ E,
E→ I, I→ E, and I→ I) was defined as:

WXY(θi , θj) = aXY exp

(
cos[2

(
θi − θj

)
]− 1

d2
XY

)
(10)

where X ,Y ∈ {E; I} and θi = πi/NE/I was the ori-
entation represented by the ith E/I neuron. Thus,
we did not optimize all elements of the weight ma-
trix, but only the eight free parameters aXY and
dXY. We also constrained the aXY amplitudes to
be positive for Y = E and negative for Y = I, such
that the network obeyed Dale’s principle. This
circulant parametrization implied that training the
network on one particular stimulus-posterior pair
in effect trained the network on all possible rota-
tions of this pair. This reduced the size of the
training set necessary to achieve good general-
ization, and therefore sped up training.

Neurons in the network also received stimulus-
independent process noise that was spatially and
temporally correlated zero-mean Gaussian (e.g.
modelling inputs from other brain areas, or intrin-
sic variability in the network):

〈η(t)〉 = 0,
〈
η(t)η(t + s)T〉 = Ση exp

(
−s/τη

)
(11)

where τη was the timescale of the process
noise (Table S1) and Ση was the stationary (zero-
lag) covariance matrix parametrized block-wise
as:

Ση
EE/II(θi , θj) = σ2

E/I exp

(
cos[2

(
θi − θj

)
]− 1

d2
σ

)
(12)

Ση
EI(θi , θj) = ρ σEσI exp

(
cos[2

(
θi − θj

)
]− 1

d2
σ

)
(13)

which introduced four additional free parameters:
σE > 0, σI > 0, ρ, dσ.
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As in standard models of V1 simple cells74, the
stimulus-dependent input to each neuron was ob-
tained by applying a linear filter Wff to the stimulus
followed by a static nonlinearity:

hi(t) = αh

⌊
βh +

∑
j W

ff
ij xj(t)

⌋γh

(14)

where x(t) was the stimulus (input image patch)
received at time t, and αh, βh, and γh were
respectively the scale, baseline, and exponent
of the input nonlinearity (Table S1, Fig. S3b).
Given the one-to-one correspondence between
the latent variables of the GSM and excitatory-
inhibitory neuron pairs of the network model
(Fig. 1a and c), we determined the external input
to each neuron via an input receptive field that
was identical (up to a constant factor) to the pro-
jective field of the corresponding GSM latent vari-
able, as this was suggested to be optimal for sam-
pling by previous work39: Wff = [A A]T /15, where
A was the same matrix as in the generative model
(Eq. 1), and [A A] denotes concatenating A with
itself column-wise.

In summary, we optimized a total of 15 parame-
ters: 8 describing the weight matrix W (Eq. 10),
4 describing Ση (Eqs. 12 and 13), and 3 speci-
fying the mapping from stimuli to network inputs
(Eq. 14).

Training and test stimuli

The training set (Fig. 2b) consisted of five image
patches, xα = zα A ȳ (α = 1, …, 5) with the same
dominant orientation (defined by ȳ, Supplemen-
tary Material, Section S2.1) but different contrast
levels (zα), together with their corresponding tar-
get moments, which were the moments of the
posterior over u as prescribed by the generative
model (Eqs. 3-7):

µαtgt =
∫

u(y) PGSM(y|xα) dy (15)

Σα
tgt =

∫
u(y) uT(y) PGSM(y|xα) dy− µαtgt µ

α
tgt

T

(16)

To test generalization in the network, we gener-
ated a set of 500 novel image patches with the
GSM, which were thus not constrained to have
a single dominant orientation (as the prior al-
lowed multiple elements of y with different pro-
jective fields to be non-zero, Eq. 2). To be consis-
tent with the training set, we did not include addi-
tive noise in x, and added a contrast-dependent
baseline to y so that its mean was modulated by
contrast in the same way as in the training set.
For each image patch in the test set, we also
computed the corresponding posterior moments
(Eqs. 15 and 16) to evaluate the network’s test
performance.

Network optimization

The cost function F for which we optimized the
network consisted of four terms for each input
stimulus α in the training set:

F =
∑
α

(
εmean φ

α
mean + εvar φ

α
var +

+ εcov φ
α
cov + εslow φ

α
slow
)

(17)

The first three terms of Eq. 17 penalized dif-
ferences between the (across trial) moments of
the network’s response distribution (mean, µα(t),
variance, σα(t), and covariance, Σα(t)) averaged
over a finite time window ending at Tmax = 500 ms
after stimulus onset, and the respective target
moments of the ideal observer’s corresponding
posterior distributions (µαtgt and Σα

tgt from Eqs. 15
and 16, and with σαtgt = diag

(
Σα

tgt
)
), :

φαmean =
∫ Tmax

Tmin

∥∥µα(t)− µαtgt

∥∥2

F
dt (18)

φαvar =
∫ Tmax

Tmin

∥∥σα(t)− σαtgt

∥∥2

F
dt (19)

φαcov =
∫ Tmax

Tmin

∥∥Σα(t)−Σα
tgt

∥∥2

F
dt (20)

The last term of Eq. 17 was an additional slow-
ness cost, penalizing the total lagged neural re-
sponse autocorrelation, given by the diagonal of
C(τ ) = corr(u(t),u(t + τ )), within a τmax = 100 ms
time window:

φαslow =
∫ τmax

0
‖diag(Cα(τ ))‖2

F dτ (21)

The coefficients ε controlled the relative impor-
tance of these terms (Table S1). The beginning
of the averaging window, Tmin, was systemati-
cally changed (“annealed”) over optimization from
Tmin = 0 ms (stimulus onset) to Tmax − 50 ms
(Supplementary Material, Section S2.3). The fi-
nite length of the averaging window, and in par-
ticular including samples immediately or shortly
following stimulus onset, encouraged fast sam-
pling. Thus, setting the explicit slowness cost
εslow = 0 did not qualitatively affect our results
(Figs. S9 and S13). In the first control network
(Fig. 5, right column; Figs. S11 and S13), we set
εvar = εcov = εslow = 0, but kept all other meta-
parameters and target means the same. In the
second control network (Figs. S10 and S13), we
set only εcov = εslow = 0, but left εvar and other
meta-parameters the same as in the original net-
work. In the third control network (Figs. S12
and S13, right), all ε··· parameters were the same
as for the optimization of the original network, but
the target covariances were modified to induce
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contrast-independent Fano factors (see Supple-
mentary Material, Section S4.4).

To minimize the cost function in Eq. 17, we used
a novel combination of stochastic and determin-
istic methods, both involving back-propagation
through time75 (Supplementary Material, Sec-
tion S2.2). The optimizer was written in OCaml
and can be found online at bitbucket.org/RSE_
1987/ssn_inference_optimizer.

As the cost function that we used (Eq. 17) was
non-convex, we checked the robustness of our
findings by performing 10 further optimization at-
tempts from random initial conditions. No so-
lutions achieved substantially lower costs, and
those whose final cost was at least approximately
as low as the network presented in the main text
behaved qualitatively similarly (in particular, they
showed contrast-dependent oscillations and tran-
sients, Fig. S7). Nevertheless, our results should
not be taken to represent a global optimum of our
cost function.

Numerical experiments after training

To obtain a reliable estimate of the stationary mo-
ments of neural responses to a fixed input (Figs. 2
and 3), a total of 20, 000 independent samples
(taken 200 ms apart) were drawn from the net-
work, not including transients, as neural activ-
ity evolved according to Eq. 8. Neural activities
in Fig. 2a show 1 s of simulated network ac-
tivity, convolved with a 20 ms sliding window to
match the effects of spike binning to compute av-
erage rates in experiments. Neural trajectories
in Fig. 2b correspond to the neural activity of two
cells in the network with preferred orientations 42◦

(ui) and 16◦ (uj), over a post-transient period of
500 ms. To illustrate both the degree of modula-
tion of the posterior covariances and the match
between posterior and network covariances in
Fig. 3c, the top three PCs of each posterior co-
variance were computed. Neural activity was
then projected onto each PC, and the amount
of variance along each direction was computed.
The middle plots of Fig. 3c present these poste-
rior PCs scaled by either the square root of the
total variance along that direction in the GSM (in
green) or in the network (in red).

Autocorrelograms in Fig. 4a were computed in
500 non-overlapping windows of 2 s of simulated
neural activity each (subsampled at 0.4 ms) af-
ter stimulus onset (not including transients), and
then averaged across these windows. Autocor-
relograms were first computed for individual cells’
membrane potentials and then averaged across
all cells. Crosscorrelograms and E–I lags in
Fig. 4b–c were computed from a single 400 s-

long simulation after stimulus onset and tran-
sients (without subsampling). The E–I lag for
each cell was determined as the location of the
maximum in the anti-symmetric component of the
cross-correlogram between its total E and I input.
Langevin samplers in Fig. 4a–b corresponded to
neural networks with linear, time-reversible dy-
namics, not respecting Dale’s principle. As vari-
ability in a linear network does not depend on
the input (unlike in our nonlinear circuit model),
we implemented a separate Langevin sampler
for each input. Autocorrelograms and cross-
correlograms for the Langevin sampler were com-
puted as for the original network.

Average firing rates in Fig. 5a were computed
from the same neural traces used in Fig. 2
to compute u moments (here taking the aver-
age of r instead of u in Eq. 8). To compute
Fano factors in Fig. 5b we considered a dou-
bly stochastic Gamma process and computed
spike-counts over 500, 000 100 ms windows. The
shape parameter KISI of the Gamma process (Ta-
ble S1) was chosen to reproduce the experimen-
tally found range of Fano factors which could
be less than 1 (Fig. 5b), resulting in more regu-
lar spike trains than an inhomogenous Poisson
process. Power spectra in Fig. 5c were com-
puted from the (across-cell) average neural activ-
ity (membrane potentials), following standard ap-
proaches8, using the same samples as the au-
tocorrelograms of Fig. 4a (see above). Gamma
peak frequency was identified as the location of
the local maximum (within the gamma band, 20–
80 Hz) of the power spectrum. Transients in
Fig. 5d correspond to average firing rates across
E cells and trials (n = 100). These were also
averaged over 10 ms windows to mimic the res-
olution of the experimental results. To account
for the response delays observed in experimen-
tal data, we simulated a random delay time (trun-
cated Gaussian, with 45 ms mean and 5 ms s.d.)
to each E–I cell pair in the network. Conductance
changes (relative to baseline) in Fig. 5e corre-
spond to across trial averages (n = 20) for a sin-
gle neuron with preferred orientation aligned to
that of the stimulus (see Supplementary Material,
Section S3.4 for further details).

To study the effect of oscillations (Fig. 6a and
b) and transient overshoots (Fig. 7a and b) on
sampling accuracy, we employed a family of sim-
plified systems which were constructed as 1-
dimensional Gaussian processes76 designed to
match the statistics (stationary mean and vari-
ance) of single neurons in the network, but al-
lowing to parametrically and independently vary
either the degree of oscillatoriness in the system
(i.e. the kernel of the Gaussian process), or the
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temporal profile of the mean response (Supple-
mentary Material, Section S5).

Autocorrelograms and power spectra of Fig. 6c
were computed as in Fig. 4a and Fig. 5c, but for
the directions in the space of neural responses
that corresponded to the first ten PCs of neural
variability. To quantify the degree of oscillatori-
ness along each PC, we fitted the correspond-
ing autocorrelogram with a function that explic-
itly included α, the degree of oscillatoriness of re-
sponses, as one of its parameters (Section S3.5
and eq. S12).

Overshoots in Fig. 7c and d were obtained using
the same stimulus that was used to train the net-
work at 0.7 contrast, and computed as the max-
imal across-trial average (n = 100) response of
each E cell (membrane potential for c, firing rate
for d), minus its stationary mean response, fur-
ther averaged over 1000 delay configurations in
our network (as for Fig. 5d, see above). Steady-
state differences denote the magnitude of mean
evoked responses of each cell with respect to its
mean pre-stimulus response. Fig. 7e shows novel
analyses of experimental recordings from awake
macaque V1 during the presentation of moving
gratings of different orientations29 (data released
in the repository of Ref. 77). Following the same
procedure as in Ref. 8, only cells that were sig-
nificantly tuned (orientation tuning index greater
than 0.75) and had an average evoked rate above
1 spike per second were included in the analy-
sis. For each cell and each stimulus, a time-
dependent firing rate trace was first obtained by
averaging spikes across trials in a 50 ms sliding
square window. From these traces, overshoots
and steady-state differences were then computed
(dots in Fig. 7e top) as average evoked responses
excluding transients (t > 160 ms after stimulus
onset) minus average baseline responses (com-
puted from the 300 ms prior to stimulus presen-
tation). The overshoot size is computed as the
maximum of the response trace for t < 160 ms
after stimulus onset, minus the same average
evoked response previously computed. Linear re-
gression was performed using SciPy’s ‘linregress’
function, which reports a two-sided p-value (null
hypothesis: zero slope), using a Wald test with
a t-distribution of the test statistic. Results in the
bottom plots of Fig. 7d and e were computed by
averaging stimuli presented at each neuron’s pre-
ferred orientation (±30°) or orthogonal to its pre-
ferred orientation (±30°). We tested for signifi-
cance in overshoot tuning using SciPy’s ‘ttest_ind’
function (null hypothesis: identical average).
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