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Abstract

Striatal oscillatory activity is associated with movement, reward, and decision-making,

and observed in several interacting frequency bands. Local field potential (LFP)

recordings in rodent striatum show dopamine- (DA-) and reward-dependent transitions

between two states: a “spontaneous” state involving β (∼15-30 Hz) and low γ (∼40-60

Hz), and a state involving θ (∼4-8 Hz) and high γ (∼60-100 Hz) in response to DAergic

agonism and reward. The mechanisms underlying these rhythmic dynamics, their

interactions, and their functional consequences are not well understood. In this paper,

we propose a biophysical model of striatal microcircuits that comprehensively describes

the generation and interaction of these rhythms, as well as their modulation by DA.

Building on previous modeling and experimental work suggesting that striatal

projection neurons (SPNs) are capable of generating β oscillations, we show that

networks of striatal fast-spiking interneurons (FSIs) are capable of generating θ and γ

rhythms. Our model consists of three interconnected populations of single or double

compartment Hodgkin-Huxley neurons: a feedforward network of FSIs exhibits a D-type

potassium current as well as DA-modulated gap junctional and inhibitory connectivity,

and two networks of SPNs exhibit an M-type potassium current and express either
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excitatory D1 or inhibitory D2 DA receptors. Under simulated low DAergic tone the

FSI network produces low γ band oscillations, while under high DAergic tone the FSI

network produces high γ band activity nested within a θ oscillation. SPN networks

produce β rhythms in both conditions, but under high DAergic tone, this β oscillation

is interrupted by θ-periodic bursts of γ-frequency FSI inhibition. Thus, in the high DA

state, packets of FSI γ and SPN β alternate at a θ timescale. In addition to a

mechanistic explanation for previously observed rhythmic interactions and transitions,

our model suggests a hypothesis as to how the relationship between DA and rhythmicity

impacts motor function. We hypothesize that high DA-induced periodic FSI γ-rhythmic

inhibition enables switching between β-rhythmic SPN cell assemblies representing the

currently active motor program, and thus that DA facilitates movement by allowing for

rapid, periodic shifts in motor program execution.

Author summary

Striatal oscillatory activity is associated with movement, reward, and decision-making,

and observed in several interacting frequency bands. The mechanisms underlying these

rhythmic dynamics, their interactions, and their functional consequences are not well

understood. In this paper, we propose a biophysical model of striatal microcircuits that

comprehensively describes the generation and interaction of striatal rhythms, as well as

their modulation by DA. Our model suggests a hypothesis as to how the relationship

between DA and rhythmicity impacts the function of the motor system, enabling rapid,

periodic shifts in motor program execution.

Introduction 1

As the largest structure of the basal ganglia network, the striatum is essential to motor 2

function and decision making. It is the primary target of dopaminergic (DAergic) 3

neurons in the brain, and its activity is strongly modulated by DAergic tone. Disorders 4

of the DA and motor systems, such as Parkinson’s, Huntington’s, Tourette’s, and many 5

others, result in abnormal network activity within striatum [1]. Rhythmic activity is 6

observed in both striatal spiking and local field potential, and oscillations in the 7
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striatum are correlated with voluntary movement, reward, and decision-making in 8

healthy individuals [2–4], while disruptions of these rhythms are biomarkers of mental 9

and neurological disorders [1, 5, 6]. However, the mechanisms of these oscillations, and 10

their role in motor behavior and its dysfunctions, remain poorly understood. 11

Four oscillatory bands in particular are frequently observed in striatal local field 12

potential: θ (4-7 Hz), β (8-30 Hz), low γ (50-60 Hz), and high γ (70-80 Hz) [2, 7, 8]. 13

Power in these bands consistently correlates with responses to task parameters such as 14

motor initiation, decision making, and reward [2–4,6]. Power in the β band is elevated 15

in Parkinson’s disease and correlates with the severity of bradykinesia [1]. In the 16

healthy basal ganglia, β and γ activity are inversely correlated and differentially 17

modulated by slower basal ganglia rhythmic activity, suggesting that the balance of 18

these distinct oscillatory dynamics is important to healthy motor function [8]. In rat 19

striatum in vivo, spontaneous β and low γ oscillations transition to θ and high γ 20

dynamics upon reward receipt and with administration of DA agonist drugs [2]; 21

similarly, in rat caudate and putamen, DAergic agonists produce robust low-frequency 22

modulation of high γ amplitude [7]. 23

In this paper, we propose a biophysical model of striatal microcircuits that 24

comprehensively describes the generation and interaction of these rhythms, as well as 25

their modulation by DA. Our simulations capture the dynamics of networks of striatal 26

fast-spiking interneurons (FSIs) and striatal projection neurons (SPNs), using 27

biophysical Hodgkin-Huxley type models. SPNs, responsible for the output of the 28

striatum, make up 95% of striatal neurons in rodents [9]. SPN firing is regulated by 29

relatively small populations of striatal interneurons, including fast spiking interneurons 30

(FSIs), which strongly inhibit SPNs. Our model FSIs exhibit a D-type potassium 31

current [10], and our model SPNs exhibit an M-type potassium current [11]. Both cell 32

types are modulated by DAergic tone: FSIs express the excitatory D1 DA receptor [12], 33

while two distinct subpopulations of SPNs express exclusively the D1 or the inhibitory 34

D2 receptor subtype. We modeled both SPN subpopulations, with high simulated 35

DAergic tone increasing and decreasing D1 and D2 SPN excitability, respectively. To 36

model DA effects on the FSI network, we simulated three salient experimentally 37

observed effects: increased excitability [12] and gap junction conductance [13], and 38

decreased inhibitory conductance [12]. Both gap junctions and inhibition are known to 39
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play a role in the generation of rhythmic activity [14]. 40

Our previous experimental and modeling work suggests that striatal SPN networks 41

can produce a β (15-25 Hz) oscillation locally [15]. Our current model demonstrates 42

that FSI networks can produce θ, low γ, and high γ oscillations. A fast-activating, 43

slow-inactivating potassium current (the D-type current) allows FSIs to produce γ and 44

θ rhythms in isolation, and network interactions make these rhythms, otherwise highly 45

susceptible to noise, robust. In our simulations, DA induces a switch between two FSI 46

network states: a low DA state exhibiting persistent low γ rhythmicity, and a high DA 47

state in which a θ oscillation modulates high γ activity. As a result of FSI inhibition of 48

SPNs, DA induces a switch in striatal dynamics, between a low DA state in which low γ 49

and β rhythms coexist, and a high DA state in which bursts of FSI high γ and SPN β 50

rhythms alternate, nested within (and appearing at opposite phases of) an FSI θ 51

rhythm. 52

Thus, our model generates a hypothesis as to how observed relationships between 53

DA and rhythmicity impact the function of the motor system. Namely, DA appears to 54

encourage or permit periodic motor program switching, by allowing the emergence of an 55

FSI-mediated θ-modulated γ rhythm that breaks up the “stay” signal mediated by SPN 56

β rhythms [16]. 57

Results 58

Single model FSIs produce θ-nested γ rhythms whose power and 59

frequency is modulated by excitation 60

We modified a previous single-compartment striatal FSI model [17] by adding a 61

dendritic compartment (shown to be an important determinant of gap-junction 62

mediated synchrony [18]) and increasing the conductance of the D-type K current to 6 63

mS. Previous work showed that two characteristic attributes of FSI activity in vitro – 64

stuttering and γ resonance (defined as a minimal tonic firing rate in the γ frequency 65

range) – are dependent on the D-current. Our modified FSI model successfully 66

reproduced these dynamics as well as revealing other dynamical behaviors (Fig. 1). 67

With increasing levels of tonic applied current (Iapp), our model FSI transitions from 68
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Fig 1. Behavior of single model FSI over a range of inputs and D-current conductances.
(A) i. A single model FSI with low tonic excitation (8µA/cm2) spikes at a low γ
frequency nested in slow bursting, while a single model FSI with high tonic excitation
(20µA/cm2) spikes at a high γ nested in slow bursting. ii. Power spectral density of
voltage traces in (A)i, comparing low and high levels of tonic excitation. (B) i. Single
model FSI with tonic excitation (10µA/cm2) and weak Poisson noise (λ = 500) spikes
at γ nested in θ, while a single model FSI with tonic excitation (10µA/cm2) and strong
Poisson noise (λ = 5500) has limited low-frequency content. ii. Power spectral density
of voltage traces in (B)i, comparing low and high levels of noise. (C) Three-dimensional
false-color plot demonstrating the dependence of the bursting regime on gd and Iapp.
(D) Three-dimensional false-color plot demonstrating the dependence of firing rate on gd
and Iapp.

quiescence to (periodic) bursting to periodic spiking. The bursting regime, of particular 69

interest in this work, is dependent on the level of tonic excitation (Fig. 1A,C,D), the 70

level of noise in excitatory drive (Fig. 1B & 2C), and, centrally, the D-current 71

conductance (Fig. 1C,D). With lower levels of D-current (as used in previous FSI 72

models [10,17,19]), bursting is aperiodic. For sufficiently large D-current conductance, 73

FSI bursting occurs for a broad range of applied currents (Iapp over 8 uA/cm2, Fig. 74

1C,D). 75

Fig 2. ID, applied current, and applied noise determine interburst and intraburst
frequency of FSI spiking.
(A) Plot of the minimal firing rate within a burst of a single model FSI with and
without ID. (B) Plot of the maximal inter-burst (δ) frequency and intraburst (γ) firing
rate of a single model FSI as the time constant of inactivation of ID is increased. (C)
Plot of the inter-burst frequency and power of a single model FSI as noise is applied.
For B and C Iapp = 10µA/cm2.

The frequency of bursting depends on the decay time constant of the D-type 76

potassium current (τD); in the absence of noise, it is in the δ frequency range for 77

physiologically relevant τD (<∼200 ms, Figure 1A,C, 2B). Note that τD changes the 78

inter-burst interval without changing the timing of spikes within a burst (Fig. 2B). 79

Burst frequency also increases with increasing tonic excitation (Fig. 1,A,C), and 80

increases to θ frequencies with small amounts of noise (Fig. 1B, 2C), which decrease the 81

interburst interval. However, large amounts of noise abolish rhythmic bursting 82

altogether (at least in single cells, Fig. 1B). 83

As shown previously [17], the FSI model’s γ rhythmic intraburst spiking arises from 84

its minimum firing rate, which is also set by the D-current conductance (Fig. 2A); when 85

this conductance is zero, the model has no minimum firing rate (Fig. 2A). As this 86
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conductance is increased, the minimum firing rate also increases. Thus, our choice of 87

D-current reflects not only our interest in the bursting regime, but also our desire to 88

match experimental observations of striatal γ frequency [2, 17]. FSI spiking frequency 89

also increases with tonic drive (Figure 1A,D). Since simulated DA acts on our FSI 90

model by increasing tonic excitation, DA causes a switch in model FSI spiking from low 91

γ rhythmicity to δ-modulated high γ rhythmicity. Below, we demonstrate that the FSI 92

γ is determined by this single-cell rhythmicity and is mostly independent of the 93

timescale of inhibitory synapses. 94

In summary, a single model FSI displays low-frequency-nested γ oscillations, 95

dependent on the D-type current, under a wide range of tonic excitation levels. Both low 96

frequency power and γ frequency increase with tonic excitation. While noise increases 97

the frequency of the slower rhythm from δ to θ, it also diminishes the power of this 98

rhythm in the single cell. Below we demonstrate that all of these effects are also present 99

in a network of FSIs, with the key difference that the θ rhythm becomes robust to noise. 100

FSI networks produce DA-dependent θ and γ rhythms 101

To determine if θ and γ oscillations persist in networks of connected FSIs, and how DA 102

could modulate network dynamics, we simulated a network of 100 model FSIs connected 103

randomly (with an independent connection probability of 0.3 for each type of 104

connection) by both inhibitory synapses and gap junctions. We also implemented three 105

salient and experimentally observed effects of DA on FSI networks: increased tonic 106

excitation of individual FSIs [12], increased gap junction conductance between FSIs [13], 107

and decreased inhibitory conductance between FSIs [12] (see Methods). 108

Unlike in single cells, FSI network θ rhythmicity is dependent on sufficient levels of 109

tonic excitation: at low levels of tonic input (Iapp <≈ 1µA/cm2), the FSIs do not attain 110

enough synchrony for a strong network θ (Fig. 3Aii). As in single cells, FSI network θ 111

power increases with tonic input strength (Fig. 3Aii). Sufficiently strong gap junction 112

coupling is also a requirement for the FSI network to attain sufficient synchrony to 113

produce θ rhythmicity (Fig. 3Cii), protecting the FSI network θ rhythm from the effects 114

of noise (as in [14]). Finally, inhibitory synaptic interactions between FSIs have a 115

desynchronizing effect that interferes with network θ, and increasing inhibitory 116
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conductance within the FSI network decreases power in the θ band (Fig. 3Bii). 117

Fig 3. FSI network rhythms change with background excitation and synaptic strength.
Power and frequency of θ and γ rhythms in FSI network mean voltage as a function of
(A)tonic input current, (B) GABAA conductance, and (C) gap junction conductance..
The parameters not being varied in plots A-C are held at the high DA values
(ggap = 0.2mS, gsyn = 0.005mS, Iapp = 16uA/cm2, taugaba = 13ms
. (D) Gamma frequency as a function of GABAa synaptic time constant and level of
dopamine.

FSI network γ power and frequency both increase with tonic input strength (Fig. 118

3Ai), and, like the network θ, the network γ rhythm is dependent on sufficient gap 119

junction conductance and is disrupted by inhibition (Fig. 3B & C, i). 120

To explore FSI network dynamics that might be observed during normal fluctuations 121

in DA during goal-directed tasks [20], we simulated FSI network activity under two 122

conditions, simulated low (or baseline) and high DAergic tone. During simulated low 123

DAergic tone, characterized by low levels of FSI tonic excitation and gap junction 124

conductance, and high levels of inhibitory conductance, the network produces a 125

persistent low frequency γ oscillation (∼ 55 Hz) in the model LFP (the mean voltage of 126

the FSI network, Fig. 4Bi-Di). The raster plot of FSI spike times (Fig. 4Eii) shows that 127

individual FSIs exhibit sparse spiking in the low DA state. Although individual FSIs 128

exhibit periodic spike doublets or bursts (γ-paced and entrained to the network γ) that 129

recur at θ frequency, the timing of these bursts is independent (Fig. 4Ei). Therefore, 130

while θ power is present at the level of individual FSIs, there is not sufficient synchrony 131

for it to appear in the network (Fig. 4Di). 132

During simulated high DAergic tone, characterized by high levels of tonic excitation 133

and gap junction conductance and low levels of inhibitory conductance, network activity 134

is much more structured: a strong 70 Hz γ rhythm, phase-modulated by a 5 Hz θ 135

rhythm, are evident in both the simulated LFP and network raster plots (Fig. 4Bii-Eii, 136

right). In this state, active FSIs spike at the same phase of both θ and γ, producing 137

dual (and nested) network rhythms (Fig. 4ii). 138

To explore whether the γ rhythms observed in the FSI network are generated by 139

inhibitory interactions, we examined the dependence of γ frequency on the time 140

constant of GABAA inhibition, as the characteristic frequency of canonical interneuron 141

network γ (ING) has been shown to depend on this time constant [21]. The frequency 142
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Fig 4. FSI network activity and rhythms are altered by DA.
(A) Schematics showing the major alterations to the FSI network during the baseline (i)
and high (ii) DAergic tone conditions. (B) Mean voltage for the FSI network in the two
conditions. (C) Spectrograms of (B). (D) Solid line: Average power spectral density of
FSI population activity. Dashed line: Average power spectral density of all individual
FSI voltage traces in the network. (E) Raster plots of FSI network activity at second
and subsecond timescales.

of the γ rhythm produced under low DA conditions decreased with increases in the 143

GABAA time constant (Fig. 3D), suggesting this rhythm is ING-like. However, the γ 144

produced under high DA conditions had a frequency that was not highly dependent on 145

the inhibitory time constant, suggesting that this γ rhythm is mechanistically different 146

from previous ING models, being generated by synchronous γ frequency bursts in 147

individual cells, as opposed to inhibitory interactions. 148

SPN networks generate DA-dependent β oscillations 149

Previous work by our group found that robust β oscillations can emerge from inhibitory 150

interactions in networks of model striatal SPNs [15]. The interaction of synaptic 151

GABAA currents and intrinsic M-currents promotes population oscillations in the β 152

frequency range; their β timescale is promoted by the M-current, which allows rebound 153

excitation at ∼50 ms in response to synaptic inhibition. Excitation of these neurons 154

increases β power (see Methods). This previous work explored the transition from a 155

healthy to a parkinsonian state with pathologically low levels of striatal DA. To explore 156

the generation of β rhythmicity during normal fluctuations in DAergic tone, we 157

simulated two independent networks of 100 D1 receptor expressing (“direct pathway”) 158

SPNs and 100 D2 receptor expressing (“indirect pathway”) SPNs. Model SPNs are 159

single compartment cells expressing the Hodgkin-Huxley spiking currents and the 160

M-type potassium current, interconnected all to all by inhibitory GABAA synapses 161

(connection probability 1). We simulated the effects of DA on model D1 and D2 SPNs 162

by increasing and decreasing their levels of tonic excitation, respectively (whether DA 163

generates a positive or negative applied current was the only difference between D1 and 164

D2 expressing SPNs in our model; Fig. 5i and ii; see Methods). Paradoxically, in the 165

absence of FSI input, neither population was sufficiently excited to exhibit spontaneous 166

spiking under low DA conditions (Fig. 5i); under high DA conditions, D1 SPNs 167

August 9, 2019 8/41

.CC-BY 4.0 International licensea
certified by peer review) is the author/funder, who has granted bioRxiv a license to display the preprint in perpetuity. It is made available under 

The copyright holder for this preprint (which was notthis version posted August 9, 2019. ; https://doi.org/10.1101/725416doi: bioRxiv preprint 

https://doi.org/10.1101/725416
http://creativecommons.org/licenses/by/4.0/


exhibited persistent β rhythmicity at ∼15 Hz (Fig. 5ii). 168

Fig 5. FSIs paradoxically excite and pattern SPN network activity.
(A) Schematics showing the major alterations during the baseline (i, iii) and high (ii, iv)
DAergic tone conditions, in an isolated SPN network (i, ii) and a combined FSI-SPN
network (iii,iv). (B) Mean voltages for the D1 and D2 SPN populations in the two
conditions. (C) Spectrograms of mean voltage for the D1 population (upper) and D2
population (lower). (D) Average power spectral density of D1 and D2 population
activity. (E) Raster plots of SPN population activity.

FSI network γ and θ oscillations rhythmically modulate SPN 169

network β oscillations only in high DA state 170

To understand the interactions between FSI and SPN networks, and between β, γ, and 171

θ rhythms, we simulated a combined FSI-SPN striatal microcircuit, in which 100 model 172

FSIs randomly inhibited independent networks of 100 D1 and 100 D2 SPNs (connection 173

probability from FSIs to D1 or D2 SPNs of 0.1). FSIs were interconnected by gap 174

junctions and inhibitory synapses (connection probability 0.3 for each). D1 and D2 175

SPNs were connected by all to all inhibitory synapses within (connection probability 1) 176

but not across populations. There were no connections from SPNs back to FSIs [22]. 177

During simulated baseline DAergic tone, we modeled D1 and D2 SPNs as being 178

equally excitable, with equal firing rates matching in vivo observations [23] while under 179

the influence of FSI inhibition. The presence of FSIs is necessary for the SPNs to fire in 180

the low dopamine state (Fig. 5iii); this paradoxical excitatory effect of GABAergic 181

input arises because SPNs can be excited via post-inhibitory rebound, as demonstrated 182

in previous work. [15]. Both SPN networks produce a β rhythm (15 Hz), while the FSI 183

network produces a low (50 Hz) γ (Fig. 5iii & 6i). The generation of low γ rhythms by 184

the FSIs and β by the SPNs matches observations of striatal rhythmicity in resting 185

healthy animals in vivo [2]. Our model suggests that these γ and β rhythms are 186

independently generated by FSI and SPN networks, respectively. 187

Fig 6. In the high DA state, packets of FSI γ and SPN β alternate at a θ timescale.
(A) Schematics showing the major alterations to the striatal network during the baseline
(i) and high (ii) DAergic tone conditions. (B) LFP surrogates for low and high DAergic
tone conditions. (C) Spectrograms of LFP surrogates. (D) Wavelet-filtered β and γ
oscillations from the population activity in (B). (E) Schematic of oscillatory activity
during low and high DAergic tone conditions, with proposed functional impact on
ensemble activity.
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During simulated high DAergic tone, an FSI-mediated high (∼70 Hz) γ and an 188

SPN-mediated β are observed during opposite phases of an ongoing FSI network θ 189

rhythm (Fig. 5iv & 6ii). During the peak of the θ, the incoming γ frequency input from 190

the FSIs silences the SPNs. When the FSIs are silent during the θ trough, both D1 and 191

D2 SPN populations are sufficiently excited to produce a β rhythm. Thus, while the 192

SPNs cannot entrain to the γ frequency of FSI inhibition, they are modulated by the 193

FSI-generated θ rhythm. 194

Discussion 195

Our model suggests that DAergic tone can produce a transition between two dynamical 196

states in striatal GABAergic networks. In the baseline DAergic tone state, ongoing low 197

γ (50-55 Hz) and β (15 Hz) oscillations are generated by striatal FSI network and SPN 198

networks, respectively (Fig. 6i). In the high DAergic tone state, packets of 199

FSI-mediated high γ (65-70 Hz) and SPN-mediated β (10-20 Hz) rhythms alternate at θ 200

(∼5 Hz) frequency (Fig. 6ii). Our results make predictions about the generation of 201

striatal rhythms, have implications for the role of FSIs in regulating the activity of 202

SPNs and suggest an underlying mechanism for the temporal dynamics of motor 203

program selection and maintenance (Fig. 6E). 204

Mechanisms of γ and δ/θ oscillations in single FSIs 205

Prior work has shown γ oscillations in striatal FSIs arising from an interaction between 206

the spiking currents and the spike frequency adaptation caused by the potassium 207

D-current, which produces a minimum FSI firing rate in the γ range [17,24]. The 208

frequency of the FSI γ depends on excitatory drive to the FSIs, which in our model 209

leads to the modulation of γ frequency by DA, a phenomenon also observed in striatal γ 210

oscillations in vivo [25–28]. 211

Prior work has also suggested that the D-current is responsible for the bursting or 212

stuttering behavior of FSIs, in which brief periods of high frequency activity are 213

interspersed with periods of quiescence [10]. However, regularities in these periods of 214

quiescence have not been previously observed. Thus, the present study is novel in its 215

description of the generation of low-frequency rhythms by FSIs with high levels of 216
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D-current conductance; FSIs have previously been characterized solely as generators of 217

γ oscillations. Our model predicts that FSI-mediated slow rhythms depend on a high 218

level of D-current conductance. In our model, the D-current is activated by burst 219

spiking, e.g., at γ frequency, and hyperpolarizes the cell for roughly a θ period due to its 220

long time constant of inactivation. Though individual cells produce a δ rhythm, the 221

frequency of the resulting θ oscillation in the network is robust to changes in excitatory 222

drive. This transition to a higher rhythm in the network is likely a result of 223

gap-junction induced synchrony driving burst frequency higher while maintaining 224

robustness to noise. Notably, this study is also a novel demonstration of the generation 225

of both θ and γ oscillations by a single membrane current. 226

Mechanisms of γ and θ oscillations in FSI networks 227

Our model FSI network produces qualitatively different dynamics at high and baseline 228

levels of DA conditions. Under high dopaminergic tone, the FSI network produces high 229

γ band (70 Hz) oscillations modulated by a θ (4-6 Hz) oscillation, while under low 230

dopaminergic tone the FSI network produces low γ band (55 Hz) oscillations alone (Fig. 231

4). While both θ and γ are present at the level of individual cells, only in the high DA 232

condition is bursting sufficiently synchronized that θ power is present in the network. 233

The presence of θ at the network level can be attributed to the higher level of gap 234

junction conductance in the high DA condition (Fig. 3Cii). 235

The ability of gap junctions to generate synchrony is well established in 236

computational work [29]. Previous models from other groups suggest that gap junctions 237

can enable synchronous bursting in interneurons, such that the burst envelopes are 238

aligned, as in our model [14]. While a shunting effect of low conductance gap junctions 239

can inhibit spiking [30], gap junctions with high enough conductances have an 240

excitatory effect, promoting network synchrony [31,32]. Previous work has also shown 241

the importance of gap junction connectivity in stabilizing network γ oscillations in 242

silico [33], as well as network γ and θ oscillations in inhibitory networks in vitro and in 243

silico containing noise or heterogeneity [32]. FSIs in vivo are highly connected by gap 244

junctions as well as inhibitory synapses, [34] similar to the networks of inhibitory 245

interneurons that produce ING rhythms [35]. Unlike ING, however, our FSI network γ 246
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is independent of GABAergic synapses: inhibitory conductance has only a small impact 247

on γ frequency, and γ power is highest when inhibitory synapses are removed (Figure 248

3B). In slice, the γ resonance of striatal FSIs is dependent on gap junctions but not on 249

GABA [36], suggesting that our model is an accurate representation of FSI γ. 250

It is important to note that while our model is conceived as a representation of the 251

dorsal striatal circuit, physiologically similar fast-spiking interneuron networks are 252

present in cortex [10]; therefore, the mechanisms described here may contribute to the 253

generation of θ-modulated γ oscillations in cortex as well. 254

Support for striatal rhythm generation 255

Our model provides mechanistic explanations for all four oscillatory bands observed in 256

ventral striatum in vivo (θ, β, low γ, and high γ) [37]. Previous modeling and 257

experiments suggest β can be generated by striatal SPNs [15,38,39]. Our results suggest 258

that FSIs generate striatal γ, and that motor- and reward-related increases in γ power 259

reflect increased striatal FSI activity. 260

There is evidence to support the existence of a locally generated striatal γ oscillation 261

that is not volume conducted and that responds to local DAergic tone [40,41]. The FSIs 262

of the striatum are the most likely candidate generator of this rhythm: they are unique 263

among striatal cell types in preferentially entraining to periodic input (from each other 264

and from cortex) at γ frequencies [42–46]. Different populations of striatal FSIs in vivo 265

entrain to different γ frequencies, and FSIs entrained to higher frequencies are also more 266

entrained to cortical input [25–28]. It is likely that different subpopulations of FSIs 267

selectively entrain to specific γ frequencies depending on physiological differences, 268

context, and neuromodulatory (e.g. DAergic) states; the frequency of γ may itself 269

determine cell assembly size and membership [33]. 270

Experimental evidence also supports striatal FSI involvement in a DA-modulated θ 271

rhythm. FSIs phase lock to spontaneous striatal LFP oscillations at θ as well as γ 272

frequencies [23,47–51]. In vivo, striatal θ power is modulated by task-related phenomena 273

such as choice points and motor execution, as well as by reward and reward expectation, 274

suggesting its responsiveness to DA (known to phasically increase in response to reward 275

cues) [4,52–54]. θ has also been shown to modulate the response of SPNs to reward [55]. 276
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θ rhythmicity in striatal dynamics and movement 277

In vivo , striatal β power has a well established negative correlation with DA and 278

locomotion in both health and disease, while striatal γ power has a positive correlation 279

with both [1, 3–6,56]. β oscillations in the basal ganglia are thought to provide a “stay” 280

or “status quo” signal that supports maintenance of the currently active motor 281

program [16], and they are causally implicated in motor slowing and cessation [8, 56–60]. 282

In our simulations of high DAergic tone, FSI spiking at high γ frequencies 283

θ-periodically inhibits SPN-generated β oscillations, permitting SPN β only during the 284

150-200 millisecond θ trough corresponding to the FSIs’ interburst interval. We 285

hypothesize that these periodic gaps between SPN β packets are necessary to terminate 286

ongoing motor programs and initiate new motor programs, as represented by active 287

SPN assemblies. During the θ trough, all SPN cell assemblies are simultaneously 288

released from inhibition and viable to compete once again to determine the current 289

motor program, with incoming input from cortex influencing this competition. Under 290

this interpretation, our results predict that striatal networks oscillate between a “stay” 291

or “program on” state marked by SPN β oscillations, and a “switch” or “program off” 292

state marked by FSI high γ oscillations, and that the θ period limits the speed of 293

sequential motor program execution (Fig. 6E). 294

In support of this hypothesis, striatal representations of behavioral “syllables” that 295

can be combined to create motor programs are active for a maximum of ∼200 ms [61], 296

and the velocity of continuous motion is modulated intermittently at a θ frequency 297

(∼6-9 Hz) [62]. In healthy animals, the duration of β bursts has an upper limit of ∼120 298

ms, about half a θ cycle [8], in agreement with our hypothesis of θ phase-modulation of 299

β activity. Striatal γ has also been observed in transient (∼150 ms) bursts that are 300

associated with the initiation and vigor of movement [63]. Additionally, other 301

biophysically constrained computational models have suggested that SPN assemblies 302

fire in sequential coherent episodes for durations of several hundred milliseconds, on the 303

timescale of one or several θ cycles [64]. Overall, evidence supports the hypothesis that 304

β and γ oscillations in striatum in vivo, and therefore the motor states they encode, are 305

activated on θ-periodic timescales. 306

Furthermore, β and γ power are anticorrelated in EEG and corticostriatal 307
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LFP [6,7, 65], in agreement with our model’s prediction that these rhythms are coupled 308

to opposite phases of ongoing θ rhythms. FSI and SPN firing are inversely correlated in 309

vivo, entrained to θ, and they are active during opposite phases of θ, as observed in our 310

model [23, 48, 66–68]. θ-γ cross-frequency coupling is observed in striatum and increases 311

during reward, when DAergic tone is expected to be high [7,69–72]. Our model suggests 312

that these cross-frequency relationships occur in part due to FSI inhibition of SPNs. 313

Though FSIs are smaller in number, FSI-SPN synapses have a much stronger effect 314

than SPN-SPN connections, with each FSI inhibiting many SPNs [22,73]. 315

During baseline DAergic tone in our model, FSIs produce an ongoing low γ that 316

does not effectively suppress SPN β activity (produced sporadically in both D1 and D2 317

SPN networks), and thus does not facilitate the switching of the active SPN assembly. 318

Thus, our model suggests that at baseline levels of DA, switching between SPN 319

assembles may be more dependent on cortical inputs or downstream BG circuit 320

computations. Although the function of FSI low γ inhibition of SPN dynamics is 321

unclear, it may facilitate striatal responsivity to cortical low γ input, which occurs in an 322

afferent- and task-specific manner [37]. SPNs do not entrain to γ in our model, 323

suggesting that γ oscillations are not transmitted to downstream BG structures. 324

In contrast, both the β and θ rhythms in our model entrain SPN networks and may 325

be relayed to other basal ganglia structures. Intriguingly, alternation between β and γ 326

on a θ/δ timescale has been observed in the globus pallidus in vivo, and DAergic tone 327

modulates these oscillations and their interactions [7, 74]. Thus, the mechanisms 328

proposed in our model may also play a role in the oscillatory dynamics of other basal 329

ganglia structures, through a combination of rhythm propagation and local rhythm 330

generation by similar circuits. Similar pauses in FSI activity, allowing transient SPN 331

disinhibition and production of β oscillations, occur in a recent computational model of 332

GPe [19], also based on an earlier model of stuttering FSIs [10]. In contrast to this work, 333

we emphasize the mechanisms producing β and the coordination of β and γ by θ, not 334

addressed previously [19]. 335
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Implications for disease 336

In Parkinson’s disease, which is characterized by motor deficits and chronic DA 337

depletion, β power is correlated with the severity of bradykinesia [1]. Parkinsonian β 338

may be generated by striatal D2 SPNs [15, 38, 39]. Parkinsonian conditions also produce 339

high cholinergic tone [75], known to decrease the conductance of GABAergic FSI-SPN 340

synapses [76]. Thus, the failure of the FSI inhibition-mediated motor program switching 341

described above may play a role in the motor deficits observed in Parkinson’s: if DA is 342

low, and FSIs are unable to inhibit either D1 or D2 SPNs, θ modulation of SPN β 343

rhythmicity will be supplanted by ongoing D2 β rhythmicity, impairing motor initiation 344

by reducing the possibility of motor program switching in the Parkinsonian striatum. 345

In hyperkinetic motor disorders, γ and θ rhythms are potentiated: a mouse model of 346

Huntington’s disease (HD) displays unusually high θ and γ band striatal LFP 347

power [77–79]; and L-DOPA-induced hyperkinetic dyskinesia is also characterized by 348

increased high γ and θ power and reduced β power in the striatal LFP [80–83]. As these 349

rhythms are tied to FSI activation in our model, we suggest that hyperkinetic disorders 350

may result from striatal FSI hyperfunction. Consistent with this hypothesis, in HD 351

model animals, FSI to SPN connectivity is increased, and SPNs respond more strongly 352

to FSI stimulation [84]. 353

However, hypofunction of striatal FSI networks can also lead to hyperkinetic 354

disorders, including Tourette’s syndrome, dystonia, and dyskinesias [81–83,85–88]. 355

Dystonia, which as a disorder of involuntary muscle activation is considered 356

hyperkinetic, can also be characterized by rigidity and freezing due to activation of 357

antagonistic muscles. Indeed, dystonia is characterized by an increase in SPN firing rate 358

due to D2 receptor dysfunction. Our model suggests that FSI hypofunction may be to 359

blame, resulting in excessive SPN β rhythmicity and decreased probability of motor 360

program switching [89]. A reduction in theta/γ cross frequency coupling has been 361

reported in L-DOPA-induced dyskinesia, suggesting that a chronic hyperkinetic high-DA 362

state may also abolish the FSI-generated θ-coupled γ produced here, possibly by 363

pushing the FSI out of its bursting regieme and into a tonic spiking mode [90]. These 364

findings underscore the importance of balanced FSI inhibition of SPNs, exemplified by 365

the periodic suppression observed in our model, which we suggest enables the flexible 366
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striatal network activity that allows for smooth, purposeful movements. 367

Caveats and limitations 368

Little experimental evidence on the striatal FSI D-current conductance exists. The level 369

of D-current conductance we’ve chosen leads to γ frequencies and FSI firing rates that 370

are more in line with experimental observations than previous models. This level of 371

D-current also produces θ rhythmicity in FSI networks. Our parameter choices result in 372

a model exhibiting a transition between “low DA” and “high DA” dynamic states that 373

matches experimental observations and has powerful functional interpretations. 374

Validating our results will require further experimental investigation of the D-current in 375

striatal FSIs. Interestingly, DA has been shown to downregulate D-current conductance 376

in prefrontal cortical FSIs. If striatal FSIs exhibited a similar DA-dependent D-current 377

downregulation, our simulations suggest that the transition between high and low DA 378

states could be different from that described in the current study. The existence and 379

functional interpretations of other dynamic transitions are beyond the scope of this 380

paper. 381

In general, many DA-dependent changes in striatal neurophysiology have been 382

observed. For the sake of simplicity, most of these have been left out of our modeling. 383

For example, D1 and D2 SPNs respond differently to adenosine [91] and peptide 384

release [92], but we did not consider these significant factors in the production of 385

striatal β oscillations. 386

We also omitted inhibitory connections between D1 and D2 SPN populations. The 387

connectivity from D1 to D2 SPNs is very sparse (6 percent). Connections from D2 to 388

D1 SPNs are more prevalent, but it seems unlikely that these projections would 389

qualitatively alter our results: during the baseline state, the D1 and D2 SPNs are 390

identical; during the high DA state, SPN inhibition tends to increase SPN β 391

rhythmicity and spiking. 392

In our model the number of FSIs is small, so every FSI participates on every θ cycle; 393

in vivo, the participation of multiple FSI populations is likely coordinated by cortex. 394

Coordinated FSI activity has proven hard to observe over long periods in vivo [28, 93]. 395

However, FSIs form local functional circuits [94], and in vivo, striatal FSI assemblies 396
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exhibit transient gap-junction dependent synchronization [95], possibly resulting from 397

brief bouts of correlated cortical or homogeneous DAergic input. Furthermore, different 398

subpopulations of FSIs have strong preferences for projecting to either D1 or D2 SPNs, 399

as opposed to the overlapping projections modeled in our current study, and these 400

distinct populations respond differently to cortical oscillations [49]. Thus, local γ 401

synchrony may exist in small striatal subnetworks and be amplified by DA or cortical 402

input via the recruitment of multiple FSI subpopulations. 403

Finally, cortical input to both FSIs and SPNs was simulated as Poisson noise. In a 404

sense, then, we simulated a model of striatum to which cortex is not providing 405

informative input. It could be the case that this is a population that is not “selected” 406

by cortex to take part in motor activity, a population that is in a “listening” state 407

awaiting cortical input, or a population taking part in a learned behavior that can be 408

executed without cortical input. However, cortical input is probably essential in 409

determining which SPNs and FSIs take part in network oscillatory activity. If the FSIs 410

play a role in organizing the response of the SPNs to cortical input, changing the 411

properties of the simulated input may prove informative in terms of how this 412

organization might take place. In particular, cortical inputs may be more correlated 413

within certain FSI subpopulations than others. Previous modeling work has shown that 414

networks of striatal FSIs can detect correlated input [30], a property that may play an 415

important computational role in striatal function. Additionally, we can expect that 416

input from cortex has oscillatory properties of its own. Exploring these complexities is 417

an important direction for future research into the role of striatal GABAergic networks 418

and rhythmic dynamics in motor behavior. 419

Materials and methods 420

All neurons (FSIs and SPNs) are modeled using conductance-based models with 421

Hodgkin-Huxley-type dynamics. SPNs are modeled with a single compartment and FSIs 422

have two compartments to represent the soma and a dendrite. The temporal voltage 423

change of each neuron is described by (Eqn. 1): 424

cm
dV

dt
= −

∑
Imemb −

∑
Isyn + Iapp (1)
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Membrane voltage (V ) has units of mV . Currents have units of µA/cm2. The 425

specific membrane capacitance (cm) is 1 mF/cm2 for all FSIs and SPNs. Each model 426

neuron has intrinsic membrane currents (Imemb) and networks of neurons include 427

synaptic currents (Isyn). The applied current term (Iapp) represents background 428

excitation to an individual neuron and is the sum of a constant and a noise term. 429

All membrane currents have Hodgkin-Huxley-type conductances formulated as: 430

I = ḡ(mnhk)(V − Eion) (2)

Each current in Eqn.2 has a constant maximal conductance (ḡ) and a constant 431

reversal potential (Eion). The activation (m) and inactivation (h) gating variables have 432

nth and kth order kinetics, where n, k ≥ 0. The dynamics of each gating variable evolves 433

according to the kinetic equation (written here for the gating variable m): 434

dm

dt
=
m∞ −m

τm
(3)

The steady-state functions (m∞) and the time constant of decay (τm) can be 435

formulated using the rate functions for opening (αm) and closing (βm) of the ionic 436

channel by using the equations: 437

m∞ = αm/(αm + βm)

τm = 1/(αm + βm).

The specific functions and constants for different cell types are given below. 438

Striatal fast spiking interneurons 439

Striatal fast spiking interneurons (FSIs) were modeled as in Golomb et al., 2007 [10] 440

using two compartments. The voltage in the somatic compartment (V ) and in the 441

dendrite (Vd) evolve according to: 442

cm
dV

dt
= −INa − IK − IL − ID − Isyn (4)
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cm
dVd
dt

= −INa − IK − IL − ID − Isyn + Iext (5)

Background excitation is represented by the term Iext, which is formulated as the 443

sum of a tonic, DA dependent current and Poisson input. The units of Iext are in 444

µA/cm2. The tonic, DA dependent current is discussed below. Each FSI receives 445

independent, excitatory Poisson input with a rate of 2000 inputs per second. 446

The synaptic current (Isyn) is the sum of GABAA currents and electrical 447

connections between FSIs (formulated below). The FSI membrane currents (Imemb) 448

consisted of a fast sodium current (INa), a fast potassium current (Ik), a leak current 449

(IL), and a D-current (ID). The formulations of these currents were taken from previous 450

models of striatal FSIs. [10, 17] 451

The maximal sodium conductance is ḡNa = 112mS and the sodium reversal 452

potential is ENa = 50mV .The sodium current has three activation gates (n = 3) and 453

one inactivation gate (k = 1). The steady state functions for the sodium current 454

activation (m) and inactivation (h) variables and their time constants (τm and τh, 455

respectively) are described by: 456

m∞ =
1

1 + exp [−(V + 24)/11.5]
(6)

457

h∞ =
1

1 + exp [(V + 58.3)/6.7]
(7)

τh = 0.5 +
14

1 + exp [(V + 60)/12]
(8)

The maximal conductance for the fast potassium channel is ḡK = 225mS and the 458

reversal potential for potassium is EK = −90mV . The fast potassium channel has no 459

inactivation gates but has four activation gates described by its steady state function 460

(n∞) and time constant (τn): 461

n∞ =
1

1 + exp [−(V + 12.4)/6.8]
(9)

τn = (0.087 +
11.4

1 + exp [(V + 14.6)/8.6]
)(0.087 +

11.4

1 + exp [−(V − 1.3)/18.7]
) (10)
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The leak current (IL) has no gating variables. The maximal leak channel 462

conductance is gL = 0.25mS and the leak channel reversal potential is EL = −70mV . 463

The D-current (ID) is described mathematically as in Golomb et al, 2007 [10] and 464

has one activation (a) and one inactivation (b) gate. The steady state functions for the 465

activation and inactivation gates are formulated as: 466

a∞ =
1

1 + exp [−(V + 50)/20]
(11)

467

b∞ =
1

1 + exp [(V + 70)/6]
(12)

The time constant of the decay is 2 ms (τa) for the activation gate and 150 ms (τb) 468

for the inactivation gate. The maximal conductance of the D-current is 6 mS. 469

Striatal spiny projection neurons 470

Spiny projection neurons were modeled with four membrane currents: a fast sodium 471

current (INa), a fast potassium current (Ik), a leak current (IL), and an M-current 472

(Im) [11]. We do not model SPN up and down states which are not prevalent in the 473

awake state of striatum [96], the state being modeled, and therefore we do not include 474

the Kir current in our model, which is active during the SPN down state. 475

The sum of all excitatory inputs from the cortex and thalamus and inhibitory inputs 476

from striatal interneurons is introduced into the model using a background excitation 477

term (Iapp). Iapp is the sum of a constant term and a Gaussian noise term. The 478

Gaussian noise has mean zero, standard deviation one and an amplitude of 4
√
δt where 479

δt is the time step of integration. D1 and D2 SPNs were distinguished only by the value 480

of tonic term of Iapp when DA levels were high. DA is excitatory to D1 receptors and 481

inhibitory to D2 receptors [97]. Thus, we modeled D1 and D2 SPNs as having the same 482

tonic Iapp at baseline DAergic tone state with Iapp = 1.19µA/cm2. To model the high 483

DA state, let the tonic term of Iapp = 2.19µA/cm2 for the D1 SPNs and 484

Iapp = 0.19µA/cm2 for the D2 SPNs. 485

Fast sodium current: The rate functions for the sodium current activation (m) and 486

inactivation (h) variables are formulated as: 487
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αm =
0.32(V + 54)

1− exp [−(V + 54)/4]
(13)

488

βm =
0.28(V + 27)

exp [(V + 27)/5]− 1
(14)

489

αh = 0.128 exp [−(V + 50)/18] (15)

490

βh =
4

1 + exp [−(V + 27)/5]
(16)

The maximal conductance of the sodium current is ḡNa = 100mS. The sodium 491

reversal potential is ENa = 50mV . The sodium current has three activation gates 492

(n = 3) and only one inactivation gate (k = 1). 493

Fast potassium current: The fast potassium current (IK) has four activation gates 494

(n = 4) and no inactivation gates (k = 0). The rate functions of the activation gate are 495

described by: 496

αm =
0.032(V + 52)

1− exp [−(V + 52)/5]
(17)

497

βm = 0.5 exp [−(V + 57)/40] (18)

The maximal fast potassium channel conductance is ḡK = 80mS. The reversal 498

potential for potassium is EK = −100mV . 499

Leak Current: The leak current (IL) has no gating variables (n = 0, k = 0). The 500

maximal conductance of the leak channel is gL = 0.1mS. The leak channel reversal 501

potential is EL = −67mV . 502

M-current: The M-current has one activation gate (n = 1) and no inactivation gate 503

(k = 0). The rate functions for the M-current activation gate are described by: 504

αm =
Qs10−4(V + 30)

1− exp [−(V + 30)/9]
(19)

505

βm = − Qs10−4(V + 30)

1− exp [(V + 30)/9]
(20)

We use a Q10 factor of 2.3 to scale the rate functions of the M-current since the 506

original formulation of these kinetics described dynamics at 23 ◦C [98]. Thus, for a 507

normal body temperature of 37 ◦C, the M-current rate equations are scaled by Qs, 508
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which is formulated as: 509

Qs = Q
(37 ◦C−23 ◦C)/10
10 = 3.209 (21)

The maximal M-current conductance is ḡm = 1.29mS. 510

Synaptic connectivity and networks 511

Networks of FSIs contained 100 neurons. For networks that additionally had SPNs, we 512

modeled 100 D1 SPNs and 100 D2 SPNs. Due to computational constraints, we did not 513

include enough SPNs to simulate a realistic ratio of interneurons to projection neurons. 514

Although in rodents, interneurons consist of at most 5% of all cells in the striatum [9], 515

interneurons account for at least 25% of neurons in the human striatum [99]. Thus, our 516

networks consist of proportions of FSIs and SPNs that are likely closer to those found in 517

humans than rodents. 518

The model synaptic GABAA current (IGABAA) is formulated as in McCarthy et al., 519

2011 [15] and is the only synaptic connection between SPNs and from FSIs to SPNs. 520

The GABAA current has a single activation gate dependent on the pre-synaptic voltage. 521

IGABAA
= ḡiisi(V − Ei) (22)

The maximal GABAA conductance between FSIs is ḡii = 0.08mS. The maximal 522

GABAA conductance from FSIs to SPNs is ḡii = 0.6mS and between SPNs was 523

ḡii = 0.1mS. These values are consistent with FSI to SPN inhibition being 524

approximately six times stronger than inhibition between SPNs [9]. 525

The gating variable for inhibitory GABAA synaptic transmission is represented by si. 526

For the jth neuron (FSI or SPN) in the network: 527

sj =
N∑

k=1

Sikij (23)

The variable Sikij describes the kinetics of the gating variable from the kth 528

pre-synaptic neuron to the jth post-synaptic neuron. This variable evolves in time 529

according to: 530
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dSikij

dt
= gGABAA

(Vk)(1− Sikij )−
Sikij

τi
(24)

The GABAA time constant of decay (τi) is set to 13 ms for SPN to SPN 531

connections [97] as well as for FSI to FSI connections and FSI to SPN connections [30] 532

The GABAA current reversal potential (Ei) for both FSIs and SPNs is set to -80 mV. 533

The rate functions for the open state of the GABAA receptor (gGABAA(Vk)) for SPN to 534

SPN transmission is described by: 535

gGABAA(Vk) = 2(1 + tanh(
Vk
4

)) (25)

The rate functions for the open state of the GABAA receptor (gGABAA(Vk)) for FSI 536

to FSI and FSI to SPN transmission is: 537

gGABAA(Vk) =
1

τr
(1 + tanh(

Vk
10

)) (26)

The value of τr is 0.25 ms. FSIs were additionally connected by dendritic electrical 538

connections. The electrical coupling for dendritic compartment i is denoted as Ielec, has 539

units in µA/cm2 and is formulated as: 540

Ielec = ggap(V dj − V di) (27)

The value of the gap junction conductance ggap depended on DA level (see below). 541

Within the 100-cell FSI network, each pair of FSIs had an independent 30 percent 542

chance of a dendro-dendritic gap junction chosen from a uniform random distribution 543

and an independent 30 percent chance of a somato-somatic inhibitory synapse also 544

chosen from a uniform distribution. SPNs are connected with each other in a mutually 545

inhibitory GABAergic network [100]. We modeled all to all connectivity of inhibitory 546

synapses from any SPN to any SPN of the same receptor subtype. 547

DA 548

DA impacts both connectivity and excitability in the model networks. DAergic tone was 549

simulated as having five components: direct excitation of FSIs [12], increased gap 550
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junction conductance between FSIs [13], decreased inhibitory conductance between 551

FSIs [12], increased excitation to D1 SPNs, and decreased excitation to D2 SPNs. 552

DA-induced changes to SPN excitation were discussed above. Excitation to FSIs was 553

modeled as the sum of a tonic, DA dependent input current (Itonic) and a noise term. 554

DA did not change the noise term in either SPNs or FSIs. The baseline DAergic tone 555

state was modeled in FSIs using Itonic = 4µA/cm2, ggap = 0.05mS and the GABAA 556

conductance between FSIs was gii = 0.1mS. The high DA state was modeled in FSIs 557

using Itonic = 14µA/cm2, ggap = 0.2mS and gii = 0.005mS. 558

Local field potential 559

The local field potential (LFP) was calculated as the sum of all voltages in all cells. 560

Stationarity of the network appears in the raster plots after about 500 ms. To eliminate 561

transients due to initial conditions, our LFP is evaluated only after 1,000 ms of 562

simulated time. We estimated the power spectral density of the simulated LFP using 563

the multitaper method [101]. 564

Simulations 565

All simulations were run on the MATLAB-based programming platform DynaSim, a 566

framework for efficiently developing, running and analyzing large systems of coupled 567

ordinary differential equations, and evaluating their dynamics over large regions of 568

parameter space [102]. DynaSim is open-source and all models have been made publicly 569

available using this platform. All differential equations were integrated using a 570

fourth-order Runge-Kutta algorithm with time step was .01 ms. Plotting and analysis 571

were performed with inbuilt and custom MATLAB code. 572
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Heterogeneity and Diversity of Striatal GABAergic Interneurons. Frontiers in

Neuroanatomy. 2010;4(December):1–18.

79. Ghiglieri V, Bagetta V, Calabresi P, Picconi B. Functional interactions within

striatal microcircuit in animal models of Huntington’s disease. Neuroscience.

2012;211:165–184.

80. Alam M, Capelle H, Schwabe K, Krauss JK. Brain Stimulation Effect of Deep

Brain Stimulation on Levodopa-Induced Dyskinesias and Striatal Oscillatory

August 9, 2019 33/41

.CC-BY 4.0 International licensea
certified by peer review) is the author/funder, who has granted bioRxiv a license to display the preprint in perpetuity. It is made available under 

The copyright holder for this preprint (which was notthis version posted August 9, 2019. ; https://doi.org/10.1101/725416doi: bioRxiv preprint 

https://doi.org/10.1101/725416
http://creativecommons.org/licenses/by/4.0/


Local Field Potentials in a Rat Model of Parkinson ’ s Disease. Brain

Stimulation. 2014;7(1):13–20.

81. Gittis AH, Kreitzer AC. Striatal Microcircuitry and Movement Disorders.

Trends in Neurosciences. 2013;31(9):1713–1723.

82. Reiner A, Shelby E, Wang H, DeMarch Z, Deng Y, Guley NH, et al. Striatal

parvalbuminergic neurons are lost in Huntington’s disease: implications for

dystonia. Movement Disorders. 2013;28(12):1691–1699.
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