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Diffusion of DNA-binding species in the nucleus: A transient anomalous subdiffusion model
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ABSTRACT

Single-particle tracking experiments have measured the distribution of escape times of DNA-binding species diffusing in living cells: CRISPR-Cas9, TetR, and LacI. The observed distribution is a truncated power law. One important property of this distribution is that it is inconsistent with a Gaussian distribution of binding energies. Another is that it leads to transient anomalous subdiffusion, in which diffusion is anomalous at short times and normal at long times, here only mildly anomalous. Monte Carlo simulations are used to characterize the time-dependent diffusion coefficient $D(t)$ in terms of the anomalous exponent $\alpha$, the crossover time $t(\text{cross})$, and the limits $D(0)$ and $D(\infty)$, and to relate these quantities to the escape time distribution. The simplest interpretations identify subdiffusion of DNA-binding species as the escape time as the actual binding time to DNA, or the period of 1D diffusion on DNA in the standard model combining 1D and 3D search, but a more complicated interpretation may be required. The model has several implications for cell biophysics. (a), The initial anomalous regime represents the search of the DNA-binding species for its target DNA sequence. (b), Non-target DNA sites have a significant effect on search kinetics. False positives in bioinformatic searches of the genome are potentially rate-determining in vivo. For simple binding, the search would be speeded if false-positive sequences were eliminated from the genome. (c), Both binding and obstruction affect diffusion. Obstruction ought to be measured directly, using as the primary probe the DNA-binding species with the binding site inactivated, and eGFP as a calibration standard among laboratories and cell types. (d), Overexpression of the DNA-binding species reduces anomalous subdiffusion because the deepest binding sites are occupied and unavailable. (e), The model provides a coarse-grained phenomenological description of diffusion of a DNA-binding species, useful in larger-scale modeling of kinetics, FCS, and FRAP.

SIGNIFICANCE

DNA-binding proteins such as transcription factors diffuse in the nucleus until they find their biological target and bind to it. A protein may bind to many false-positive sites before it reaches its target, and the search process is a research topic of considerable interest. Experimental results from the Dahan lab show a truncated power law distribution of escape times at these sites. We show by Monte Carlo simulations that this escape time distribution implies that the protein shows transient anomalous subdiffusion, defined as anomalous subdiffusion at short times and normal diffusion at long times. Implications of the model for experiments, controls, and interpretation of experiments are discussed.

INTRODUCTION

Long ago I examined transient anomalous subdiffusion (TASD) due to traps (1) and the interpretation of TASD in terms of the search for the biological target (2). Experimental advances make it timely to revisit this topic. Single-particle tracking (SPT) experiments have caught up with modeling.

Three papers from the Dahan lab reported the escape times (equivalently, the binding, residence, or dwell times) for biomolecules interacting with DNA in living mammalian cells, and found a truncated power-law distribution: (a), Repressor TetR in the nucleus of U2OS cells (3). A bacterial transcription factor was used with an artificially introduced bacterial target site in a mammalian cell. In general, this was an admirably careful and thorough study, with 73 pages of supplementary material (though I will still suggest more measurements that would be useful). (b), Repressor LacI in nucleus of U2OS cells (4). (c), CRISPR-Cas9 in the nucleus of 3T3 cells (5). Nonsense sgRNA (single-guide RNA) was used to examine the search phase rather than the bound phase. A related paper examined CRISPR-Cas9 binding to DNA curtains (6). The classic model of search by transcription factors is facilitated diffusion, in which 3D diffusion in solution alternates with 1D diffusion along the DNA (7, 8). An important result is that at the spatial resolution of the experiments, CRISPR-Cas9 used predominantly a 3D search, both in the DNA curtain and in cells (5, 6).
The change in the biological context of the model is important. My earlier work was phrased in terms of cell membranes and was done for discrete power-law distributions of trap depths on a 2D triangular lattice. The work here considers protein binding to DNA, and is done for continuous distributions of trap depths on a 3D simple cubic lattice. The changes in dimensionality, lattice, and distribution of trap depths affect the quantitative results but the qualitative picture is similar. The real difference is that the binding of transcription factors, polymerases, and repair proteins to DNA is much better characterized than the binding of membrane proteins or lipids to other membrane components.

We discuss TASD in the context of the search of a biomolecule for its biological target in the nucleus. We claim that (a), the observed truncated power law distribution of escape times from traps leads to TASD on length scales much greater than the trap spacing; (b), the deepest trap is the biological target of the diffusing molecule; and (c), the anomalous regime represents the search for that target in a background of competing binding sites. We examine a simple diffusion model based on the observed distribution of traps, to see what the model predicts and what experiments it suggests.

We consider only diffusion here, not kinetics. Woringer and Darzacq (9) briefly reviewed the physics literature on fractal kinetics to assess its applicability to binding to DNA. Work by Slutsky et al. (10) and by Benichou et al. (11) examined anomalous diffusion in the nucleus in terms of the first passage time, so their results are directly linked to search kinetics. The question I address here is different: What do SPT measurements reveal about anomalous subdiffusion in the nucleus? Much work has been done on modeling chromatin structure, ranging from bottom-up physics starting with simple polymer models to top-down genomics starting with Hi-C results, reviewed in (12–15), for example. Examination of these models is beyond the scope of this work, except for some discussion of the general topic of obstructed diffusion.

METHODS

Monte Carlo runs in Fortran were used to find the mean-square displacement as a function of time for tracers carrying out a random walk among TPL traps. Methods are considered in (1, 16). The Methods section of the supplement discusses these calculations in detail (Suppl. 1.1), as well as the analysis of TASD curves (Suppl. 1.2) and Monte Carlo calculations in Mathematica (Suppl. 1.3).

RESULTS

Analysis of transient anomalous subdiffusion (TASD)

We review the method of analyzing mean-square displacement data, either SPT or Monte Carlo, to show TASD. For the traps considered here, the effect of TASD is small when observed at the scale of a linear plot of \( \langle r^2 \rangle \) versus time, but the structure is clearly shown in a plot of \( \log D(t) \) versus \( \log t \) (17). We argue that this structure is worth examining as a signature of the biological search process. In TASD, diffusion is anomalous at short times and normal at long times.

\[
\langle r^2 \rangle \propto \begin{cases} \frac{t^\alpha}{t} & \alpha < 1, \ t \ll t(cross) \\ t & t \gg t(cross) \end{cases}
\]  

where \( \langle r^2 \rangle \) is the mean-square displacement, \( t \) is time, and \( t(cross) \) is the crossover time. In other words, the diffusion coefficient \( D(t) = \langle r^2 \rangle / t \) is time-dependent, but reaches a constant value at large times. Normal diffusion corresponds to \( \alpha = 1 \).

The simplest plot of the data is the standard plot of \( \langle r^2 \rangle \) versus time, Fig. 1 a, which gives for the most part an apparently straight line of slope \( D(\infty) = \) constant. In this example, curvature is evident for \( t \leq 128 \). Taking out the asymptotic time dependence reveals the structure more clearly. A plot of \( \langle r^2 \rangle / t \), Fig. 1 b, shows that the time range of the nonlinear regime is actually larger than Fig. 1 a suggests. The power-law form in Eq. 1 implies that a log-log plot is needed, and the simple plot of \( \log \langle r^2 \rangle \) versus \( \log t \) in Fig. 1 c shows the change in slope due to the change in exponent. The plots in (b) and (c) each emphasize the initial structure, and combining them provides the clearest depiction of the structure, as shown in Fig. 1 d, \( \log \langle r^2 \rangle / t \) versus \( \log t \). When I introduced the plots of Fig. 1 d (17), the point was simply to take out the asymptotic time dependence to show the initial structure, but now \( \log \langle r^2 \rangle / t \) is generally interpreted as log \( D(t) \), suitably normalized.
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Figure 1: How to find the TASD structure in SPT or Monte Carlo data. Various plots of the same Monte Carlo data for a 3D random walk on a simple cubic lattice. Linear plots. (a), $\langle r^2 \rangle$ versus $t$, and (b), $\langle r^2 \rangle / t$ versus $t$. Log-log plots, (c), log $\langle r^2 \rangle$ versus log $t$, and (d), log $\langle r^2 \rangle / t$ versus log $t$. The mean-square displacement $\langle r^2 \rangle$ is found by ensemble averaging, with no averaging over time segments within a trajectory. This choice of averaging is essential, as discussed in the text on “aging.”

The analysis of this plot (17), is sketched in Fig. 2. The initial behavior depends on the dynamics used (Brownian versus Newtonian), and on the nature of the trap (point traps here versus multisite dead ends in a percolating cluster). The anomalous exponent $\alpha$ is given by the slope of the anomalous region around the midpoint, and the horizontal region represents normal diffusion with coefficient $D(\infty)$. The intersection of the slope line and the horizontal $D(\infty)$ line is one reasonable choice for the crossover time $t(cross)$, as discussed in Suppl. 1.2.

Figure 2: Analysis of transient anomalous subdiffusion in a plot of log $\langle r^2 \rangle / t$ versus log $t$.

**Truncated power law distribution**

The experimental distributions are given in terms of the survival function

$$S(t) = 1 - \text{CDF}(t) = \int_t^\infty \text{PDF}(t^\prime) dt^\prime$$

(2)
where PDF is the probability density function and CDF is the cumulative density function (18). The PDF is thus the negative derivative of the survival function, and \( S(t) \propto 1/t^{m-1} \) yields PDF(t) \( \propto 1/t^m \). The experimental results give a truncated power law (TPL) distribution of escape times \( T \), which is defined by the probability density function

\[
PDF_{TPL}(T) = \begin{cases} 
0 & T < T_1, \\
C_{TPL}/T^m & T_1 \leq T \leq T_2, \\
0 & T > T_2,
\end{cases}
\]

(3)

\[
C_{TPL} = \frac{1 - m}{T_2^{1-m} - T_1^{1-m}},
\]

(4)

specified by a power \( m > 0 \), a minimum escape time \( T_1 \), and a maximum \( T_2 \). In this section and in Suppl. 2.2, \( T \) is simply a random variable, here an escape time, either the mean escape time or the observed. Power-law distributions are reviewed by Newman (19).

The power-law form is based on the experimental results of Normanno et al. (3) and the others given in the Introduction (4, 5). Parameters are given in Suppl. 2.1. The truncation at short times is somewhat subjective: How short a delay is scored as binding? Experimentalists must define a threshold to distinguish binding events from the episodes of localization that occur by chance in a pure random walk (20). The truncation at long times represents escape from a maximum trap depth. (Strictly speaking, the maximum ought to be chosen for consistency with the kinetics. If the tracer-target reaction probability is < 1, the maximum trap depth is the target depth because the tracer can escape and re-enter the target site. If the reaction probability is 1, then the maximum trap depth is the depth of the deepest false-positive site, because the trajectory ends when the tracer first encounters the target (21).)

If the PDF is truncated at \( T_1 \) and \( T_2 \), the CDF and survival function are also truncated there. Fig. 3 shows the shape of the distribution in linear and logarithmic plots, and Fig. 4 shows the dependence on \( m \) and on \( T_2 \) as logarithmic plots. The cumulative density function of the TPL distribution is

\[
CDF_{TPL}(T) = \frac{T^{1-m} - T_1^{1-m}}{T_2^{1-m} - T_1^{1-m}}
\]

(5)

and the mean is

\[
\langle T \rangle = \frac{1 - m}{2 - m} \frac{T_2^{2-m} - T_1^{2-m}}{T_2^{1-m} - T_1^{1-m}}.
\]

(6)

Further properties are given in Suppl. 2.2, and the case \( m = 1 \).

The experimental measurements are incomplete. The histogram for TetR (3) covers a range of escape times of roughly 0.01 to 600 s, but the authors report that practical reasons lead to a 1 min delay between mixing and the start of the SPT measurements. The measurements on CRISPR-Cas9 interacting with a DNA curtain (6) would have a similar limitation if the measurement is of a tracer that is already in the DNA curtain, because one does not know how long it has already been there equilibrating. To avoid this problem, observations ought to be limited to tracers seen to enter the curtain region.

**From binding energies to observed escape times**

We need to connect the distribution of observed escape times to the distribution of binding energies. This is done in two steps to better match the literature. First, we find the distribution of mean escape times corresponding to the distribution of binding energies. In the physics literature, this is the usual derivation of a power-law distribution of mean escape times. In the statistics literature, this is the derivation of the distribution of a function of a stochastic variable. Second, we find the distribution of observed escape times \( \tau \) from the distribution of mean escape times \( T \). In the physics literature, this is a very common procedure to express the escape times from a statistical distribution of traps in terms of a Laplace transform. In the statistics literature, this is a compound distribution, in which a parameter of the primary distribution is a stochastic quantity distributed according to the parameter distribution. (There is no consensus on nomenclature but “compound distribution” seems reasonable.) Both steps involve Boltzmann factors, a deterministic one in the first step and a stochastic one in the second.

We summarize some basic properties of the mean escape times \( T \), which are related to \( \Delta E \) by

\[
T = (1/\nu) \exp(+\Delta E/kT),
\]

(7)

where \( \nu \) is the frequency of escape attempts, \( \Delta E \) is the absolute value of the free energy of binding, and boldface \( kT \) is the thermal energy. In the Fortran Monte Carlo calculations (Suppl. 1.1), \( \nu \) is 1 per simulation time step. The escape probability per
Figure 3: Truncated power law distribution for $m = 2.25$, $T_1 = 1$, $T_2 = 200$ as (a), linear and (b), log-log plots. Vertical lines are means.

Monte Carlo time step is $P_{esc} = 1/T$; this probability generates the geometrical distribution of observed escape times in the Monte Carlo simulations. The Boltzmann factor for a tracer to be in the $i$th trap is

$$P_i = \exp(\Delta E_i/kT) \left/ \sum_j \exp(\Delta E_j/kT) \right. = T_i \left/ \sum_j T_j. \right.$$ (8)

**Step 1. From binding energies to mean escape times**

What is the relation between the distribution of binding energies and the distribution of mean escape times, and what is the temperature dependence? The basic physical picture is that the system is at thermal equilibrium at the ambient temperature, except that the tracer is not necessarily equilibrated with the trap distribution. The distribution of binding energies is $\phi(\Delta E, \text{parameters})$, where $\Delta E$ has dimensions of energy and $\phi$ has dimensions of 1/energy, so that $\phi(\Delta E)d\Delta E$ is dimensionless. The parameters are constant values for the ambient temperature. The distribution of mean escape times depends on temperature only through the expression for the escape time $T$ as a function of binding energy.

With this picture, the relation between the distributions is given by a standard transformation from statistics (22). The starting point is Eq. 7 with $\nu = 1$. Then

$$\Delta E = +kT \ln T, \quad (9)$$

$$d\Delta E/dT = +kT/T. \quad (10)$$

The distribution of mean escape times $g(T)$ is

$$g(T) = \left| \frac{d\Delta E}{dT} \right| \phi(\Delta E), \quad (11)$$

obtained by a mapping of CDFs in probability textbooks, or more formally as the Jacobian of the transformation. Then

$$g(T) = \frac{kT}{T} \phi(\Delta E \rightarrow kT \ln T). \quad (12)$$
Figure 4: Log-log plots of truncated power law distributions for (a), the specified values of the exponent \( m \) at fixed values of \( T_1 = 1 \) and \( T_2 = 200 \), and (b), the specified values of \( T_2 \) at constant \( T_1 = 1 \) and \( m = 2.25 \). Vertical lines are means.

Here the mean escape time \( T \) is dimensionless, equal to the number of time steps \( \delta t \), either Monte Carlo time steps (see subsection Conversion to Physical Units) or the duration of one frame in an SPT experiment.

What causes a power-law distribution of mean escape times? The simplest mechanism is Arrhenius escape from an exponential distribution of binding energies (3, 19, 23–25). Suppose that the binding energies are exponentially distributed on \([0, \infty)\), so that the PDF is

\[
\phi(\Delta E) = \frac{1}{\langle \Delta E \rangle} \exp(-\Delta E/\langle \Delta E \rangle),
\]

(13)

where \( \langle \Delta E \rangle \) is the mean binding energy. Then from Eq. (12)

\[
g(T) = \frac{kT}{T} \frac{1}{\langle \Delta E \rangle} \exp(-\Delta E/\langle \Delta E \rangle).
\]

\[
= \frac{kT}{\langle \Delta E \rangle} \left( \frac{1}{T} \right)^{1+\Delta E/kT}.
\]

(14)

A pure exponential distribution of binding energies thus leads to a pure power-law distribution of mean escape times.

If we impose lower and upper bounds \( \Delta E_1 < \Delta E_2 \) on the binding energy, the derivation proceeds as before, except that the normalization integral of \( \phi(\Delta E) \) has finite limits so the distribution of mean escape times has limits \( T_i = \exp[+\Delta E_i/kT] \), and the normalization constants are more complicated (Suppl. 3.1). The width parameter \( \langle \Delta E \rangle \) is replaced by a width parameter \( \theta_{\text{trExp}} \) that is a complicated function of the upper and lower bounds. The distribution of \( T \), Eq. S3–3, is then the product of the pure power law distribution Eq. 14, a truncation function Eq. S3–2, and the ratio of the width parameters. The resulting distribution is still power-law, as illustrated in Fig. 5 and derived in Suppl. 3.1.

A log-normal distribution of binding energies gives an approximately power-law distribution of escape times over a limited range, and the slope is tunable over a limited range via the temperature. A numerical example is shown in Fig. 5, the analytical form is given in Suppl. 3.1, and Fig. S3–1 a gives a numerical example of the effect of temperature.
Figure 5: Truncated distributions of binding energies $\Delta E$ and the resulting distributions of mean escape times $T$. (a), Linear PDFs of binding energies; (b), logarithmic PDFs of binding energies; (c), logarithmic PDFs of mean escape times. The PDFs in panels $b$ and $c$ are given as logarithms to show the tails clearly and to conform to practice in the genomics literature. Vertical lines show the truncation limits on the binding energy, $\Delta E_1 = 1$ and $\Delta E_2 = 6.75$, and the corresponding mean escape times $T_1 = 2.718$ and $T_2 = 854$. The limits were chosen to give an escape time distribution of width 2.5 decades, as in the experimental results from the Dahan lab. Analytical forms of the distributions are obtained in Suppl. 3.1. (1) Truncated exponential with $\theta_{\text{Exp}} = 4/3$, $kT = 1$, so the power is 7/4. (2) Truncated Gaussian with $\mu = 1$, $\sigma = 1$. (3) Truncated log-normal $\mu = 1$, $\sigma = 1$. If the range included more of the peak of the log-normal distribution, there would be major nonlinearities in the corresponding part of the log-log plot of the PDF of the mean escape time.

Gaussian distributions of binding energies have a very limited ability to produce a power-law distribution of mean escape times. The Gaussian distribution is

$$
\phi(\Delta E) = \sqrt{\frac{2}{\pi}} \frac{1}{\sigma} \exp\left[-\frac{(\Delta E - \mu)^2}{2\sigma^2}\right].
$$

(15)
where $\mu$ is the mean and $\sigma$ is the standard deviation. Proceeding as in the exponential case, we obtain a log-normal distribution of escape times

$$g(T) = \frac{kT}{\sigma} \frac{1}{T} \exp\left[-\left(\frac{\mu}{kT} \ln T\right)^2/2\sigma^2\right].$$

(16)

Here $kT$, $\mu$, and $\sigma$ have dimensions of energy, and the mean escape time $T$ is dimensionless. In the numerical example of Fig. 5, $g(T)$ from the Gaussian case is clearly far from a power law for the parameters chosen.

Log-normal distributions are known to have tails resembling power-law distributions over a limited range of the variable (26–28), but not under the conditions here. Take the logarithm of $g(T)$ and rearrange:

$$\ln g(T) = \left[\ln \frac{kT}{\sigma} - \frac{\mu^2}{2\sigma^2}\right] - (1 - \mu/\sigma^2) \ln T - (1/2\sigma^2) \ln^2 T.$$  

(17)

If we increase $\sigma$ to decrease the quadratic term, we drive the coefficient of the linear term toward -1, which is fine if one is trying to reproduce Zipf's law or $1/f$ noise, but not useful here. Simultaneously matching the experimental slope and the range of linearity is difficult or impossible. Or, to put a more positive spin on it, the experimental signature of Arrhenius escape from Gaussian traps is a truncated power law with a slope near -1, potentially with a range of a few decades depending on the standard deviation of $f(\Delta E)$.

Gaussian distributions of binding energies are often used in the DNA literature (29, 30). These distributions are justified on the grounds that transcription factors typically bind around 10 nucleotides, range 5–31 (31), providing enough averaging to give an approximate Gaussian, whether the protein is reading hydrogen bonding or elastic interactions. This is roughly enough averaging. One algorithm to generate Gaussian random numbers is to generate 12 random numbers uniformly distributed between 0 and 1, sum them, and subtract 6, though this method gives such poor-quality results that it is highly unrecommended (16).

Some labs have used modified distributions such as an asymmetric Gaussian, for example, a saddle point equation plus first-order correction (32), or Gaussian-like curves with tails that are defined numerically from experiment or bioinformatics (33), or defined analytically on the basis of an analogy between protein-protein binding and protein folding (34). But it is hard to see how these modifications could yield a TPL distribution over 2.5 decades in three different experimental systems.

Presumably a distinct mechanism is responsible for the observed TPL. One possibility is obstruction, say trapping in dead ends, but it seems difficult to make dead ends affecting diffusion on a scale < 25 nm out of DNA with a persistence length of 50 nm; “tightly bent” DNA structures would be required. Such structures were reviewed by Garcia et al. (35). Similarly, the fractal model of the nucleus (see for example Bancaud et al. (36)) is a coarse-grained model with beads of diameter 20–40 nm (37). Another possibility is the combined effects of multiple traps, recapture, and trap geometry, potentially important because a 25-nm segment of DNA includes 75 base pairs. Several groups have examined this effect (38–40) and Suppl. 7 of Ref. (3), but further work remains to be done. Other possibilities include viscoelasticity with crowding (41). and a nonequilibrium state produced by active cellular processes such as chromatin remodeling.

**Step 2. From mean escape times to observed escape times**

There are two distinct escape times in the problem, the observed escape time $\tau$ in an individual escape, and the mean escape time $T$. For escape from a binding site, $T$ is determined by the binding energy, and for escape from a geometrical trap, by the obstacle geometry and dynamics. The distribution of $\tau$ is broader than the distribution of $T$ due to the scatter in $\tau$ for a fixed value of $T$. The problem is, given a distribution of observed escape times $F(\tau)$, what is the distribution of $g(T)$ of mean escape times, assuming escape according to the Arrhenius law? Mathematical details are shown in Suppl. 3.2.

**Transient anomalous subdiffusion**

In this section, we present results of Monte Carlo simulations of subdiffusion (Suppl. 1.1). Here $T$ is taken to be the mean escape time, assumed to follow a TPL distribution as in Fig. 4. The actual escape time for each visit to a trap site is a random variate generated in the Monte Carlo program. In Fig. 6, panel (a) shows the effect of varying the exponent $m$ at constant minimum and maximum times $T_1 = 1$, $T_2 = 200$. The curves are of similar shape but the value of $\log (\text{cross})$ changes with $m$ as discussed in Suppl. 4.1. Panel (b) shows the effect of increasing $T_1$ at constant $T_2$ and $m$. As $T_1$ is increased, the curves flatten and $D(\tau)$ decreases. In the limit $T_1 = T_2$, the curve would be flat with $D(\tau) = 1/T_2$. Panel (c) shows the effect of increasing $T_2$ at constant $T_1$ and $m$. As $T_2$ increases, diffusion becomes more anomalous – the slope gets steeper – for a longer time. The top curve, $T_2 = T_1 = 1$, is the control; uniform traps yield normal diffusion at all times. (This curve is actually for $T_1 = 1$, $T_2 = 1.01$, not 1, so that the standard program could be used without modification.) Panel (d) shows that the trap concentration has a major effect on the anomalous exponent $\alpha$ at constant $T_1$, $T_2$, and $m$. As the fraction of traps increases, the curves grow
Figure 6: Log-log plots of $D(t)$ versus $t$. Note the difference in the vertical scales for the first two panels and the last two. For comparison, the curve for the standard case $T_1 = 1$, $T_2 = 200$, $m = 2.25$, trap fraction 1, is shown in magenta in all panels. (a), Vary $m$ at constant $T_1 = 1$, $T_2 = 200$, trap fraction 1. Values of $m$ are 1.00 to 3.00 in steps of 0.25. (b), Vary $T_1$ at constant $T_2 = 200$, $m = 2.25$, fraction of traps 1, for the indicated values of $T_1$. (c), Vary $T_2$ at constant $T_1 = 1$, $m = 2.25$, trap fraction 1. Values of $T_2$ are from 1 to 5000 in a 1, 2, 5 series. (d), Vary fraction of traps at constant $T_1 = 1$, $T_2 = 200$, $m = 2.25$. Trap fractions are 0.1 to 1.0 in steps of 0.1.

Four parameters characterize $D(t)$: $D(0)$ and $D(\infty)$ describe the initial and final values, the slope $\alpha$ describes how anomalous the diffusion is, and $t(cross)$ locates the transition from anomalous to normal diffusion. Here $D(0)$ and $D(\infty)$ are obtained from simple formulas based on the TPL, but $\alpha$ and $t(cross)$ are obtained from Monte Carlo calculations. Prediction of $\alpha$ and $t(cross)$ will be discussed in future work.

The initial and final diffusion coefficients in a system with binding are given by a simple argument. The normalized diffusion coefficient is the product of the squared displacement for a move and the probability of that move. For a single step, the squared displacement is 1 in units of the lattice constant $\ell$. For the first move, the probability is

$$\langle Pesc \rangle_{TPL} = \langle 1/T \rangle_{TPL},$$  \hspace{1cm} (18)$$

where the subscript indicates an average over the TPL distribution, so

$$D(0) = \langle 1/T \rangle$$  \hspace{1cm} (19)$$

and from Eq. S2–7,

$$D(0) = \frac{m - 1}{m} \frac{T_2^{-m} - T_1^{-m}}{T_2^{-m} - T_1^{-m}}$$  \hspace{1cm} (20)$$
A more formal argument for Eq. 24 is given in the literature (42–44).

Nonequilibrium requirement

A fundamental property of a model based on time-independent (quenched) energy traps is that it is highly sensitive to the initial conditions, specifically the time since the interaction of the tracer with the traps is turned on. In the nonequilibrium case, fresh tracer diffuses with a time-dependent diffusion coefficient $D(t)$ as shown in Fig. 1 d. In the equilibrium case, stale tracer diffuses with a small constant diffusion coefficient $D(\infty)$, determined largely by the escape time from the deepest traps.

In the physics literature, this property is called “aging,” the dependence of diffusion on the time elapsed since the initial preparation of the system (24). In the case of DNA binding, this property is another way of stating the idea that the initial period of anomalous subdiffusion represents the search of the diffusing species for the deepest traps, that is, for its biological target.

A key question is how to translate Monte Carlo units into physical units, particularly how to translate time into clock time. The conversion is based on one of the fundamental equations of diffusion, in 3D

$$\ell^2 = 6D_0 \delta t,$$

where $\ell$ is the lattice constant, $D_0$ the diffusion coefficient in the absence of hindrances, and $\delta t$ the unit of time. Choose any two and calculate the third.

In earlier work on pure obstructed diffusion in 2D membranes (46), the bilayer was taken to be on average a triangular lattice of resels, resolution elements, which seems appropriate. With this choice of $\ell$, presumably nonbinding. The value of $\ell$ was chosen to be the size of a transcription factor binding site, roughly 10 base pairs (31), so 3 nm. Then $\delta t = \ell^2/6D_0 = 37.5$ ns, which is very poorly matched to the time resolution of the SPT experiments. A single SPT time step of 5 ms would require over 128K Monte Carlo steps. A better choice is to take $\ell$ to be the SPT spatial resolution of 25 nm, so that $\delta t = 2.6 \mu$s. This is still not well-matched to the SPT experiment; a single SPT time step corresponds to 1920 Monte Carlo steps, and a escape time of 5 s requires 1.8M Monte Carlo time steps. But any further increase in $\ell$ would make the Monte Carlo resolution less than the experimental resolution. Better to spend computer time on longer simulations than to throw away hard-earned experimental spatial resolution. With this choice of $\ell$, the Monte Carlo calculations are done on a simple cubic lattice of resels, resolution elements, which seems appropriate.
The experimental work gives a variety of situations. In the nucleus, the interaction is turned on by entry of the tracer into the nucleus, or by biochemical activation. For CRISPR-Cas9 binding to a DNA curtain (6), the interaction is turned on by 3D diffusion from bulk solution to the DNA curtain, and the clock is stopped if the tracer leaves the curtain and re-enters bulk solution.

Normanno et al. (3) reported a time of 1 min between mixing and the start of observations, a significant delay. Modeling of delay effects is discussed in Suppl. 4.4, but the main implication of the modeling is that experimental data is needed. Photoactivation of the DNA-binding species would be very useful experimentally, to reduce the delay and to define \( t = 0 \) precisely for ensemble averaging of measured trajectories. One approach to photoactivation is caging (48, 49), but the caging must be of the binding domain, not the functional domain. The “CRISPR-plus” of Jain et al. (50) meets this requirement. Another approach is (a subset of) optogenetics, (51–53). For the application here, a unimolecular reaction is better than a bimolecular one, that is, uncaging or conformational change is preferable to dimerization. A unimolecular reaction reduces the delay time between the light pulse and activation, and reduces the scatter in delay time. The magnitude of the delay time is critical, and we require much shorter delay times than in many applications. Optogenetics workers often measure the time course by protein synthesis, well downstream of the binding events considered here, with a time scale of hours rather than seconds, so measurements with higher time resolution are needed. Furthermore, we need fast switching on, but slow switching off, if any. Despite all these caveats, optogenetics work on a transcription factor showed a useful increase in speed even though the reaction is bimolecular. Motta-Mena et al. (54) developed an inducible promoter based on the EL222 light-activated promoter. The promoter is smallish, 33 kDa, and modeling of their protein expression experiments gave a delay time of 5 s or less; this delay time includes the entire process from search to protein expression. Other work characterized an EL222 mutant with a stable photoactivated state. It is encouraging that a protein designed and optimized for other types of experiments has properties that would be useful in work on binding kinetics. Light-regulated gene transcription was reviewed recently (55).

We can illustrate this effect quantitatively by Monte Carlo calculations in which the tracer takes a prescribed number of equilibration steps before \( \log D(t) \) is recorded. (See (2) for the 2D case.) For an equilibration time of 0, we recover the usual TASD results. For the largest equilibration time, diffusion is normal at all times but slow, with \( D = D(\infty) \). Intermediate equilibration times flatten the initial part of the \( D(t) \) curve, as shown in Fig. 7. The theoretical importance of this result is that one can go smoothly from pure TASD to slow pure normal diffusion by tuning a single well-defined parameter. The experimental importance is that the changes in shape at small times are the signature of partial equilibration of the tracer with the binding sites, for example, during the delay between mixing and the start of SPT observations. Importantly, no such changes occur for pure obstructed diffusion. The plot of \( \log D \) versus \( \log t \) is independent of initial delay time (1).

To specify the nonequilibrium state more precisely: The tracer is in local thermodynamic equilibrium, so its probability of being in a trap is given by a Boltzmann factor, as in Eq. 8. But the tracer is not in global equilibrium with the population of traps, and TASD reveals this global equilibration process, a process that requires the tracer to sample the population of traps adequately, as will be discussed in future work.

![Figure 7: Annealing. Change in shape of log D(t) versus log t for various equilibration times: 0, 1, 2, 5, 10, 20, 50, 100, 200, 500, 1000, with T1 = 2, T2 = 200, m = 2.25, trap fraction 1. In general, significant equilibration effects occur for equilibration times < t(cross).](image)

**DISCUSSION**

How does the model presented here connect to results in the physics and biophysics literature?
Connections to models of anomalous subdiffusion in the physics literature

Several different physical mechanisms can lead to anomalous subdiffusion, pure or transient. See, for example, (56) and recent reviews such as (24, 57–60).

(a). Nonequilibrium trapping in energy traps. As already discussed, the tracer must not be in equilibrium with the system of traps. If it is equilibrated, it diffuses normally, at a rate dominated by the escape time from the deeper traps.

(b). Obstruction. Obstruction can lead to pure or transient anomalous subdiffusion (17). There is no dependence on equilibration time but obstructed diffusion is highly sensitive to tracer size, as discussed in the next subsection.

(c). Anticorrelated motion. In the physics literature, this category has often been taken to be fractional Brownian motion as defined by Mandelbrot and Van Ness (61) in terms of a correlation function of extremely macroscopic inspiration, Hurst’s classic studies of flooding on the Nile. A more microscopic starting point for cell biophysics is viscoelasticity (58, 62, 63).

(d). All of the above. These processes are nonexclusive and can operate in parallel. In a cell, it would be much more surprising to have one of the processes dominant than to have all three act simultaneously. The obvious example is that chromatin can act as an obstacle and as a set of binding sites. For examples of how to sort out anomalous subdiffusion mechanisms, see Golan and Sherman (64) for the T-cell plasma membrane; Kepten et al. (65) for diffusion of telomeres; Szymanski and Weiss (66) for a model crowded system; and Thiel et al. (67) for modeling.

A series of experiments and simulations by Izeddin et al. (68) addressed the question of physics models by experiment and simulations. The experiments used PALM SPT to examine motion of two nuclear factors in U2OS human osteosarcoma cells. Trajectories were analyzed by plots of mean-square displacement versus time, histograms of step sizes, and histograms of the angles between consecutive displacements at various time lags as a test for anticorrelation on various length scales. Four proteins were used, all with the photoconvertible label Dendra2: (1) Free Dendra2. It is structurally similar to GFP, and is assumed to be freely diffusing because GFP has no known binding partners in mammalian cells. (2) Dendra2 fused to the proto-oncogene c-Myc, which binds directly to DNA. Fast, slow, and immobile populations were observed, and the angular distribution of moves was approximately uniform. (3) Dendra2 fused to the cyclin T1 subunit of P-TEFb, which binds to the transcription machinery. Motion was subdiffusive with $\alpha \sim 0.6$, and the angular distribution of moves favored reversal. (4) Dendra2 fused to histone H2B was bound, and the angular distribution favored reversal. Results were compared to a variety of models based on the physics literature, and interpreted in terms of target-searching strategies. For c-Myc, the search involved global exploration of space, which leaves sites unvisited. For P-TEFb, the search involved local (compact) exploration of space, and thus a redundant search.

Connection to models of the nucleus in the biophysics literature

Several interpretations are possible of the diffusion model presented here.

(a). No interpretation is needed. A truncated power-law distribution of mean escape times necessarily implies transient anomalous subdiffusion, independent of the microscopic mechanism producing the escape times. But it is useful to go beyond this to ask, what happens during the escape time?

(b). Binding. The diffusing particle is bound to an immobile site on the DNA, escapes, and then diffuses freely or at the rate set by pure obstruction. This model is the one discussed in the most detail here.

(c). Facilitated diffusion. To reduce a vast literature to a single paragraph, the key problem in DNA binding is searching. How does a DNA-binding protein find its biological target fast enough among the huge number of potential binding sites? The problem is solved by the classic Berg-von Hippel facilitated diffusion model (7, 8), in which the search is speeded by switching between 3D and 1D diffusion. A major issue within the facilitated diffusion model is the speed-stability paradox, involving the energy landscape of the protein-DNA interaction. A smooth landscape is required for rapid motion, but a rugged landscape is required for specific binding. A solution to this problem is the two-state protein model, in which the protein can exist in recognition and search states (29). Recent reviews include the very succinct Ref. (69), more detailed discussions in Refs. (30, 70, 71), and a physics perspective in Ref. (72), but see Ref. (73) for an argument that the speed-selectivity paradox is not real. The energy landscape can lead to 1D subdiffusion by the same mechanism as discussed here: TASD until the potential averages out, as discussed by Barbi et al. (74, 75).

The simplest mapping between facilitated diffusion and the model presented here identifies the escape time from a trap as a period of 1D diffusion, and diffusion between traps as a period of 3D diffusion, as suggested by Normanno et al. (3). This mapping is consistent with the resolution of the experiments. Estimates of the 1D diffusion length vary among systems; Barbi et al. (74) used a value of 170 base pairs. The SPT spatial resolution is 25 nm or 75 base pairs (1 base pair $\approx 0.332$ nm), so a period of 1D diffusion of 170 base pairs is below the 1D detection limit of 3 points for a straight line. The persistence length of DNA is 50 nm (15) so the DNA in one resolution element could be slightly curved, but not coiled unless bound in a nucleosome.

A related model comes from recent work in the Xiao lab on SPT of RNA polymerase (RNAP) in E. coli cells [Bettridge et al. (76, 77), Bohrer et al. (78)]. Labeled RNAP was photoactivated one molecule at a time, its motion was tracked, and the
trajectories were analyzed by hidden Markov modeling using the algorithm of Persson et al. (79). In preliminary results, three distinct diffusive modes were found, and were interpreted as DNA-bound RNAP, RNAP rapidly associating and dissociating with DNA, and freely diffusing RNAP. The authors argued that the system is not in a steady state; the occupation of the states is not that predicted from the escape times. They suggested that nonspecific binding is the rate-limiting step in promoter search.

Their model maps directly to a version of my model extended to include nonbinding sites. The experimental distribution of escape times will be of interest. Their DNA-bound state corresponds to binding to the target site or possibly the deepest false-positive sites; this ambiguity leads to the question, what is the gap (in binding energies or in escape times) between the target site and the deepest false-positive sites? Sheinman et al. (30) discussed this question in detail, obtaining the energy of the deepest false-positive site from extreme value statistics, and distinguishing the gapped, marginally gapped, and non-gapped cases.

Another possibility could be called nested TASD. Here the first level is 1D TASD due to the detailed DNA sequence, resulting from variations in either the H bond binding energy (74, 75) or the elastic energy of DNA bent by protein (10). This diffusion crosses over to normal when the DNA-binding protein has sampled the DNA sufficiently. The second level is TASD due to the distribution of escape times in the 1D diffusion state. The resolution of the experiment determines how much of this can be observed. Nested TASD can be considered a multilevel equilibration process.

(d). Obstruction and geometrical traps. Diffusion in the nucleus is likely to be affected by obstruction, especially by geometrical trapping in dead ends (see Suppl. 5). Obviously the geometrical traps must be large enough for the tracer to enter, as in size exclusion chromatography. If the trap size is below the resolution of the SPT measurement, the tracer will appear to be stationary. If motion in the trap can be resolved, the well-known form of \( \langle r^2(t) \rangle \) for confined motion (80) will be observed, with eventual escape to free diffusion. This form is distinct from the form for anomalous subdiffusion, as shown in Fig. 8. It is informative to make two plots, \( \langle r^2 \rangle \) versus \( t \), and \( \log D \) versus \( \log t \). In their work on TetR diffusion in the nucleus, Normanno et al. (3) observed some trajectories consistent with pure confinement, with time scales < 1 ms and confinement radii in the range of 0.5–1 \( \mu \)m. (See their Supplement Fig. 2, Confined diffusion analysis, and their Supplement Note 4, Single-particle tracking analysis.)

\[
\begin{align*}
\text{Confinement} & \quad \text{With escape} \\
\langle R^2 \rangle & \quad \text{Random escape time} \\
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\text{Pure anomalous subdiffusion} & \end{align*}
\]

Figure 8: Cartoon of \( \langle r^2 \rangle \) versus time for geometrical trapping and for pure anomalous subdiffusion. (a). Pure confinement, and transient confinement with eventual escape and free diffusion. The plateau is a measure of the corral size, and the escape time is random. (b). Pure anomalous subdiffusion. There is no plateau.

For rigid immobile obstacles, there is a well-defined percolation threshold. The experimental signature of this case is that diffusion is highly sensitive to the size of the tracer. The factor controlling diffusion is not the area fraction of obstacles but the
excluded area fraction, which is highly sensitive to tracer size [for 2D immobile obstacles, (81)]. Benichou et al. (11) modeled chromatin as a 3D percolating cluster at the threshold. They argued that on a large scale, chromatin is effectively branched as a result of intersegmental transfer of the diffusing species.

For soft or mobile obstacles, there is no permanent obstruction. The escape times depend in part on obstacle dynamics, such as mobility, dissociation rates, or rates of conformational fluctuations. Chow and Skolnick (82) present a coarse-grained model of gated diffusion of LacI in the *E. coli* nucleoid, in which LacI moves from cage to cage when the DNA wall moves. Diffusion may still be highly sensitive to size as a result of the lower probability of large fluctuations. High concentrations of mobile obstacles lead to a glassy state. For a model of the nucleus based on glassy dynamics, see Kang et al. (83).

Experiments using various nonbinding probes would be useful. Ideally one would use “scalable tracers,” in which the size of the tracer is varied but with constant surface properties, as discussed in Suppl. 5 and in detail in (84). One of the more speculative of these – a research project in itself – is “Sloppy Quantum Dots,” quantum dots synthesized with loose control over the dot radius but a constant thickness of the surrounding inert shell, to give a preparation with a broad range of sizes, inherently color-coded for size by the fluorescence. Less adventurously, a mixture of commercial quantum dots of different sizes could be used. The Lidke group has reported SPT of multicolor quantum dot mixtures (85). Genetically coded scalable tracers based on intrinsically fluorescent proteins would be highly advantageous. GFP oligomers meet the requirements of constant surface properties and interactions, but not the requirement for constant shape, because they are cylinders of constant diameter but different lengths. Several labs have reported experiments on these oligomers. Bancaud et al. (36) analyzed diffusion in terms of their fractal model. Dross et al. (86) measured diffusion of eGFP oligomers in four cell lines by careful FCS. Diffusion in bulk solution was consistent with a rod-like structure, and diffusion in the nucleus was independent of chromatin density. The Rippe lab (87, 88) measured diffusion of various GFP oligomers in the nucleus using multiscale fluorescence cross-correlation spectroscopy. Very promising recent work from the Holt lab has developed genetically encoded spherical tracers, called GEMs (Genetically Encoded Multimeric nanoparticles) (89–91), that meet the requirements for scalability. These tracers are based on natural proteins that self-assemble into spherical particles. The GEM DNA codes for the self-assembling monomer plus an intrinsically fluorescent protein plus a cellular localization signal if needed. Each monomer has one intrinsically fluorescent group attached, so the fluorescence is bright and the surface is for the most part constant. Tracer diameters are 16, 37, 100, and 200 nm at present. The self-assembling proteins used include encapsulins, which are proteins of bacteria and archaea that naturally encapsulate protein cargo (92). This approach may be extended using computational design of self-assembling cagelike proteins (93).

**CONCLUSIONS**

The model has several implications for experiments and the interpretation of experiments.

1. **Search.** On the scale of the lin-lin plots, the anomalous regime seems small, but its existence and properties are clearly revealed in log-log plots of $D(t)$ as shown in Fig. 1, so this analysis is worth doing as an examination of the search process.

2. **Escape time distributions.** We have shown the relation between the observed escape times and the mean escape times for a TPL distribution of mean escape times. The distribution of observed escape times is broadened by the statistics of escape. The mean escape time distribution is static; the observed distribution is static plus dynamic. For binding, the mean escape time distribution will eventually be predictable from genomics, though this distribution of binding energies must be corrected for the physical accessibility of sites to a tracer of given size and shape. For obstruction, constructing the escape time distribution requires a geometric model of chromatin.

3. **Limiting measurements.** The values of $D(0)$ and $D(\infty)$ capture much of the dependence of $D(t)$ on the TPL parameters. These values are trivial to calculate from the parameters, and essential to measure experimentally, using fast and slow frame rates if necessary.

4. **Experimental controls.** As claimed in the subsection on models of anomalous subdiffusion from the physics literature, binding, obstruction, viscoelasticity, and crowding may all affect diffusion in a cell simultaneously. Sorting out these mechanisms out requires a variety of experimental controls even more extensive than usual. As a baseline, $D$ in buffer ought to be measured for each probe. For comparisons among cell lines and laboratories, $D$ of eGFP ought to be measured. Two types of controls are needed for nonspecific binding by the DNA-binding species of interest: “specific nonspecific” binding, in which the recognition site binds to DNA sequences that only partially match the true target site; and “nonspecific nonspecific” binding, in which nonrecognition sites bind to DNA, say through electrostatic interactions. Natural selection may have reduced nonspecific binding, as discussed by Qian and Kussell (94), and Buchanan (95).

The probe for “specific nonspecific” binding ought to be the DNA-binding species of interest with the binding site inactivated as unobtrusively as possible. For example, the pioneering single-particle measurements of Elf et al. (96) on transcription factor dynamics used LacI (360 amino acids) with the DNA-binding domain deleted (41 amino acids); the fusion to Venus fluorescent protein (238 amino acids) was most likely a much larger perturbation. Elf and Barkefors (97) reviewed single-molecule kinetic
measurements in live cells, with an extensive discussion of labels and perturbations from labeling.

The comparison of nonbinding and binding tracers is essential to be able to distinguish TASD due to obstruction from TASD due to binding. A general problem in diffusion measurements in complex systems is that a measurement of $D$ or $D(t)$ is not uniquely invertible. By an appropriate choice of parameters, the three anomalous subdiffusion mechanisms mentioned above can presumably be tuned to produce very similar curves, and the mechanisms may well operate in parallel. Despite this limitation, diffusion measurements are important to biophysicists because diffusion is important to cells; diffusion is a means of transport that uses thermal energy, not metabolic energy -- as Pederson (98) put it, running off the energy of the Big Bang.

Histograms of escape times for nonbinding tracers would help to characterize confinement events due to obstruction and apparent confinement events due to fluctuations in pure random walks, in the context of the experimental conditions and the criteria used to define confinement. These criteria ought to be described in detail, as in Gorman et al. (99) for example. Nonspecific binding can be characterized by comparing the escape time histograms for the DNA-binding tracer and the corresponding nonbinding control.

The controls for obstruction ought to be done experimentally. Modeling obstruction requires a model of chromatin organization in the nucleus, a complicated and unsettled issue at best, requiring multiscale modeling. See for example (12–15, 100).

e. **Sub-resel dynamics.** In the experiments from the Dahan lab, the resolution element was significantly larger than a transcription factor binding site, so it is necessary to consider the dynamics of the DNA-binding species within a resel. Experimental data would be a useful constraint, particularly a histogram of the escape time from a single resel for a sample of distinct resels. These histograms ought to be reported for the DNA-binding species, the nonbinding analogs, and eGFP or another general calibration protein.

f. **Effect of deep traps.** Eliminating deep traps may affect diffusion and kinetics. First, false-positive sites affect diffusion, and the effect is greater the more similar they are to the target sequence. As a result, in bioinformatics searches for binding sites, the occurrence and frequency of false-positive sites are important results, not annoying artifacts. (For a general discussion of weak binding sites on DNA, see Tanay (101).) The search process in vivo might be speeded by (re)designing the genome to eliminate false-positive sites, that is, by separating the target sequences in affinity space. A mild form of this effect was found in prokaryotic genomes (102). Second, overexpression of the diffusing species affects diffusion. The level of expression is potentially an uncontrolled variable affecting TASD, or a means of modulating and studying TASD.

In their work on TetR in U2OS cells, Normanno et al. (3) did a key experiment to address (and refute for their system) this point. They tracked labeled TetR with and without 1000-fold excess of unlabeled TetR. They saw no effect. The traps were not saturable, at least at this level of excess. Perhaps the traps were highly abundant geometric traps. This sort of test ought to be standard practice. As these authors point out, quantifying the number of binding sites in the nucleus would be very useful.

This effect of eliminating deep binding sites can be approximated very simply if the concentrations of binding sites are known. If $N$ unlabeled tracers are added, assume that they fill the $N$ deepest sites, in effect reducing the upper limit $T_2$ on the mean escape time and making diffusion less anomalous for a shorter time as shown in Fig. 6. This description is somewhat fictitious in that it assumes that $N$ unlabeled tracers at zero temperature fill the deepest traps permanently, and then one labeled tracer at ambient temperature diffuses, entering into and escaping from the remaining traps. But the picture captures enough of the physics simply enough to be a named model, the step approximation. A more complete treatment includes the chemical potential to allow thermal excitation of all bound tracers. Such a treatment is a standard result in the field of diffusion in inhomogeneous catalyst pellets (103–105). Models of DNA binding that include the chemical potential are called “biophysical” or “thermodynamic” or “statistical thermodynamic.” See for example (101, 106–108). A rigorous approach takes into account the binding equilibria of multiple species to multiple sites, as in the program of Wasson and Hartemink (109).

g. Applications of model. The TASD model provides a simple Monte Carlo prediction of $D(t)$ based on SPT measurements, suitable for use in larger-scale modeling of FRAP, FCS, and kinetics. It would be interesting to do FRAP or FCS on the same system as this SPT work, with the corresponding Monte Carlo simulations.

As expected, the Monte Carlo simulations presented here show that a truncated power-law distribution of escape times leads to transient anomalous subdiffusion. We have described the parameters characterizing each, and begun to examine the connection between the two sets of parameters. We have discussed the biological interpretation, and the experiments and controls suggested by modeling. Further work will examine the detailed connection of the TPL and TASD parameters, and the basis for a TPL distribution of escape times.
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1 METHODS

1.1 Fortran Monte Carlo calculations

Here we give details of the Fortran Monte Carlo calculations and discuss approaches to such simulations. In the calculations, tracers carry out a random walk among trap sites, and the mean-square displacement is found as a function of time.

The calculations were carried out on a simple cubic lattice with periodic boundary conditions, with the standard system size of $128^3$ chosen so that the periodic boundary conditions do not affect the time dependence of the number of distinct sites visited. (This choice will be important in future work on the problem.) In each run, calculations were carried out for 500 grids, and 2000 tracers per grid. In each grid, a random TPL mean escape time was generated for each lattice site. (A more efficient approach would generate mean escape times on-the-fly, only when a site was actually visited, and retain the mean escape time at that site for all walks on that grid.) Every site is occupied by a trap unless specified otherwise. Tracers were started at random positions. This choice yields a highly nonequilibrium initial state; thermal equilibrium initial positions would lead to much different behavior, as discussed in the text. A minimum of 128K time steps were used, and sometimes as many as 2M (1K = 1024, 1M = 1024^2). Data was collected in a block logarithmic pattern: from 1 to 1K in steps of 1; from 1K to 4K in steps of 4, from 4K to 16K in steps of 16, and so forth (110).

The simplest algorithm was used for moves: At each time step, one attempt to leave the current site is made. (Generate a random variate $r$ uniformly distributed on $(0,1)$. Move if $r < P_{esc} = 1/T$, where $P_{esc}$ is the escape probability and $T$ is the mean escape time.) The model assumes each trap is isolated, so the probability of escape depends only on the depth of the current trap, not on the depth of the destination site. (In other words, the motion is from trap to ground state to trap, not directly from trap to trap.) One can therefore test for escape at each time step, and generate the random destination only when escape occurs. Note that each move requires at least one time step, so that in the limit of traps of zero depth, $\langle r^2 \rangle = t$ and $D(t) = 1$ for all $t$.

An approach in the spirit of the “N-fold way” of the physics literature (111) ought to be more efficient. Here, instead of generating a whole random sequence of failures before a move, the program generates a random escape time from a geometric distribution with the required mean, increments the clock by that time, and moves the tracer to a random destination. But it is necessary to fill in all the observed quantities at all the intermediate time steps, and the intermediate time steps involve the block logarithmic sampling times. The run time was not reduced enough to justify the increased complexity.

The ran2 random number generator of Press et al. (112) was used, slightly modified. To avoid unnecessary overhead from branching and function calls at every time step, the initialization branch was separated and done in the program initialization, and the branch to generate the random numbers was included explicitly wherever it was used.

1.2 Fitting procedure for Fortran Monte Carlo data

Ultimately the analysis of the Monte Carlo data ought to be done by fitting to the analytical form of $D(t)$, but the form is not yet known. Instead, we plot $\log D(t) = \log(\langle r^2 \rangle / t)$ as a function of $\log t$, and find the midpoint $\log t(1/2)$ from the analytic values of $\log D(0)$ and $\log D(\infty)$. We then do a linear fit about that point, starting with 3 to 5 points on each side of the midpoint, and then selecting the linear region interactively by eye. The slope of the best-fit line yields the exponent, and the intersection gives the crossover time. In my experience, the method is far more objective than one might guess, the comments of Ellery et al. (113) notwithstanding.

1.3 Mathematica Monte Carlo calculations

It was useful to run some Monte Carlo simulations in Mathematica to relate the observed escape times $\tau$ to the mean escape times $T$ for a given distribution. These simulations were run alongside the derivations and the Fortran Monte Carlo simulations, and were a useful consistency check, able to find errors in numerical factors. (Similarly, I’d suggest that SPT experimentalists run Monte Carlo random walk simulations in parallel to their experiments. Anything done to the experimental data also ought to be done to simulated data.) These calculations were done for the uniform distribution as the simplest test, and the TPL for the application.

The method of histogram binning is an important practical matter in these calculations, especially for a power-law distribution of mean escape times. The histograms are much better-looking and easier to test if binning is done on what is called a “power scale” or a “log scale” (19). That is, for a typical run here, $\text{root} = 2500^{1/200}$, $\text{bins} = \text{root}^i$, for $i = -200, 200$ to give a range of 1/2500 to 2500, with bins of equal width in a log plot.

The default Mathematica V11.2.0 pseudorandom number generator was used (the ExtendedCA generator = extended cellular automaton generator). This generator is discussed in online documentation (114) but I have not found an account of the method and its testing in the peer-reviewed literature. Apparently extensive testing was carried out (115, p. 231). There is a useful discussion online of the quality of the generator (116).
1.3.1 Simulations for the uniform distribution

We begin with the simplest nontrivial example, a uniform distribution of the mean escape time $T$ on the interval $[T_1, T_2]$.

$$g(T) = \frac{1}{T_2 - T_1}, \quad T_1 \leq T \leq T_2; \quad 0, \quad \text{otherwise.} \quad \text{(S1–1)}$$

We insert this into S3–17 to obtain

$$f(\tau) = \frac{1}{T_2 - T_1} \int_{T_1}^{T_2} \frac{\exp(-\tau/T)}{T} dT. \quad \text{(S1–2)}$$

so that

$$f(\tau) = \frac{1}{T_2 - T_1} \left[ E_1(\tau/T_2) - E_1(\tau/T_1) \right], \quad \text{(S1–3)}$$

where $E_1(x)$ is the exponential integral.

Monte Carlo runs were carried out in Mathematica. Simply generate a set of mean escape times $T$, here $10^4$ uniform random variates on the interval $[1, 125]$, and for each $T$, generate $10^4$ exponential random variates $\tau$ with mean equal to $T$. Compile power-scale histograms for $T$ and $\tau$. Results are shown in Fig. S1–1. The Monte Carlo results agree well with the analytical results on the scale of a log-log plot of the entire data set. A more stringent test is plotting the ratio of the Monte Carlo values to the analytical values. Deviations are obvious, but these are low-frequency noise, not systematic error, as shown by the variation in the noise among three independent simulations. (Data not shown but the corresponding plots are shown for the TPL case.)

Figure S1–1: Results of Monte Carlo simulations in Mathematica for the uniform distribution on $[1, 125]$. (a), Histograms of the TPL distribution of mean escape times $g(T)$, analytical (red) and Monte Carlo (dashed blue-green), and the resulting distribution of observed times $f(\tau)$, analytical (orange) and Monte Carlo (dashed blue). The uniform histogram of $T$ is noisy at small values of log $T$ because the bins are smallest there. (b), Ratio of Monte Carlo results to analytical results at the bin center (taken to be the geometric mean of the endpoints).
1.3.2 Simulations for the transient power law distribution

The probability density functions \( g(T) \) and \( f(\tau) \) are given in Eqs. S3–24 and S3–26. Monte Carlo results are shown in Fig. S1–2 for \( T_1 = 1, T_2 = 125, m = 2.25 \). Again the Monte Carlo results agree well with the analytical solution at the scale of a log-log plot of the entire data set, and again a plot of the ratio is needed for a more stringent test. In Fig. S1–2, the ratio is in the ±1% band except for the noisy regions at small and large times.

Getting agreement this good, however, requires some modifications of the approach. The minor changes are increasing the number of mean escape times from \( 10^4 \) to \( 6 \times 10^4 \), and extending the range of the histogram from \([1/50, 2500]\) to \([1/2500, 2500]\). The major change is the use of importance sampling, which is the Monte Carlo equivalent of the standard practice of using a set of different frame rates in SPT experiments. The aim in both cases is to sample rare long-time events adequately. Normanno et al. (3) included measurements with continuous imaging, and time-lapse measurements with frame intervals of 100 ms, 500 ms, and 1 s [their Supplementary Note 7 and Supplementary Fig. 30]. In the Monte Carlo runs here, we divide the time interval \( T_1 = 1 \) to \( T_2 = 125 \) into four equal segments on a logarithmic scale, with boundaries \( T_1, T_1^{3/4}T_2^{1/4}, T_1^{1/2}T_2^{1/2}, T_1^{1/4}T_2^{3/4}, \) and \( T_2 \), giving here 1, 3.344, 11.18, 37.38, and 125. An equal number of \( T \)-values are generated on each of the four intervals, and the resulting four histograms of \( \tau \) are added with appropriate weighting. In the example here, the original area fractions of the four segments are 0.7807, 0.1727, 0.03819, 0.008446, and importance sampling changes the weighting to 0.25 each. So the fourth region is sampled almost 30× more than in simple sampling.

Figure S1–2: Results of Monte Carlo simulations in Mathematica for the TPL distribution \( T_1 = 1, T_2 = 125, m = 2.25 \). (a), Log-log plot of PDFs versus time. Histograms of the TPL distribution of mean escape times \( g(T) \), analytical (red) and Monte Carlo (dashed blue-green), and the resulting observed distribution \( f(\tau) \), analytical (orange) and Monte Carlo (dashed blue). Dashed line, slope -2.25. (b), Ratio of Monte Carlo results to analytical results at the bin center (taken to be the geometric mean of the endpoints). Horizontal lines: ratio = 1 and the ±1% band. Vertical lines, boundaries for importance sampling. The corresponding ratio plot for the mean escape times \( T \) is not interesting enough to include. It shows good agreement, though it is noisy because the histogram for \( T \) is based on only \( 6 \times 10^4 \) data points, whereas the histogram for \( \tau \) is based on \( 6 \times 10^8 \) data points. Note that the parameter in the Mathematica Pareto distribution differs from the exponent by 1.
The usefulness of importance sampling is shown in Fig. S1–3, for smaller-scale runs, $10^4$ values of $T$ with $10^4$ values of $\tau$ for each $T$. Panel (a) shows the ratio for simple Monte Carlo, three independent repetitions, and panel (b) shows the ratio for 4-segment importance sampling, $\frac{1}{4} \times 10^4$ values of $T$ in each segment with $10^4$ values of $\tau$ for each $T$, three independent repetitions. The vertical scales are the same. Importance sampling tames the noise significantly. In both cases, the three independent repetitions give clearly distinct curves, evidence that the ratio represents low-frequency noise, not systematic error.

Figure S1–3: Ratio plots show the effect of importance sampling. Three independent runs for (a), simple Monte Carlo, and (b), Monte Carlo with 4-interval importance sampling. All six runs use the same total number of samples, $10^4$ values of $T$ and $10^4$ values of $\tau$ for each $T$. For the TPL distribution $T_1 = 1$, $T_2 = 125$, $m = 2.25$, and trap fraction 1. These plots imply that the deviations from unity are low-frequency noise. Systematic error would be more systematic.
2 THE TRANSIENT POWER LAW DISTRIBUTION

2.1 Experimental distributions

Table S2-1 summarizes the experimental TPL curves, which were presented in the original publications as plots of \( \log S(t) \) versus \( \log t \), where \( S(t) \) is the survival function (text Eq. 2) and \( m \) is the corresponding exponent in text Eq. 3.

Table S2–1: Experimental results

<table>
<thead>
<tr>
<th>DNA-binding species</th>
<th>slope</th>
<th>( m )</th>
<th>Time range</th>
<th>Ref.</th>
</tr>
</thead>
<tbody>
<tr>
<td>TetR</td>
<td>0.69</td>
<td>1.69</td>
<td>200 ms to 70 s</td>
<td>Normanno et al. (3), Suppl. Fig. 30</td>
</tr>
<tr>
<td>LacI</td>
<td>1.12</td>
<td>2.12</td>
<td>30 ms to 10 s</td>
<td>Caccianini et al. (4), Fig. 3</td>
</tr>
<tr>
<td>CRISPR-Cas 9</td>
<td>1.33 ± 0.2</td>
<td>2.33 ± 0.2</td>
<td>120 ms to 37 s</td>
<td>Knight et al. (5), Fig. 5-10</td>
</tr>
</tbody>
</table>

All these measurements were on mammalian cells, the CRISPR-Cas 9 experiments on NIH 3T3 mouse cells, and the others on U2OS human osteosarcoma cells. In all three papers, the final power-law histograms were constructed by combining several experimental histograms taken at different frame rates, as shown in the original figures. Knight et al. (5) gave the numerical value in terms of the inverse slope. All three measured distributions have a width of 2.5 decades, suggesting that the range might result from experimental constraints.

In my Monte Carlo calculations, the typical value of \( m \) is taken to be 2.25, the average of the values from Caccianini et al. (4), and from Knight et al. (5). A wide range of \( m \) is used to include the value from Normanno et al. (3), and the error bars of (5).

2.2 Mathematical properties

Recall that the TPL probability density function is

\[
\text{PDF}_{TPL}(T) = \frac{C_{TPL}}{T^{m}}, \quad T_1 \leq T \leq T_2; \quad 0, \quad \text{otherwise}, \quad (S2-1)
\]

where \( T \) is a random variable, here either the mean or the observed escape time. Then for \( m \neq 1 \)

\[
C_{TPL} = \frac{1 - m}{T_2^{1-m} - T_1^{1-m}}, \quad (S2-2)
\]

and the cumulative density function is

\[
\text{CDF}(T) = \frac{T_1^{1-m} - T_T^{1-m}}{T_2^{1-m} - T_1^{1-m}}. \quad (S2-3)
\]

The CDF is important because it gives the survival function (text Eq. 2) and it is used to generate TPL random variates by the standard transformation method (18). If \( r \) is a random variate uniformly distributed on (0,1) and \( x \) is a random variate from the distribution described by a CDF, then take

\[
r = \text{CDF}(x) \quad (S2-4)
\]

and invert to give

\[
x = \text{CDF}^{-1}(r). \quad (S2-5)
\]

For the TPL this procedure gives

\[
T_{rand} = [T_1^{1-m} + r (T_2^{1-m} - T_1^{1-m})]^{1/(1-m)}. \quad (S2-6)
\]

2.2.1 Averages

The \( n \)th moment is

\[
\langle T^n \rangle = \frac{1 - m}{1 - m + n} \frac{T_2^{1-m+n} - T_1^{1-m+n}}{T_2^{1-m} - T_1^{1-m}}. \quad (S2-7)
\]

This expression holds for positive and negative \( n \), so it also gives the moments of \( W = 1/T \). The \( n = 0 \) case verifies the normalization. Note that \( \langle T \rangle \) is indeterminate for \( m = 2 \) and must be evaluated by L’Hôpital’s rule to give \( \langle T \rangle = T_1 T_2 (\ln T_2 - \ln T_1)/(T_2 - T_1) \), and similarly for the other cases in which \( m = n + 1 \). The median is

\[
T(\text{median}) = \left( \frac{T_1^{1-m} + T_2^{1-m}}{2} \right)^{1/(1-m)}. \quad (S2-8)
\]
Subdiffusion of DNA-binding species

which is called the generalized mean (117) or the power mean (118).

If $m = 1$, 

$$\text{PDF}(T) = \frac{1}{\ln(T_2/T_1)} \frac{1}{T},$$  

(S2–9)

$$\text{CDF}(T) = \frac{\ln(T/T_1)}{\ln(T_2/T_1)},$$  

(S2–10)

$$Trand = T_1(T_2/T_1)^{\gamma}.$$  

(S2–11)

$$\langle T^n \rangle = \frac{1}{\ln(T_2/T_1)} \frac{T_2^n - T_1^n}{n},$$  

(S2–12)

$$T(\text{median}) = \sqrt{T_1T_2}.$$  

(S2–13)

### 2.2.2 Thermal averages

Thermal averages of moments of $T$ and $W$ are readily obtained to give the final state of the system. The Boltzmann factor for the TPL is (text Eq. 8) $P_i = T_i/\sum_i T_i$, so the thermal average $n$th moment of $T$ is

$$\langle T^n \rangle_{\text{th}} = \frac{\sum_i T_i T_i^n}{\sum_i T_i} = \frac{\langle T^{n+1} \rangle}{\langle T \rangle}.$$  

(S2–14)

This expression holds for positive and negative $n$, so it also gives the moments of $W = 1/T$. The $n = 0$ case verifies the normalization.

### 2.2.3 Binding energies

The binding energy is

$$\Delta E = +kT \ln T$$  

(S2–15)

so the mean binding energy is, in units of $kT$,

$$E(\text{mean}) = \int_{T_1}^{T_2} \text{PDF}(T) \ln T \, dT,$$

$$= \frac{T_2^{m-1} \ln T_2 - T_1^{m-1} \ln T_1}{T_2^{m-1} - T_1^{m-1}} - \frac{1}{1-m}.$$  

(S2–16)

on integration by parts.
3 FROM BINDING ENERGY DISTRIBUTIONS TO OBSERVED ESCAPE TIME DISTRIBUTIONS

Recall from the text that in this section it is necessary to distinguish between the mean escape time $T$ and the observed escape time $\tau$.

3.1 Truncated binding energy distributions to mean escape time distributions

In the text we showed the standard result that escape from a pure exponential distribution of mean binding energies according to an Arrhenius factor yields a power-law distribution of mean escape times. Here we give the results for three truncated binding energy distributions: exponential, Gaussian, and log-normal. The full expressions are complicated due to the truncation, but for each binding energy distribution, the effect of truncation can be expressed as a common normalization constant for $\phi(\Delta E)$ and $g(T)$.

3.1.1 Truncated exponential

A truncated exponential distribution of binding energies yields a truncated power-law distribution of mean escape times. The normalized PDF for a truncated exponential distribution is

$$
\phi_{\text{trExp}}(\Delta E) = \frac{1}{C_{\text{trExp}}} \frac{1}{\theta_{\text{trExp}}} \exp\left(-\Delta E / \theta_{\text{trExp}}\right),
$$

where

$$
C_{\text{trExp}} = \exp\left(-\Delta E_1 / \theta_{\text{trExp}}\right) - \exp\left(-\Delta E_2 / \theta_{\text{trExp}}\right),
$$

$\Delta E_1 < \Delta E_2$ are the lower and upper limits, and $\theta_{\text{trExp}}$ is a width parameter in units of energy, not related in a simple way to the mean or median energy. We use text Eq. 12 to obtain

$$
g_{\text{trExp}}(T) = \frac{1}{C_{\text{trExp}}} \frac{kT}{\theta_{\text{trExp}}} \left(\frac{1}{T}\right)^{1+kT/\theta_{\text{trExp}}}.
$$

This equation is the product of the pure power law distribution Eq. 14, the normalization factor Eq. S3–2 for truncation, and the ratio of the width parameters. In the limit $\Delta E_1 \to 0$, $\Delta E_2 \to \infty$, $C_{\text{trExp}} \to 1$.

3.1.2 Truncated Gaussian

A truncated Gaussian distribution of binding energies yields a distribution of mean escape times clearly distinct from a power law. The normalized PDF for a truncated Gaussian distribution is

$$
\phi_{\text{trGauss}}(\Delta E) = \frac{\sqrt{2/\pi}}{C_{\text{trGauss}}} \frac{1}{\sigma} \exp\left[-\frac{(\Delta E - \mu)^2}{2\sigma^2}\right],
$$

where

$$
C_{\text{trGauss}} = \text{erf } w_2 - \text{erf } w_1,
$$

$$
w_i = (\mu - \Delta E_i) / \sqrt{2}\sigma,
$$

$\text{erf } w$ is the error function, $\mu$ is the mean of the Gaussian distribution, $\sigma$ is its standard deviation, and the other quantities are defined as above. In the limit $\Delta E_1 \to 0$, $\Delta E_2 \to \infty$, $f_{\text{trGauss}}(\Delta E)$ reduces to the expression for a Gaussian restricted to positive $\Delta E$

$$
\phi_{\text{PosGauss}}(\Delta E) = \frac{\sqrt{2/\pi}}{1 + \text{erf } (\mu / \sqrt{2}\sigma)} \frac{1}{\sigma} \exp\left[-\frac{(\Delta E - \mu)^2}{2\sigma^2}\right].
$$

Proceeding as before, we obtain from text Eq. 12

$$
g_{\text{trGauss}}(T) = \frac{\sqrt{2/\pi}}{C_{\text{trGauss}}} \frac{kT}{\sigma} \left(\frac{1}{T}\right)^{1+kT/\mu} \exp\left[-(\mu - kT \ln T)^2 / 2\sigma^2\right].
$$

Here $kT$, $\mu$, and $\sigma$ have dimensions of energy, and $T$ is dimensionless.
### 3.1.3 Truncated log-normal

A truncated log-normal distribution of binding energies yields approximately power-law mean escape times over a limited but significant range. In one parameterization, the PDF for a nontruncated log-normal distribution is

$$\phi_{\text{LogN}}(\Delta E) = \frac{1}{\sqrt{2\pi} \Delta E} \exp\left[-\frac{(\ln[\Delta E/\text{med}])^2}{2\sigma^2}\right], \quad (S3-9)$$

where \(\text{med}\) is the median of \(\Delta E\), and the shape parameter \(\sigma\) is the standard deviation of \(\ln[\Delta E/\text{med}]\). Zaninetti (119) has a useful collection of formulas for this parameterization. The normalized PDF for a truncated log-normal distribution is

$$\phi_{\text{trLogN}}(\Delta E) = \frac{1}{C_{\text{trLogN}}} \frac{1}{\Delta E} \exp\left[-\frac{(\ln[\Delta E/\theta_{\text{trLogN}}])^2}{2\sigma^2}\right], \quad (S3-10)$$

where

$$C_{\text{trLogN}} = \sqrt{\frac{\pi}{2}} \left(\text{erf}(z_2) - \text{erf}(z_1)\right), \quad (S3-11)$$

and \(\theta_{\text{trLogN}}\) is a width parameter. In the limit \(\Delta E_1 \to 0, \Delta E_2 \to \infty\), Eq. S3–10 reduces to Eq. S3–9. Proceeding as before, we obtain

$$g_{\text{trLogN}}(T) = \frac{1}{C_{\text{trLogN}}} \frac{1}{T} \exp\left[-\frac{(\ln[kT/\theta_{\text{trLogN}}] + \ln T)^2}{2\sigma^2}\right]. \quad (S3-13)$$

In Eq. S3–13, \(C_{\text{trLogN}}, T, \text{and } \sigma\) are dimensionless; \(\Delta E, \theta_{\text{trLogN}}, \text{and } kT\) have dimensions of energy.

Why does this PDF give an approximately log-log form? Rearrange S3–13 and collect the various constants into coefficients \(A_i\) to give

$$\ln g_{\text{trLogN}}(T) = A_0 - \ln T + A_1 \ln T + A_2 (\ln T)^2. \quad (S3-14)$$

So \(g_{\text{trLogN}}(T)\) is not really a power-law distribution, though the tail can approximate one over a significant range.

We examine the dependence on \(kT\) numerically. Fig. S3–1 shows plots of \(\log g_{\text{trLogN}}\) versus \(\log T\) for \(\mu = 1, \sigma = 1\), truncation at \(\Delta E_1 = 1, \Delta E_2 = 6.75\). The truncation is chosen to give a distribution of mean escape times of width 2.5 decades as in the Dahan experiments. The values of \(kT\) are 1/2, 1, 3/2, and 2. Truncation makes the distribution approximately power-law, with the power tunable to some extent through \(kT\), but major deviations from linearity occur if the limits include the peak of the log-normal distribution of \(\Delta E\).

![Figure S3–1: Mean escape time distributions for a truncated log-normal distribution of binding energies. Plot of \(\log g_{\text{trLogN}}\) from Eq. S3–13 versus \(\log T\) for the indicated values of \(kT\), with \(\mu = 1, \sigma = 1, \Delta E_1 = 1, \Delta E_2 = 6.75\).](image)

### 3.2 Mean escape time distributions to observed escape time distributions

As stated in the text, there are two distinct escape times here, the observed escape time \(\tau\), and the mean escape time \(T\), which is determined by the binding energy in the case of escape from a binding site, and by the obstacle geometry and dynamics in the
The case of escape from a geometrical trap. The distribution of $\tau$ is broader than the distribution of $T$ due to the scatter in $\tau$ for a fixed value of $T$.

If a tracer escapes from a trap with mean escape time $T$ according to the Arrhenius law, the observed escape time $\tau$ for each visit is a random number from an exponential distribution
\[
h(\tau, T) = \frac{1}{T} \exp(-\tau/T),
\]  
(S3–15)
or the analogous discrete form, the geometrical distribution, in the Monte Carlo simulations. The resulting probability distribution $f$ for the observed escape times $\tau$ is a compound distribution $f(\tau)$ in which the parameter $T$ is distributed according to a PDF $g(T)$, giving in general
\[
f(\tau) = \int_0^\infty h(\tau, T) \ g(T) dT.
\]  
(S3–16)

All the functions are PDFs so each one must be normalized individually. Here
\[
f(\tau) = \int_0^\infty (1/T) \exp(-\tau/T) \ g(T) dT.
\]  
(S3–17)
The problem is therefore a Fredholm integral equation of the first kind: Given an observed $f(\tau)$, find the underlying distribution $g(T)$ of mean escape times.

These integral equations are common in a variety of contexts, such as anomalous diffusion (120), the distribution of activation energy barriers for a two-state reaction (121), kinetics of peptide folding (122), light scattering by polydisperse particles (123), luminescence decay (124), NMR signals in terms of the distribution density of NMR relaxation times (NMR relaxometry) (125), and recombination kinetics after photodissociation of CO-myoglobin (126). These integral equations are well-known to be ill-posed; numerical inversion is highly sensitive to noise in the observed $f(\tau)$.

Here we adapt the derivation of Metzler et al. (122), one of the shortest and clearest treatments of the problem. We change the variable in the integral equation S3–17, with $s = 1/T$, $dT = -ds/s^2$, to obtain a Laplace transformation $L$
\[
f(\tau) = \int_0^\infty g\left(\frac{1}{s}\right) e^{-s\tau} \frac{ds}{s} \equiv L[(1/s)g(1/s)].
\]  
(S3–18)

Then
\[g(1/s) = s \ L^{-1}[f(\tau); s].\]  
(S3–19)
Finally, return to the original variable
\[g(T) = g(1/s \rightarrow T).\]  
(S3–20)
The integral equation thus reduces to an inverse Laplace transformation. The problem is still ill-posed – the inversion involves an integral over the positive exponential $\exp(+s\tau)$ so noise is amplified – but the inversion is important enough that the problem has received much attention, including two outstanding reviews (127, 128).

The direct solution would start with the experimental PDF $f(\tau)$ of the observed escape times and invert this according to Eq. S3–19 to give the PDF $g(T)$ of the mean escape times. But this inversion is problematic, both analytically and numerically, so we use an indirect approach. Assume that the mean escape time $T$ follows a TPL distribution, a power law on grounds of the experimental power law, truncated on physical grounds. Then generate the PDF of the observed times $\tau$ from this.

We find the analytical solution as follows. First, consider the nontruncated case, and ignore the requirements that a PDF be bounded and normalized. Then the analytical solution is trivial. If
\[f(\tau) \propto 1/\tau^a,
\]  
(S3–21)
then
\[L^{-1}[f(\tau); s] \propto \frac{s^{a-1}}{\Gamma(a)},
\]  
(S3–22)
where $\Gamma(a)$ is the gamma function, and
\[g(T) \propto \frac{1}{\Gamma(a)} \frac{1}{T^a}.
\]  
(S3–23)
A power-law distribution of observed escape times $f(\tau)$ implies a power-law distribution of mean escape times $g(T)$. The complications arise from the truncation. We assume that $g(T)$ is a TPL distribution (text Eqs. 3, 4),
\[g(T) = C_{TPL}/T^m.
\]  
(S3–24)
and substitute this into Eq. S3–17, putting in the truncation, to give

\[ f(\tau) = \int_{T_1}^{T_2} \frac{1}{T} e^{-\tau/T} \frac{C_{TPL}}{\tau^m} d\tau, \]  

(S3–25)

which gives by a simple change in variable \( x = \tau/T \)

\[ f(\tau) = [\Gamma(m, \tau/T_2) - \Gamma(m, \tau/T_1)] \frac{C_{TPL}}{\tau^m}, \]  

(S3–26)

where \( \Gamma(m, z) \) is the incomplete gamma function

\[ \Gamma(m, z) = \int_{z}^{\infty} t^m e^{-t} dt. \]  

(S3–27)

The exponents are the same in \( g \) and \( f \) on account of the normalization factor \( 1/T \) in \( h \). The form is simple. The power law is the same as that obtained in the nontruncated case, but it is multiplied by a truncation function

\[ f_{\text{trunc}}(m, \tau/T_1, \tau/T_2) = \Gamma(m, \tau/T_2) - \Gamma(m, \tau/T_1). \]  

(S3–28)

The behavior of \( f_{\text{trunc}} \) can be understood from the properties of \( \Gamma(m, \tau/T) \). As \( \tau/T \to 0 \), \( \Gamma(m, \tau/T) \to \Gamma(m) \). The corner of the gamma function occurs at the maximum in the derivative with respect to \( \tau/T \), at \( \tau/T = m - 1 \). The lower cutoff is determined by the fact that \( f_{\text{trunc}} \) is the difference of two \( \Gamma \) functions with the same \( m \). The \( \Gamma \) functions mostly cancel out at small \( \tau/T \), and the flat region in \( f_{\text{trunc}} \) begins when \( \Gamma(m, \tau/T_1) \) is negligible, here around \( \tau/T_1 = 5 \). When \( T_1 << T_2 \) as here, the corner in \( f_{\text{trunc}} \) coincides with the corner in \( \Gamma(m, \tau/T_2) \) and occurs at \( \log \tau = \log T_2 + \log(m - 1) \). For \( m = 2.25 \), \( \log(m - 1) = 0.0969 \) so the corner is close to \( \log T_2 \).

Fig. S3–2 shows the PDFs \( f(\tau) \) and \( g(T) \) for a TPL distribution with \( T_1 = 1 \), \( T_2 = 200 \), and \( m = 2.25 \). (Note that these times are defined on \([0, \infty)\), that is, they are the additional delay introduced by the traps. In contrast, the times in the Fortran Monte Carlo simulations are defined on \([1, \infty)\) because a move there always requires at least one time step.) Panel (a) is a linear plot and panel (b) is a log-log plot. The linear plot shows that most of the probability density is at short times. The log-log plot shows the power-law structure: for the mean escape times \( T \), a truncated power law, and for the observed times \( \tau \), a truncated power law modified at short and long times by the escape statistics. Panel (c) shows the form of \( f(\tau) \): the product of a power-law distribution and a truncation function. The truncation function is flat in a region between \( T_1 \) and \( T_2 \). For small \( \tau \) with \( T_1 << T_2 \), a series expansion shows that the truncation function is proportional to \( \tau^m \), canceling the power-law factor so that \( f(\tau) \) is indeed flat for small \( \tau \). Panel (d) shows the outcome: \( f(\tau) \) is flat at small times, and the extent of the power-law region increases as \( T_2 \) increases. Also included is the PDF for the nearly delta-function case \( T_1 = 1 \), \( T_2 = 1.001 \), \( m = 2.25 \), to show the shape of the nearly pure exponential PDF Eq. 13 in a log-log plot. All the PDFs have similar shapes, flat at small times and steeply decreasing at large, but the pure exponential case has no power-law region. Corresponding Monte Carlo results are presented in Suppl. 1.3.

In summary, a TPL distribution \( g(T) \) of mean escape times \( T \) yields a mathematically well-defined broadened distribution \( f(\tau) \) of observed escape times \( \tau \) as shown in panel (b). But experimental measurements will likely yield a truncated version of this \( f(\tau) \), truncated at short times due to the definition of a binding event, and truncated at long times because the finite number of observations limits the number of rare events detected. Both truncations are dependent on details of the experiment and data analysis.
Figure S3–2: Probability density functions $f(\tau)$ (solid green) and $g(T)$ (dashed red) for TPL distribution with $T_1 = 1$, $T_2 = 200$, and $m = 2.25$. (a) Lin-lin plot of $f(\tau)$ and $g(T)$. (b) Log-log plot of $f(\tau)$ and $g(T)$. (c) Log-log plot of $f(\tau)$ and truncation function $f_{\text{trunc}}(\tau)$ (dotted blue). Dashed lines, slopes $\pm 2.25$. (d) Log-log plot of $f(\tau)$ for $T_1 = 1$, $T_2 = 100, 200, 500, 1000$, $m = 2.25$. Dashed line, slope = -2.25. As $T_2$ increases, the width of the power-law region in $f(\tau)$ increases. For comparison, the dotted line shows the case $T_2 = 1.001$ to approximate a pure exponential $f(\tau)$ resulting from a delta-function $g(T)$. 
4 PLOTS OF LOG D(T) VERSUS LOG T

4.1 Analysis

Text Fig. 6 showed families of log $D(t)$ versus log $t$ curves as one of the TPL parameters was varied – $T_1$, $T_2$, $m$, and trap concentration – with the others held constant. These plots give a qualitative picture of how the TASD parameters depend on the TPL parameters. For a more quantitative picture, we analyze the curves as in Suppl. 1.2 and plot the resulting TASD parameters in Fig. S4-1. Here $m$, $T_1$, and $T_2$ are considered.

When $T_2$ is varied with $T_1 = 1$ constant (panel a), diffusion is mildly anomalous for the standard case $m = 2.25$ and somewhat more anomalous for $m = 0.30$, a value chosen to match earlier work on discrete trap hierarchies (Suppl. 4.2). Diffusion is less anomalous than for an obstructed random walk at the percolation threshold for the simple cubic lattice (129).

The log-log plot of $t(cross)$ versus $T_2$ is approximately linear (panel d), with slope around 2/3 for both values of $m$. When $T_1$ is increased at constant $m = 2.25$ and $T_2 = 200$, diffusion becomes more normal (panel b) because the range of trap depths decreases. The log-log plot of $t(cross)$ versus $T_1$ is approximately linear, with slope around 1/3 (panel e). When $m$ is increased at fixed $T_1$ and $T_2$, $\alpha$ shows a minimum and $t(cross)$ shows a maximum, at different values of $m$. That is, for fixed $T_1$ and $T_2$, there is a “most anomalous” and a “longest anomalous” case. These extrema are presumably related to the extrema in $D(0) - D(\infty)$ and $D(\infty)/D(0)$ as $m$ is varied (text Eqs. 19, 23), and will be examined in detail in future work. Panels (e) and (f) explain the mildness of the TASD in panels (a) and (c). Neither $m = 0.30$ nor $m = 2.25$ is near either extreme case.

The dependences are complicated, and will provide a stringent test of future theoretical analysis of the model. The dependence on trap fraction is better described in terms of rescaling, as described in section 4.2.
Figure S4–1: Variation in the TASD parameters $\alpha$ (left column) and log $t(cross)$ (right column) as a function of one TPL parameter at constant values of the other TPL parameters. The panels are shown with constant axes for $\alpha$ and for $t(cross)$ to make clear the differences in sensitivity of the results to the TPL parameters. Panels (a) and (b). Vary $T_2$ at constant $T_1 = 1$, $m = 0.30$ and 2.25, trap fraction 1. The dashed line in (b) has slope 2/3. Panels (c) and (d). Vary $T_1$ at constant $T_2 = 200$, $m = 2.25$, trap fraction 1. The dashed line in (d) has slope 1/3. Panels (e) and (f). Vary $m$ at constant $T_1 = 1$, $T_2 = 200$, trap fraction 1.
Earlier work examined TASD due to a discrete hierarchy of traps (1), described in terms of the recipe of Shlesinger (130) for fractal time: a hierarchy of traps with an order of magnitude longer escape times, an order of magnitude less often, where the orders of magnitude are not necessarily in base 10 or in the same base. This work led to a simple qualitative summary: As the hierarchy of traps deepens, TASD is more anomalous for a longer time. Why is the qualitative picture more complicated in the current work than in the earlier work? One reason is that we examine a wider range of parameters here. Another is that we examine the results more quantitatively, extracting $t(cross)$ and $\alpha$, and comparing curve shapes by rescaling (Suppl. 4.2). There are also differences in the models: a 2D triangular lattice in the old versus a 3D simple cubic in the new, though both have coordination number 6; discrete levels of traps in the old versus a continuum in the new, though both are based on a power-law dependence.

4.2 Rescaling of log $D(t)$

The trap concentration is a major factor in determining $\alpha$, but text Eqs. 19 and 23 for $D(0)$ and $D(\infty)$ account for much of the concentration dependence. If we rescale plots of log $D(t)$ linearly so that the dependent variable is

$$D^\star(t) = \frac{\log D(t) - \log D(0)}{\log D(\infty) - \log D(0)},$$

(S4–1)

the range of slopes is decreased. Three examples are shown in Fig. S4–2, the unscaled Monte Carlo data in the left column and the rescaled in the right. This normalization by $D(0)$ and $D(\infty)$ will be an essential step in future work on the full scaling analysis of the Monte Carlo data.

The standard case $T_1 = 1, T_2 = 200, m = 2.25$ shows almost complete data collapse as the trap concentration is varied, as shown in Fig. S4–2, panels (a) and (b). These are essentially one curve, stretched vertically according to the values of $D(0)$ and $D(\infty)$. Other parameter values give much less data collapse, panels (c) and (d). Changing $m$ from 2.25 to 0.30 with $T_1$ and $T_2$ unchanged gives a family of clearly distinct curves on rescaling (data not shown).

We use this rescaling to compare current TPL results with earlier work on TASD due to discrete hierarchies of traps (2), where a typical example had 16 trap sites with escape time $T_1$, 8 with $T^2$, 4 with $T^3$, and 2 with $T^4$, say with $T = 10$. The occupancy decreases by a factor of 2 at each level, giving a discrete power-law distribution with exponent $m = \log 2 = 0.3010$. The value of $T_1$ is 1 in both discrete and TPL cases, and $T_2$ was chosen to be 2000 so that the values of $D(\infty)$ for a trap fraction around 0.5 were similar in the discrete and TPL cases. Results for the TPL with $m = 0.30, T_1 = 1, \text{ and } T_2 = 2000$ are shown in panels (e) and (f). Rescaling reduces the variation in the family of curves for the different concentrations, but not to the extent of the $m = 2.25$ case. The corresponding plots for discrete traps (2) are shown in panels (c) and (f). Here $D(0)$ and $D(\infty)$ are from text Eqs. 19, 23 as in the TPL case but the averages are for the appropriate distribution of discrete traps. The extent of data collapse is similar in the continuum and discrete cases, but the shapes of the curves are different. For example, the values of $t(cross)$ are around a factor of 10 greater in the discrete case.
Figure S4–2: Extent of data collapse on rescaling. Log-log plots of $D(t)$ versus $t$ for various trap concentrations. Left column, unscaled Monte Carlo data. Right column, the Monte Carlo data rescaled according to Eq. S4–1. Panels (a) and (b). The standard test case $T_1 = 1$, $T_2 = 200$, $m = 2.25$, with trap fractions 0.05, 0.10, 0.25, 0.50 (blue), 0.75, 0.90, and 0.95 (red). Panels (c) and (d). The same for $T_1 = 1$ but with $T_2 = 2000$ and $m = 0.30$ to approximately match $D(\infty)$ for the discrete case for trap fractions around 0.5. Panels (e) and (f). Earlier results for discrete levels of traps on the triangular lattice (Fig. 4c of Ref. (2)). There are 16 traps with mean escape time 10, 8 with time $10^2$, 4 with time $10^3$, and 2 with time $10^4$. Trap concentrations given are for a single set of 30 traps on lattices with edges 32, 28, 24, 20, 16, 12, and 8, giving trap fractions of 0.02930, 0.03827, 0.05208, 0.07500, 0.1172, 0.2083, and 0.4688.
4.3 How much averaging is needed to see the structure?

The plots of Monte Carlo data for $\log D(t)$ versus $\log t$ show very little noise; the simulations are typically run for 500 sets of traps, and 2000 tracers for each set of traps. Results are ensemble-averaged; in systems showing aging, averaging within individual trajectories leads to entirely different behavior (24). In computer simulations it is easy to run $10^6$ trajectories to get good statistics, but in experiments on live cells, observing so many trajectories is difficult. How many repetitions are required for the ensemble-averaged curves to approach their final form? Fig. S4–3 shows a simulation addressing that question. Here a single trap configuration is generated, and $\log D(t)$ curves are generated averaging over 10, 20, 50, and 2000 independent trajectories. Averaging over 50 tracers seems minimally appropriate.

![Figure S4–3: Plots of $\log D(t)$ versus $\log t$ for a single trap configuration, with $D(t)$ averaged over 10 (light gray), 20 (dark gray), 50 (blue), and 2000 (magenta) independent trajectories.](image)

4.4 Effect of the initial delay in the measurements

Normanno et al. (3) measured tracer motion over a range of times 0.01 to 600 sec, with a delay time of 1 min between mixing and the start of observations. What effect does that delay have on the interpretation of the results in terms of a TASD model?

4.4.1 Fill the time delay in various ways

One approach is to construct a system with a prescribed initial gap in the delay times, fill the gap in various ways, and compare the resulting plots of $\log D(t)$ versus $\log t$. We start with a TPL distribution of mean escape times with $T_1 = 10$, $T_2 = 200$, $m = 2.25$. First, we fill the gap by extending the original power law to the smallest escape time, giving the TPL $T_1 = 1$, $T_2 = 200$, $m = 2.25$. Second, we keep the original power law and assume for all shorter times a random escape time $T$ uniformly distributed on [1, 10], with the fractions matched at $T = 10$. Third, we keep the original power law and assume that for all shorter times $T = 1$, with the same fraction as in the previous case. Fig. S4–4 (a) shows these distributions as log-log plots, and Fig. S4–4 (b) shows the resulting TASD curves. The choice of distributions in the gap affects the range of $D(t)$ considerably and affects the crossover time significantly, but none of the choices abrogates TASD. Clearly, measurements with shorter delays would be useful.

Aside: It is well-known that pure power-law distributions are scale-free, implying that a short observation window is sufficient to characterize the distribution. If we knew a priori that the distribution was power-law, we could extend the distribution outside the range of measurement. Unfortunately, the question here is, over what range is the distribution a power law?

4.4.2 3D diffusion during the delay time

For simple 3D diffusion, a tracer can travel a significant fraction of the size of the nucleus in a one-minute initial delay. But the relevant quantity is not the distance but the number of distinct sites visited, and the tracer does not visit a significant fraction of the sites in that time. This fact is simply illustrated by Monte Carlo calculations for a random walk on a cubic lattice in a cube with reflecting boundaries. We compare the time dependence of the normalized mean-square displacement $f(RSQ) = \langle r^2(t) \rangle / \langle r^2(\infty) \rangle$ with the fraction $f(DSV)$ of distinct sites visited. Results are shown in Fig. S4–5 for cubes of sides $L = 30$, 62, and 94. The $f(RSQ)$ curves approach their limit at least a factor of 10 faster than the $f(DSV)$ curves do, and the difference becomes greater for larger cubes.
Figure S4–4: Effect of the initial gap in observation times on TASD. In all cases, \( T_2 = 200 \), \( m = 2.25 \). (a), Histograms of \( T \) as log-log plots, for the initial gap case \( T_1 = 10 \), and three ways of filling the gap \( T = [1, 10] \). First, labeled \( T_1 = 1 \), direct extension using the same TPL, that is, the TPL with \( T_1 = 1 \). Second, labeled ver 1, filling the gap with random \( T \) uniformly distributed on \([1, 10]\). The fraction of uniformly distributed sites is chosen to be 0.535368 so that the values of the uniform and TPL distributions match at \( T = 10 \). Third, labeled ver 2, the same fraction of \( T \) but all set to 1. (b), The resulting plots of \( \log D(t) \) versus \( \log t \), showing that the different choices change the TASD parameters significantly but do not abrogate TASD.

More quantitatively, we can find the crossover time in the \( f(RSQ) \) curve and obtain the fraction of distinct sites visited at the crossover time. The fractions are small: as the cube edge increases from \( L = 30 \) to 62 to 94, \( f(DSV) \) decreases from 0.0378 to 0.0192 to 0.0118. The size of the cube edge for a full-size model nucleus is significantly larger. If we take the lattice constant to be the experimental spatial resolution, we find \( L = \frac{\text{diameter of nucleus}}{\text{resolution element}} = 10 \mu m/25 \text{nm} = 400 \), and if we take the lattice constant to be the size of a binding site, \( L \) becomes even larger.

Fig. S4–5 is simply one way of quantifying the classic argument for facilitated diffusion of Berg et al. (131) that a search of the nucleus by pure 3D diffusion is far slower than observed in a living cell, and a combined 3D/1D search is involved. The speedup of sampling by combined 3D/1D diffusion is discussed by Halford and Marko (132), and by Slutsky and Mirny (29), for example.

Technical aside: At the resolution of this figure, the curves look very similar. In fact, the curves for \( f(RSQ) \) and \( f(DSV) \) are superimposable if they are shifted so that their 50% points are at the same time. But this agreement is not exact. In the figure, \( f(DSV) \) is the ensemble average for a fixed time scale, with coarser resolution at large times (Suppl. 1.1). A rigorous simulation of \( f(DSV) \) to determine the dependence of the cover time on system size would be done differently. For each repetition, one would record the exact time step at which the actual last site is visited, with no artificial limit on the maximum time. and find the statistics from these exact values. A full treatment shows that the 3D cover time is proportional to \( N \log N \), where \( N \) is the number of lattice sites (133, 134). These limitations on the Monte Carlo results do not affect the argument that a tracer can diffuse a significant distance without visiting a significant fraction of lattice sites.
Figure S4–5: Mean fractional mean-square displacement and distinct sites visited as a function of time for random walks within a cube of edge $L$ with reflecting boundaries. Plots of $f(RSQ)$ (left 3 curves) and $f(DSV)$ (right 3 curves) versus log $t$ for $L = 30, 62, \text{ and } 94$ (left to right). Vertical lines, the crossover time for $f(RSQ)$, obtained by fitting 301 points around the 50% point to a straight line and extrapolating to 1.

### 4.4.3 The moral of the story

First, it would be highly useful to reduce the delay time so we would have experimental facts, not just results of various models. Photoactivated probes would be useful, as discussed in the text. Second, Normanno et al. (3) said that it would be to know the concentration of binding sites in the nucleus for the molecule of interest. A good point, and a more specific form of that question is, what is the average spacing between the weakest false-positive sites that are scored as binding events? Third, there is good reason to have considered a wide range of TASD parameters here, not just the experimental values.
5 HOW TO PROBE HINDERED DIFFUSION IN THE NUCLEUS

At least four mechanisms may produce anomalous subdiffusion in the nucleus: binding, obstruction, viscoelasticity, and crowding. We consider what experiments might distinguish the first three, though a comprehensive review of hindered diffusion in the nucleus is far beyond the scope of this work.

One might be able to disentangle the obstruction effect from the others by measurements in which the tracer size is systematically varied. The basic experiments are to measure the excluded volume as a function of tracer size from superresolution images of equilibrated systems, and to measure the diffusion coefficient as a function of tracer size from SPT. These experiments would exploit the fact that geometric obstruction is very sensitive to tracer size, via the excluded volume. (The 2D case is examined in detail elsewhere (81).) The sensitivity can be pictured in terms of inverse size exclusion chromatography, in which tracers of known size are used to probe the properties of an unknown matrix (84). A complication is that in the nucleus the tracers and matrix might both be somewhat flexible. Examining obstruction in the nucleus would be a demanding experiment requiring custom preparation (or at least characterization) of a series of tracers, and a series of experiments on cells.

To isolate the effect of size, one must vary the size of the tracers while keeping other properties constant, that is, using “scalable tracers” as defined in (84). The tracer ought to be inert: no specific binding; no electrostatic interactions (no charge, minimal dipole moment); minimal van der Waals forces. The surface properties ought to be constant. The tracer ought to be spherical, not a random coil like dextran. The deformability of the tracer ought to be constant, so that variation in transport involves the deformation of the obstacles alone, not the tracers and the obstacles simultaneously. Some possibilities: Dendrimers, but they may be too small and squishy. Quantum dots would be good but even commercial ones would have to be characterized by methods of physical biochemistry. Some work has been published on this (135–138). Polystyrene spheres are highly fluorescent and available in a wide range of sizes, but nonspecific binding must be avoided – van der Waals forces might rule polystyrene spheres out. Homemade Ficoll or “Reinforced Ficoll,” with a wider range of sizes than the commercial product, would be good but would require synthesis and characterization (84). One powerful but utterly retro means of characterization in all these cases is ultracentrifugation.

In a soft system, distinguishing obstruction from binding would require comparison of the motion of the tracer with the motion of chromatin as represented by a fluorophore irreversibly bound to the chromatin. For motion of chromatin loci see for example Weber et al. (62) and Kepten et al. (65).

How might one distinguish obstruction from viscoelasticity? In the ideal case, the distinction is clear. Obstruction is by rigid obstacles rigidly attached to a rigid substrate. The interaction between tracer and obstacle is a step function, or a steep short-range potential. Diffusion is described by well-known relations from percolation theory (45, 56, 139). Viscoelasticity is described in terms of a memory function defined on the continuum, and there is a restoring force on all length scales. The distinction is less clear here. In cell biology, soft obstacles may be flexibly attached to a soft substrate. Furthermore, SPT gives high enough spatial resolution that it begins to measure the microscopic events responsible for viscoelasticity (though not, say, the conformational changes responsible for a protein spring). The shape of the potential may still be a useful distinguishing characteristic, as measured by thermal noise imaging. In this single-particle technique, the position of a tracer is measured by interferometric microscopy as the tracer moves diffusively. Inversion of the Boltzmann factor gives the potential as a function of position (140, 141).