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Abstract— Hyperspectral Fluorescence Lifetime 

Imaging allows for the simultaneous acquisition of 

spectrally-resolved temporal fluorescence emission 

decays. In turn, the rich multidimensional data set 

acquired enables to image simultaneously multiple 

fluorescent species to facilitate high-content molecular 

imaging for improved diagnosis. However, to enable 

quantitative imaging, inherent spectral overlap between 

the considered fluorescent probes and potential bleed-

through has to be taken into account.  Such task is 

performed typically either via spectral or lifetime 

unmixing, but neither both simultaneously. Herein, we 

present UNMIX-ME, a deep learning fluorescence un-

mixing algorithm that is tasked with performing 

quantitative fluorophore unmixing using both spectral 

and temporal signatures simultaneously. UNMIX-ME 

was efficiently trained and validated using an in silico 

framework replicating the characteristics of our 

compressive hyperspectral fluorescent lifetime imaging 

platform. It was benchmarked against a conventional 

LSQ method for tri-exponential simulated samples. Last, 

UNMIX-ME performances were assessed using NIR 

FRET in vitro and in vivo small animal experimental 

data.     

Index terms—Fluorescence Lifetime Imaging, Deep 

Learning, hyperspectral unmixing, inverse-solver 

optimization 

luorescence imaging is the most employed molecular 

imaging technique from the wet lab to the bed side. A 

key strength of fluorescence imaging is its ability to 

image multiple fluorophores simultaneous (multiplexing) for 

improved understanding of the sample molecular features. 

Typically, multiplexing is achieved via selecting exogenous 

fluorophores with distinct spectral features. However, as in 
the case of endogenous biomarkers in which multiple species 

are excited simultaneously at a given excitation wavelength, 

spectral overlap of the fluorophores excitation and emission 

is unavoidable, leading to bleed-through. Hence, spectral 

imaging is always associated with spectral unmixing 

algorithms which task is to determine the contribution of the 

different fluorophores at each pixel by leveraging its value in 

each spectral channel.  Such unmixing methodologies are 

often based on  a priori fitting techniques that use publicly 

available or experimentally acquired “pure” spectra. [1] 

Though, spectral imaging and linear unmixing are sensitive 

to noise, large spectral overlap and/or wrong or incomplete 

spectral information [2]. 

 Besides fluorescence spectrum, it is also possible 

with dedicated instruments to quantify fluorescence lifetime, 

which is an intrinsic characteristic of the fluorophore 

independent of fluorescence intensity. Though, for 

biomedical applications, it is challenging to perform lifetime 

quantification beyond bi-exponential models and hence two 

distinct fluorophores (or fluorophore states). Recently, there 

has been great interest in performing multi- or hyper-spectral 

FLI to augment FLI imaging. Especially, coupling spectral 
unmixing with FLI has the potential to achieve significantly 

higher unmixing sensitivity than that of intensity-based 

methods alone. [3] Still, despite great progress in 

implementing new instrumental approaches to collect such 

multidimensional data sets, the approach to perform 

unmixing is still limited to one dimension. Herein, we 

propose, a methodology to perform fluorophore unmixing 

that simultaneously leverages spectral and lifetime contrast. 

 We report on a deep convolutional neural network 

(CNN), UNMIX-ME, trained entirely in silico, capable of 

retrieving the spatially resolved spectral coefficients 
associated with individual fluorophores. The methodology 

proposed is developed within the context of Hyperspectral 

Macroscopic Fluorescence Lifetime Imaging (HMFLI). 

Such approach is based on a recently proposed novel 

instrumental concept that leverages a single-pixel strategy to 

acquire 16 spectrally resolved FLI channels over large field 

of views (FOV) simultaneously [4]. Through the use of Deep 

Learning (DL), HMFLI has proven capable of probing 

nanoscale biomolecular interactions across large fields of 

view (FOV) at resolutions as high as 128x128 within minutes 

[5]. DL has also greatly improved the processing time for its 
inverse solving procedure, yielding intensity and lifetime 

reconstructions in a single framework, through usage of 

simulated training data mimicking the single-pixel data 

generation [6]. UNMIX-ME further enhance HMFLI 

hyperspectral classification by providing accurate unmixing 

capabilities.   

 First, we report on the design of UNMIX-ME 

architecture. Then we describe the novel data simulation 

routine used to efficiently generate 16-channel fluorescence 

temporal point-spread functions (TPSFs) used to train our 

CNN – which bypasses the need of collecting large quantities 

of experimental data and enables the enforcement of correct 
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parametric mapping to ground-truth in the case of mono-

spectral data, instead of relying on fitting procedures. The 

performances of UNMIX-ME are reported in the case of a 

tri-component unmixing. To further validate UNMIX-ME, 

we report on its ability to handle experimental data sets not 
used during training. First, we provide evidence of its 

capability to unmix in vitro fluorophores undergoing Föster 

Resonance Energy Transfer (FRET) with excitation and 

emission spectra in the near-infrared (NIR) – i.e. 

fluorophores currently known to possess short lifetime 

values (sub-nanosecond) and correspondingly high analytic 

complexity. Lastly, we present lifetime unmixing results for 

in vivo acquired Trastuzumab AF700 and AF750 conjugated 

FRET pair, which was injected to an athymic nude mouse 

bearing a tumor xenograft and imaged 76 hours post-

injection. 

 

Fig 1. UNMIX-ME model architecture. All 16-channel TPSF input 
at every spatial location is mapped to spatially independent 
unmixed fluorescence coefficient values (a). A residual block 

comprised of 1×1 separable convolutions [7] (referred to as an 
“XceptionBlock” [8]) (b) is illustrated in greater detail. 

 UNMIX-ME’s architecture (Fig 1) was crafted such 

that extraction of temporal information was made the 

primary focus while keeping in mind the computational 

burden necessary for operation on 16 channels-worth of 

TPSF data. Given that the use of 3D convolutional operations 
(Conv3D) is notoriously expensive computationally, just a 

single 3D convolution possessing both a kernel size and 

stride of 1×1×16 was included – allowing for a significant 

reduction in parameters within the early layers. Further, a 

second branch from the input immediately took the sum 

along the temporal axis, essentially obtaining continuous 

wave (CW) data for additional, computationally efficient 

feature extraction. Both input branches were followed by 2D 

separable convolutions [7] with kernel size 1×1 as a more 

computationally friendly alternative for spatially-
independent temporal and spectral feature extraction. 

Moreover, “XceptionBlock” [8] operations (i.e., residual 

blocks with 1×1 separable convolutions) were included to 

ensure that our model would reap the benefits obtained 

through residual learning [9] while maintaining focus on the 

primary objective – spatially-independent temporal and 

spectral feature extraction. 

 As Fig 2 illustrates, the data generation workflow 

for efficient but comprehensive training employed in this 

work follows the scheme of [6], [10] where a binary 
handwritten number dataset MNIST was used for assignment 

of spatially-independent random variables during TPSF 

(𝜞(𝒕), Eq. 1) simulation (including short-lifetime (𝝉1), long-

lifetime (𝝉2) and intensity scalar (𝑰)) along with output 

retrieval (coefficient values (𝒄𝟏 and 𝒄𝟐 for bi-exponential 

case, Eq. 2)[1]). The data simulation can be described 

through: 

𝛤(𝑡) =  𝐼 × 𝐼𝑅𝐹(𝑡) ∗ [𝑎1𝑒
−𝑡/τ1 +  𝑎2𝑒

−𝑡/τ2] (1) 

(

𝑦1,1
⋮

𝑦16,1
) = (

𝑎1,1 𝑎1,2
⋮ ⋮

𝑎16,1 𝑎16,2
)(

𝑐1
𝑐2
) (2) 

 Where 𝑰𝑹𝑭(𝒕), 𝒂 and 𝒚 correspond to the 

instrument response function, spectral intensity and observed 

spectra (superimposed), respectively. All variables used 
during spatially-independent generation of TPSFs were 

assigned at random over wide bounds (ex., NIR case: (𝝉𝟏, 𝝉𝟐, 

𝑰)[0.25-0.5 ns, 0.8-1.2 ns, 50-500 p.c.] Fig 2(c, d). Further, 

a pair of spectral intensity profiles (𝒂𝟏, 𝒂𝟐 – obtained   

experimentally) were also assigned at random to allow for 

representative multi-component TPSF simulation across all 

16 wavelength channels. It is trivial to extend these 

expressions to include 𝒏𝒄𝒐𝒆𝒇𝒇 > 𝟐, (illustrated in Fig 3). 

 

Fig 2.  Simplistic illustration of simulation workflow. A binary 
MNIST image is assigned lifetime values within two set bounds 
(short-lifetime [c] and long-lifetime [d] for this bi-exponential 

case). Using these values, along with spatially-unique spectra for 
gathering intensity multipliers, 16 TPSFs are created at each non-
zero spatial pixel (a). The coefficients are calculated shortly after 
(e, f). (b) is given to illustrate the simulated noise used during 
training. 

 Fig 2a illustrates an example of spectral profiles 

and corresponding simulated TPSF data of both AF700 and 

AF750 sans mixing (mono-exponential). Ideally, an 

unmixing framework would assign only a single non-zero 

coefficient value upon inference – but this is quite often not 

the case due to various sources of noise or sub-optimal 
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distribution of spectra across channels. Thus, each spatial 

location which possessed a pure mono-exponential was 

made to project all but a single coefficient value to zero. 

Furthermore, during the Ranked Hadamard inverse solving 

procedure, it is not uncommon to introduce problematic, high 
intensity noise outside of the ROIs. To forego the need of 

complex localized intensity thresholding, random (𝒙, 𝒚) 
coordinates of each MNIST figure were also assigned noise 

across all 16 wavelength channels (illustrated in Fig 2b, 

details provided in Supplementary). Afterwards, each 

location was assigned corresponding ground-truth spectral 

coefficient values of zero (all coefficients). Thus, each 4D 

dataset was of size 16×16×256×16 (𝒙, 𝒚, time-points, 

wavelength channels). Further research will involve the 
inclusion of noise models that are more pertinent to the  

 

Fig 3. Three-coefficient spectral unmixing in silico. Averaged 
spectra used for simulation (a) are given. (b-d) Ground-truth values 
are illustrated as well as the coefficients retrieved via DNN lifetime 

unmixing (e-g) and conventional LSQ fitting (h-j). Table k provides 
average and standard deviation SSIM values calculated across 100 
test samples. 

system used for acquisition. To summarize, our model was 

trained to map three types of data to zero upon coefficient 

retrieval: 1) data which possessed only zeros, 2) mono-

exponential data (mapped to one scalar values with all 

remaining set to zero) and 3) complex noise vectors. The 

presented network model was built using Tensorflow with 

Keras backend in python. Training was performed over 50 
epochs using a total number of 1,000 datasets (80%-20% 

training-validation) and mean-squared error (MSE) loss. The 

total time for data simulation and training was 15 minutes 

and 7.5 minutes, respectively (NVIDIA Titan GPU). 

 First, 100 tri-component spectral TPSF and 

continuous wave (CW) data were simulated to illustrate how 

both approaches perform during tri-spectral unmixing in 

silico (Fig 3). Three overlapping gaussian profiles (Fig 3a) 

were used to mimic independent 16-channel emission 

spectra. Further, lifetime parameters were assigned at 

random between three set bounds: (𝝉𝟏, 𝝉𝟐, 𝝉𝟑)[0.25-0.5, 

1.5-2.0, 0.8-1.2] ns. Afterwards, noise was iteratively added 

to each spectrum to obtain thousands of spectra for use in the 

data simulation workflow previously described. 1,000 
separate data were generated for model training, which 

required just one architecture alteration – assigning the 

number of (1×1) filters in the model’s final layer to three. 

Fig 3(e-g) illustrates high spatial concordance with regards 

to all three coefficients, which is confirmed by the high SSIM 

values listed in Fig 3k.  

 

Fig 4. MFLI coefficient retrieval in vitro. Results obtained directly 
through LSQ non-linear iterative fitting (a, b) and our DNN 
approach (c, d) are given. Boxplots of coefficient values retrieved 
at each ROI (numbered, top-left) are given for both approaches (e-

h). 

Therefore, the DNN correctly assigned all noisy pixels to 

zero. This performance is in contrast with LSQ, which 

performs less accurately at noisy pixel locations and resulted 
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in average SSIM values < 0.9 for all three coefficients. For 

experimental validation, coefficient values were obtained 

from the HMFLI time domain reconstruction of a NIR well-

plate with varying volumetric fractions of conjugated AF700 

and AF750 dye, as illustrated in Fig 4. The time domain 
reconstruction process is further explained in 

Supplementary. The UNMIX-ME framework allows for 

retrieval of coefficient values identical to those obtained 

through conventional methodology at the main regions of 

interest (ROIs). Further, UNMIX-ME provides results 

essentially devoid of noise (Fig 4b & Fig 4d) in stark 

contrast to LSQ (Fig 4a & Fig 4b). This demonstrates 

UNMIX-ME’s capability to map a noisy TPSF input directly 

to zero during inference, instead of finding the best possible 

point of convergence as is the case with LSQ and other 

conventional methods. 

 

Fig 5. MFLI bi-spectral coefficient retrieval in vivo. Mouse 
xenograft imaging took place 76-hours post-injection of NIR 
fluorescently labeled Trastuzumab (AF700 & AF750). Results 
obtained directly through LSQ (a, b, e) and UNMIX-ME (c, d, f) 
are shown. (g) Average and standard deviation of coefficient values 

across the xenograft ROI are given. Pixel resolution is 128×128 
with compression ratio was set to 98% during TVAL 
reconstruction. 

Finally, UNMIX-ME was used for complex case of 

HMFLI: FRET imaging. We have recently reported that 

MFLI quantitatively reports on target-receptor interaction 

via in vivo lifetime-based Förster Resonance Energy 

Transfer (FRET) [11], [12]. Herein, a sub-cutaneous tumor 

xenograft was implanted in a nude athymic mouse. A HER2-

Trastuzumab AF700 and AF750 FRET pair was injected and 

the subject imaged 76-hours after post-injection. Of 
importance, Trastuzumab is currently used to treat metastatic 

breast cancer in the clinic. The bi-component spectral 

unmixing of these data was retrieved using both LSQ and 

UNMIX-ME (Fig 5). Single-pixel imaging at high resolution 

and reconstruction quality necessitates projection of an 

increasingly large number of Hadamard patterns and a 

corresponding increase in acquisition time.  

 The single-pixel imaging of non-sentient samples 

(e.g.  Fig 4) can be accomplished relatively easily. Yet, in 

vivo HMFLI with these acquisition times would be 

demanding on the subject and thus a lower pattern count 

(higher compression) is necessary as highlighted in [13]. 

Therefore, 128×128 pixel reconstruction was performed 

using Ranked-Hadamard [14] basis projection with 98% 

compression. In contrast to the rest of this report, the in vivo 

spectral unmixing results illustrated in Fig 5 were obtained 

via a global photon-count thresholding in order to focus 

solely on the xenograft ROI. The results obtained through 

LSQ and UNMIX-ME are in excellent correspondence both 

spatially (Fig 5(a-d)) and in overall coefficient distributions 

(Fig 5(e, f)). Though there is no “ground-truth” for 

coefficient retrieval in this case, it is worth noting that this 
experiment is the first in which completely identical 

coefficient values were not obtained through both unmixing 

approaches. Notably, the coefficient values obtained through 

LSQ exhibit higher homogeneity compared to that of the 

UNMIX-ME approach. 

 In summary, we present UNMIX-ME, a DNN-

based workflow trained on simulation data for fluorescence 

lifetime unmixing. Furthermore, unlike intensity-based 

approaches, UNMIX-ME uses both intensity and lifetime 

features for spectral classification. The approach provided 

significant improvement over the conventional nonlinear 

intensity-based LSQ method by providing a novel means of 
automated de-noising and demonstrating higher concordance 

with ground truth during tri-coefficient retrieval. 

Furthermore, UNMIX-ME provided accurate unmixed 

profiles both for in vitro FRET interactions and for an in vivo 

tumor xenograft region during non-invasive HMFLI. 
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