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In primates and most carnivores, neurons in primary visual
cortex are spatially organized by their functional proper-
ties. For example, neurons with similar orientation prefer-
ences are grouped together in iso-orientation domains that
smoothly vary over the cortical sheet. In rodents, on the
other hand, neurons with different orientation preferences
are thought to be spatially intermingled, a feature which has
been termed “salt-and-pepper" organization. The apparent
absence of any systematic structure in orientation tuning
has been considered a defining feature of the rodent vi-
sual system for more than a decade, with broad implications
for brain development, visual processing, and comparative
neurophysiology. Here, we revisited this question using
new techniques for wide-field two-photon calcium imaging
that enabled us to collect nearly complete population tun-
ing preferences in layers 2-4 across a large fraction of the
mouse visual hierarchy. Examining the orientation tuning of
these hundreds of thousands of neurons, we found a global
map spanning multiple visual cortical areas in which orien-
tation bias was organized around a single pinwheel centered
in V1. This pattern was consistent across animals and cor-
tical depth. The existence of this global organization in ro-
dents has implications for our understanding of visual pro-
cessing and the principles governing the ontogeny and phy-
logeny of the visual cortex of mammals.
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Over the past decade the mouse has become an in-
creasingly popular model system to study vision (1–
5). Many defining characteristics of the murine corti-
cal visual system are analogous to primates (6): They
have retinotopically-organized, spatially-restricted recep-
tive fields (4, 7, 8), a primary visual cortex that is the
primary recipient of retinal input via the lateral geniculate
nucleus in the thalamus (9), and multiple interconnected
higher visual areas (2, 10, 11). Many mouse visual cor-
tical neurons are selective for orientation, but unlike the
columnarly-organized, smoothly-varying maps of orienta-
tion preference observed in many other mammals (12–
16), no systematic organization of orientation preferences
has been described in the mouse visual cortex. Instead,
orientation preferences have been described as “salt-and-
pepper”, with neurons that prefer different orientations in-
termingled with each other (14). This view of mouse visual
cortex has remained largely unchallenged over the past

Fig. 1. Experimental design. A, Imaged volume for each mouse, with one plane
per scan and 25µm separating scans in depth. Borders between lower and higher
visual areas are drawn in white. All figures show data from animal 21553, un-
less otherwise noted. B, Single frame from dynamic stimulus presented to animal,
with arrow indicating direction of movement. C-D, Tuning of two example neurons
exhibiting strong orientation (C) and direction (D) tuning. Black circles: mean re-
sponse across single trial; red circles: mean response across trials per direction;
red line: two-peak von Mises tuning function. Last bin (360°) is duplicated from first
bin (0°). E, Distribution of preferred direction exhibits a strong cardinal bias. 27375
significantly tuned neurons are sorted into 128 bins according to the preferred di-
rection of the larger amplitude von Mises peak. Dotted red lines: fitted cardinal axis,
which is subtracted in all following figures. Bins are colored according to preferred
orientation (same cyclical colormap is used for all figures). F, Cortical location and
preferred orientation (indicated by color) of tuned cells from a single plane. Ad-
jacent cells exhibit various preferred orientations, producing a salt-and-pepper ap-
pearance. Visual areas are delineated by black lines (primary visual cortex (V1),
anteromedial (AM), posteromedial (PM), rostrolateral (RL), anterolateral (AL), and
lateromedial (LM)). Scale bar = 250µm.
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decade, although several studies have found deviations
from a uniform and intermingled organization of orienta-
tion preferences. For example, cardinal orientation pref-
erences (horizontal and vertical) have been found to be
over-represented (17, 18). This cardinal bias is stronger
earlier in development and diminishes as the mice grow
older (19, 20), suggesting that it may reflect hardwired se-
lectivity, perhaps inherited from specific populations of reti-
nal ganglion cells (21). A similar but much milder bias has
been observed in other animals (22), and may be adap-
tive in matching cortical responses to natural image statis-
tics (17, 22). A handful of studies have also suggested
that neurons within a few hundred microns of each other
in mouse visual cortex tend to have more similar func-
tional properties, especially when considering other tuning
dimensions such as spatial frequency preference (5, 23).
This local similarity in tuning may reflect structure resulting
from the ontogeny of cortical columns (24–26) or shared
sampling of sparse geniculate inputs (23, 27).
Despite these local deviations from the salt-and-pepper
model, no systematic spatial organization of orientation
tuning has been described in the mouse visual system.
Using new techniques for wide-field two-photon calcium
imaging, we measured orientation tuning preferences at
single-cell resolution in neurons distributed across a large
fraction of primary visual cortex and extrastriate areas
spanning layers 2–4. With this data we were able to ex-
amine the orientation tuning of hundreds of thousands of
neurons across multiple mice. Single imaging planes re-
stricted to small fields of view appeared to be salt-and-
pepper with a local bias, consistent with previous studies.
However, across the imaged population in the full field of
view, we found clear evidence for a global organization of
orientation bias that was consistent across animals and
cortical depth. We show that this bias is organized around
a central point in the middle of primary visual cortex, form-
ing a global map spanning multiple visual cortical areas.

Results
We recorded visual responses from GCaMP6s-expressing
excitatory neurons located in L2/3–L4 of primary visual
cortex and surrounding higher visual areas in eight mice.
Two-photon calcium imaging was used to record neuronal
activity in a 1800×1800×250− 350µm3 volume by plac-
ing sequential scans at 25µm increments in depth, with
the most superficial plane located approximately 150µm
below the surface of the cortex (Fig. 1A). This large field
of view allowed us to simultaneously image a large por-
tion of primary visual cortex and surrounding higher vi-
sual areas, including anteromedial (AM), posteromedial
(PM), rostrolateral (RL), anterolateral (AL) and laterome-
dial (LM). To characterize orientation and direction selec-
tivity, neuronal responses to a dynamic stimulus of pink
noise with coherent orientation and motion were fit with a
two-peak von Mises function (Fig. 1B-D). Cells were in-
cluded for further analysis by a dual threshold for frac-
tion of variance explained (>2.5%) and significance calcu-

Fig. 2. Collapsing tuning preferences across cortical depth, it becomes more ap-
parent that adjacent neurons are tuned for similar orientations. A, Cortical location
and preferred orientation (indicated by color) of all individual neurons across all
scans within one animal, superimposed across depth. The order of cells plotted is
randomized so there is no systematic spatial bias in the occlusion of overlapping
cells. Central gaps of low-density cells correspond to impaired imaging beneath
vascular shadows (Fig. 1A). Scale bar = 250µm. B, Local orientation bias within
50×50µm2 bins across cortex. Each bar represents the vector average of the pre-
ferred orientations of cells within the bin, with color/orientation indicating angle and
length/opacity representing the amplitude. Only bins with>10 neurons are plotted.
Scale bar = 250µm. Max amplitude = 0.80.

lated by permutation (p < 0.001), resulting in over 17,000–
29,000 orientation-tuned cells per animal ( 35.2–49.0%).

As previously reported (17, 18), we observed a bias in the
distribution of preferred directions that heavily favored car-
dinal directions corresponding to horizontal and vertical
(0° and 90°) orientations (Fig 1E). Small deviations from
pure horizontal and vertical bias (< 8°) were attributed to
rotations of the monitor relative to the mouse, and were
subtracted in order to align all mice onto shared cardinal
axes. Despite the strong cardinal bias, neurons from a sin-
gle scan appeared to be locally salt-and-pepper as previ-
ously described, with adjacent neurons selective for widely
varying orientations (Fig. 1F). After each field of view was
registered into a canonical 3D structural volume, cells at
all depths were superimposed to investigate patterns of
spatial organization across the cortical sheet without con-
sidering depth (Fig. 2A). We observed a spatial gradient in
orientation preference, where nearby cells preferred more
similar orientations (Extended Data Fig. 1).

We next measured the local orientation bias in 50×50µm2
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Fig. 3. Global organization of orientation tuning bias displays consistent motifs
across animals. A, Local orientation bias of 50 × 50µm2 cortical bins as in Fig. 2,
after assignment to preferred monitor location by population receptive field. Black
circle: fitted center of rotating wedge used for binning in subsequent analyses (see
methods). Scale bar = 20° of visual angle at the closest point on the monitor. B,
Orientation bias of neurons within a rotating 30°-wide wedge-shaped bin (64 posi-
tions). Note that adjacent bins contain overlapping neurons. Small images outside
circle: Position of the wedge in monitor space in red, all cell monitor locations in
black. Inner ring: Bar represents the vector average of the preferred orientations of
cells within the wedge-shaped bin. Scale bar = max amplitude (0.443). C, Orien-
tation bias across animals. Outer ring: superimposed radial profiles as in B for all
eight animals, independently normalized. Wedge positions with insufficient contents
were removed (see methods). Scale bar = normalized max amplitude per animal.
Inner ring: vector average of wedge orientation bias across all eight animals. Scale
bar = max amplitude (0.623).

bins spanning the imaged field of view. In each bin we
computed the vector average of the distribution of pre-
ferred orientation for significantly tuned neurons. We found
that many bins had a strong orientation bias, with ampli-
tudes ranging from ≈ 0.02 (diverse orientations) to 0.92
(very similar orientations), and there was a progression
of tuning preference bias across V1 that continued into
surrounding extrastriate areas (Fig. 2B, Extended Data
Fig. 2). This global organization could be described by do-
mains with roughly similar orientations organized around a
central point located close to the center of primary visual
cortex. This global map spanned multiple visual cortical
areas and was consistent across animals (Extended Data
Fig. 3). To also examine this structure in visual space, we
identified the preferred stimulus location on the monitor for
tuned neurons using local population receptive fields com-
puted from a dot stimulus. As expected this mapping pro-
cedure yielded topographically continuous cortical maps of
visual space (Extended Data Fig. 4) with orientation prefer-
ences that varied predictably across the extent of the mon-
itor (Fig. 3A, Extended Data Fig. 5 for more examples).
To characterize the radial structure we observed in the
roughly iso-orientation domains in visual space, we com-
puted the the local orientation bias in wedge-shaped bins

with an angular width of 30° and an apex near the center
of the animal’s field of view (Fig. 3B outer ring, see meth-
ods). As we rotated this wedge around its apex, we calcu-
lated the orientation bias within the wedge (Fig. 3B, inner
ring). While the exact radial organization of this bias varied
somewhat from mouse to mouse (Fig. 3C, outer ring; Ex-
tended Data Fig. 6 for individual animals), we consistently
observed a slow evolution in preferred orientation greater
than the angular size of the wedge, with diversely-tuned
regions between smoothly-varying iso-orientation domains
(Fig. 3C, inner ring). Specifically, vertical preferences (ver-
tical bars moving horizontally) were typically observed in
the superior part of the stimulated visual field, horizontal
preferences in the temporal part, and oblique preferences
in the inferonasal part.
Iso-orientation domains in other animals display a colum-
nar organization with consistent orientation tuning across
depth. To determine if this was the case here, we com-
puted the radial bias in tuning at different depths from the
cortical surface (50µm bins) for each mouse, as well as the
average profile across animals. We found that the organi-
zation described above was present at all depths, indicat-
ing a columnar organization similar to primate orientation
columns.
Finally, we addressed several potential confounds that
could have introduced a global structure in orientation bias.
We considered the possibility that some of the orientation
tuning we observed was confounded by receptive fields
that overlapped with the edge of the stimulus monitor.
To address this possibility, we performed the same map-
ping in a circular aperture with smoothed edges at the cir-
cumference and found the same overall pattern (Extended
Data Fig. 7). Another possible confound is the distortion of
retinotopic space by the flat monitor; traversing away from
the center of the screen increases the effective spatial fre-
quency of the stimulus, which could bias the orientation
tuning of cells with more peripheral receptive fields (28).
However, we think this is unlikely to be the case for a
few reasons. First, we still observe the effect in the aper-
tured experiment described above, where distortion of vi-
sual space is minimal (≈1.5 fold increase in spatial fre-
quency within the central 40% of the monitor; circle in Ex-
tended Data Fig. 7A). Secondly, our stimulus was relatively
broad-band compared with oriented gratings, reducing the
effect of a shift in spatial frequency due to monitor distor-
tion. Finally, and most importantly the observed structure
in preferred orientation (Fig. 3C) was not strictly symmet-
ric along the horizon or azimuth of the monitor as might be
expected if it was due to a uniform spatial distortion.

Discussion
Using large field of view two-photon imaging, we found a
robust map of orientation preferences spanning multiple
visual areas in mice. Our results raise three immediate
questions: First, how can we reconcile these findings with
a decade of work supporting the salt-and-pepper model
of intermingled orientation preferences in mice? Second,
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Fig. 4. Global organization of orientation tuning local bias is conserved across
depths. For each animal with at least 2000 neurons within approximately 50µm
bins in depth, individual and averaged orientation biases are plotted as in Fig. 3C.
Corresponding depths, total included units, and included animals are indicated for
each plot. Outer scale bar = max amplitude (0.6842). Inner scale bar = max ampli-
tude (0.677).

how does this global map of orientation arise in mice, both
anatomically and developmentally? And finally, what func-
tion, if any, does this global map of orientation serve in vi-
sual processing? Regarding the first question, it is unclear
to what extent our findings conflict with previous results. As
far as we know, no previous studies have performed sys-
tematic dense imaging across large fields of view with the
explicit goal of testing for a global organization of orien-
tation preferences, which requires computing orientation
tuning of tens of thousands of neurons at the single-cell
level across multiple visual areas. Consistent with previ-
ous results, when restricting our analysis to a small field
of view, we also observe salt-and-pepper intermingling of
orientation preferences, often with a site-dependent strong
cardinal bias.
Regarding the second question, the global map of orienta-
tion may originate from a variety of sources. It may be in-
herited from structured thalamic input, which already pos-
sesses some degree of orientation and direction selectiv-
ity (29, 30). There is evidence that this thalamic input may
be strongly cardinal-biased (31), and it is possible that over
a larger field of view, the specific bias might vary system-
atically to generate the global structure in orientation se-
lectivity that we observe. Indeed, in superior colliculus a
columnar structure and spatial bias in orientation prefer-
ence have already been described (32, 33). Imaging tha-
lamic axon terminals over the same large field of view we
addressed here should make it possible to address this
question. Another example of such a biased input to cor-
tex is the map of S and M cone input from the retina, which
forms a gradient along the azimuthal retinotopic axis in the
cortex (34). Although it’s not clear how this gradient would
contribute to the orientation tuning map that we observe

here, it is a rare example of a global tuning map that spans
V1 and multiple visual areas. A related question is the
extent to which the map is shaped by visual experience.
Imaging at different developmental timepoints and manip-
ulating visual experience may help answer this question.
For example, the cardinal bias in orientation preference
has been shown to depend on the visual environment the
mouse experiences during maturation (17), and cardinal
orientations are also dominant in natural scenes (35). It
is possible that the global orientation map also reflects a
bias in natural image statistics experienced by mice during
visually guided-behaviors (36) such as optic flow signals.
Understanding these issues may help answer the question
about the functional consequences of this organization.
In conclusion, we report a novel principle of a global orga-
nization in mice that spans multiple visual areas. Revis-
iting principles of cortical organization with large field-of-
view calcium imaging may open the door to the discovery
of additional functional organization, as well as enabling
investigations into the mechanisms of their development
and their computational role. These results provide an
expanded context for the use of rodents in visual neuro-
science, and may hint at more general principles regard-
ing sensory cortex function and the evolution of the visual
cortex.

Methods
Mouse Lines and Cranial Window Surgery. All proce-
dures were approved by the Institutional Animal Care and
Use Committee (IACUC) of Baylor College of Medicine.
Briefly, eight mice (five male, three female) aged 56-
97 days expressing GCaMP6s in excitatory neurons via
SLC17a7-Cre and Ai162 transgenic lines (JAX stock
#023527 and #031562, respectively) were anesthetized
and a 4mm craniotomy was made over visual cortex as
previously described (37, 38). Each mouse was allowed
to recover for at least 3 days prior to the first experimental
imaging session.

Two-photon Imaging. Mice were head-mounted above a
cylindrical treadmill and calcium imaging was performed
using Chameleon Ti-Sapphire laser (Coherent) tuned to
920nm and a large field of view mesoscope (39) equipped
with a custom objective (0.6 NA, 21mm focal length).
Laser power after the objective was increased exponen-
tially as a function of depth from the surface according to:

P = P0×e(z/Lz) (1)

where P is the laser power used at target depth z, P0 is
the power used at the surface (not exceeding 15mW), and
Lz is the depth constant (not less than 220µm.) Maximum
laser output of 90mW was used for scans approximately
450µm from the surface and below.

Monitor Positioning. Visual stimuli were presented to the
left eye with a 31.1×55.3cm2 (h×w) monitor with a reso-
lution of 1440×2560 pixels positioned 15cm away from the
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eye. When the monitor is centered on and perpendicular
to the surface of the eye at the closest point, this corre-
sponds to a visual angle of ∼ 3.8°/cm at the nearest point
and ∼ 0.7°/cm at the most remote corner of the monitor.
As craniotomy coverslip placement during surgery and the
resulting mouse positioning relative to the objective is op-
timized for imaging quality and stability, uncontrolled vari-
ance in animal skull position relative to the washer used
for head-mounting was compensated with tailored monitor
positioning on a six dimensional monitor arm. The pitch of
the monitor was kept in the vertical position for all animals,
while the roll was visually matched to the roll of animal’s
head beneath the headbar by the experimenter. In order to
optimize the translational monitor position for widespread
visual cortex stimulation within the imaging field of view, we
used a dot stimulus with a bright background and a single
dark square dot from a 5× 8 grid to tile the screen, with
20 repetitions of 200ms presentations at each location.
The full imaging field of view was segmented into square
patches of cortex 50−200µm in diameter, and the pixel in-
tensity of each patch was averaged and deconvolved using
the CNMF algorithm (40). The population receptive field
was estimated by weighting the area of each dot position
by the mean response to dots at that location. The result-
ing image was gaussian-filtered (σ≈ 23.3° at the closest
point) and the pixel values squared to facilitate visualiza-
tion. The final monitor position for each animal was chosen
in order to maximize inclusion of the population receptive
field peak response in cortical locations corresponding to
the extremes of the retinotopic map, with the yaw of the
monitor visually matched to be perpendicular to and 15cm
from the nearest surface of the eye at that position. A L-
bracket on a six dimensional arm was fitted to the corner
of the monitor at this location and locked in position, so
that the monitor could be returned to the chosen position
between scans and across days.

Imaging Site Selection. Pixelwise responses across a
2400 × 2400µm2 to 3000 × 3000µm2 region of interest
(0.2 px/µm) at 200−220µm depth from the cortical surface
to drifting bar stimuli were used to generate a sign map for
delineating visual areas (11). We chose an imaging site
spanning all primary visual cortex visible within the cran-
iotomy and a fraction of the adjacent medial and lateral
higher visual areas. The craniotomy window was leveled
with regards to the objective with six degrees of freedom,
five of which were locked between days to allow us to re-
turn to the same imaging site using the z-axis. (For animal
21553, the pitch of the cranial window was adjusted be-
tween the second and third day of imaging to improve scan
quality.) Imaging was performed at approximately 10Hz for
all scans, collecting three 620×1800µm2 fields per frame
at 0.4 px/µm xy-resolution to tile a 1800× 1800µm2 field
of view with 30µm of overlap between fields. On the first
day of imaging, a 620× 620µm2 field is collected at tar-
get depths starting 150µm from the surface and spaced
25µm up to 400− 500µm from the surface for 9-14 scans

per animal. At this target z-resolution, the vertical pro-
file of individual somata are expected to appear in only
a single scan, avoiding oversampling (data not shown).
Across 2-5 sessions, a scan was collected at each target
depth by manually matching reference images to target
depth within several microns using structural features in-
cluding horizontal blood vessels (which have a distinctive
z-profile) and patterns of somata (identifiable by GCaMP6s
exclusion as dark spots). Imaging data were motion cor-
rected, automatically segmented and deconvolved using
the CNMF algorithm (40); cells were further selected by
a classifier trained to detect somata based on the seg-
mented cell masks. This resulted in 4600 to 6300 soma
masks per scan up to 350µm from the surface, and 1900 to
5300 per scan from 350−500µm from the surface. In total,
over 49,000 - 68,000 somas were segmented per animal.

Scan Registration. Due to tissue deformation from day
to day across such a wide field of view, some cells are
recorded in more than one scan. To assure we count
cells only once, we subsample our recorded cells based on
proximity in 3-d space. For each animal, we registered all
2-d scanning planes into a shared 3-dimensional frame of
reference, a structural stack encompassing the scanning
volume and imaged at 0.8× 0.8× 0.5 px3/µm3 xyz reso-
lution with 50-60 repeats, using an affine transformation
matrix with 9 parameters estimated via gradient ascent on
the correlation between the average scanning plane and
the extracted plane from the stack. Using the 3-d centroids
of all segmented cells, we iteratively group the closest two
cells from different scans until all pairs of cells are at least
10µm apart or a further join produces an unrealistically tall
mask (20µm in z). For analysis, we use the cell with the
highest von Mises goodness of fit (see below) from each of
these matched groups. Using this method, up to 800-1800
duplicated neurons (0.9 - 3.6 %) per animal were removed.
Approximately 40% of the dropped neurons were due to in-
tentional overlap between planes within one scan. Visual
area membership was assigned by registering the anno-
tated sign maps described above into the same 3-d frame
of reference, and projecting area masks across all depths
within the stack.

Directional Visual Stimulus. A stimulus using
smoothened Gaussian noise with coherent orienta-
tion and motion was used to probe neuronal orientation
and direction tuning. Briefly, an independently identically
distributed (i.i.d.) Gaussian noise movie was passed
through a temporal low-pass Hamming filter (4Hz) and a
2-d Gaussian filter (σ = 4.4° at the nearest point on the
monitor to the mouse). Each scan contained 72 blocks,
with each 15 second block consisting of 16 equally dis-
tributed and randomly ordered unique directions of motion
between 0-360 degrees with a velocity of 42 degrees/s
at the nearest point on the monitor. An orientation bias
perpendicular to the direction of movement was imposed
by applying a bandpass Hanning filter G(ω;c) where ω is
the difference between the image 2-d Fourier transform
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polar coordinates ϕ and trial direction θ, and

G(ω;c) =
√
cH(cω) (2)

H(ω) =
{

1
2 + 1

2 cosω if |ω|< π, 0
otherwise

(3)

Here, c = 2.5 is an orientation selectivity coefficient. The
resulting kernel is 72° full width at half maximum.
A variant of this stimulus with a smoothed aperture was
generated to test the possibility that the edge of the mon-
itor was influencing neuronal responses. Each trial was
generated as above, then an aperture was imposed with
22.1cm radius (40% monitor width) at the monitor center.
The edge of the aperture was then blurred inwards with
cosine filters with a width equal to the width of the monitor.

Cortical to Monitor Coordinate Transform. As described
above, a dot stimulus was used to map the population re-
ceptive field for a grid of 50×50µm2 patches covering the
field of view. For each, the population receptive field was
gaussian-filtered (σ = 23.3° at the closest point) and pixel
values squared, then fit with a 2-d elliptical gaussian to
determine its center. The full field of view was registered
into the stack as described above. Each cell was assigned
a monitor location using the gaussian-weighted cortical
distances between the cell and registered patch centers
(σ = 50µm). Because of this spatial filter, noise in pop-
ulation receptive field fitting and inversions in the retino-
topy create wrinkles and local densities in the transformed
monitor positions, but overall a continuous map preserv-
ing relative cell position is still produced (Extended Data
Fig. 4).

Functional Analysis. Directional trial response was mea-
sured by taking the difference in cumulative deconvolved
activity at the linearly interpolated trial onset and offset
time points. Trial responses per direction were modeled
as a two-peak scaled von Mises function in the form:

v = a0 +a1g(φ)+a2g(φ−π), (4)

g(φ) = exp(−w(1− cos(φ−θ))) . (5)

where θ is the preferred direction, φ is the trial direction,
w is the peak concentration, a0 is the baseline, and a1,a2
are the independent amplitudes of two peaks. The two
peaks share a preferred orientation, baseline, and width,
but their amplitudes are fit independently. This function
was fitted to minimize the mean squared error of all 1152
trial responses across 16 directions using the L-BFGS-B
optimization algorithm. Significance and goodness of fit
were calculated by permutation. Briefly, trial direction la-
bels were randomly shuffled among all trials for 1000 refits.
Goodness of fit was calculated as the difference in fraction
variable explained (FVE) between the original fit FVE and
the median FVE across all 1000 shuffled fits. The p-value
was calculated as the fraction of shuffled fits with a higher

FVE than the original fit. Neurons were included for anal-
ysis if p-value < 0.001 and the difference in FVE was >
0.025. In cases where cardinal normalization was used to
partially correct for difference in monitor roll relative to the
mouse, the circular mean of the quadrupled preferred di-
rection was subtracted from all angles. To determine the
orientation bias for a given subpopulation of neurons, each
neuron was represented as a vector with amplitude 1 with
angle equal to double the neuron’s preferred orientation
(such that 0° and 90° are opposite). The amplitude and
halved angle of the vector average across all neurons was
used to evaluate the bias severity and preference. For ra-
dial distribution analysis, the distribution of preferred orien-
tation and mean tuning function was examined for neurons
with a monitor location within a region of interest described
by a rotating wedge around a central point. The central
point was chosen by grid search (100×100 percentile bins)
to maximize the sum of all the preferred orientation vectors
within a wedge at all wedge positions. Center fitting was
performed once per animal on the subset of neurons lo-
cated in primary visual cortex to avoid overweighting the
nasal visual field due to the overlapping lower and higher
visual area neurons represented there. Wedge positions
were removed from analysis if they included fewer than
2% of all neurons.

Software and Plotting. Experiments and analyses were
performed using custom software developed using the
following tools: ScanImage (41), CaImAn (42), Data-
Joint (43), PyTorch (44), NumPy (45), SciPy (46),
Docker (47), matplotlib (48), cmocean (49) and
Jupyter (50).
All plotted orientation bias amplitudes were normalized to
the 98th percentile to facilitate visualization of the dynamic
range and reduce outlier impact. All orientation color maps
used the perceptually uniform and circular ’phase’ col-
ormap from cmocean (49), with varying saturation or value
on the hsv scale to communicate effect size.

Contributions
All authors designed the experiments and analysis and de-
veloped the theoretical framework. P.G.F. designed exper-
iments and performed all data analyses. P.G.F and T.M.
performed all experiments. P.G.F., J.R. and A.S.T wrote
the manuscript, with contributions from all authors.

Competing Interests
The authors declare the following competing interests:
E.Y.W., D.Y., J.R., and A.S.T. hold equity ownership in
Vathes LLC which provides development and consulting
for the framework (DataJoint) used to develop and operate
date analysis pipelines for this publication.

ACKNOWLEDGEMENTS
Supported by the Intelligence Advanced Research Projects Activity (IARPA)
via Department of Interior/Interior Business Center (DoI/IBC) contract number
D16PC00003. The U.S. Government is authorized to reproduce and distribute
reprints for Governmental purposes notwithstanding any copyright annotation

6 | bioRχiv Fahey et al. | A global map of orientation tuning in mouse visual cortex

.CC-BY-NC-ND 4.0 International licensea
certified by peer review) is the author/funder, who has granted bioRxiv a license to display the preprint in perpetuity. It is made available under 

The copyright holder for this preprint (which was notthis version posted August 23, 2019. ; https://doi.org/10.1101/745323doi: bioRxiv preprint 

https://doi.org/10.1101/745323
http://creativecommons.org/licenses/by-nc-nd/4.0/


thereon. Disclaimer: The views and conclusions contained herein are those of the
authors and should not be interpreted as necessarily representing the official poli-
cies or endorsements, either expressed or implied, of IARPA, DoI/IBC, or the U.S.
Government. Also supported by R01 EY026927 to A.S.T, NEI/NIH Core Grant for
Vision Research (T32-EY-002520-37), F30EY025510 to E.Y.W. P.G.F. received sup-
port from the BCM Medical Scientist Training Program, F30-MH112312, and Baylor
Research Advocates for Student Scientists (BRASS). F.H.S. is supported by the
Institutional Strategy of the University of Tübingen (Deutsche Forschungsgemein-
schaft, ZUK 63) and the Carl-Zeiss-Stiftung. FHS acknowledges the support from
the DFG Cluster of Excellence “Machine Learning – New Perspectives for Science”,
EXC 2064/1, project number 390727645.

Bibliography
1. Satoru Kondo, Takashi Yoshida, and Kenichi Ohki. Mixed functional microarchitectures

for orientation selectivity in the mouse primary visual cortex. Nature Communications, 7:
ncomms13210, 2016. ISSN 2041-1723. doi: 10.1038/ncomms13210.

2. James H. Marshel, Marina E. Garrett, Ian Nauhaus, and Edward M. Callaway. Functional
Specialization of Seven Mouse Visual Cortical Areas. Neuron, 72(6):1040–1054, December
2011. ISSN 0896-6273. doi: 10.1016/j.neuron.2011.12.004.

3. Cristopher M. Niell. Exploring the Next Frontier of Mouse Vision. Neuron, 72(6):889–892,
2011. ISSN 08966273. doi: 10.1016/j.neuron.2011.12.011.

4. C. M. Niell and M. P. Stryker. Highly Selective Receptive Fields in Mouse Visual Cortex.
Journal of Neuroscience, 28(30):7520–7536, 2008. ISSN 0270-6474, 1529-2401. doi:
10.1523/JNEUROSCI.0623-08.2008.

5. Dario L. Ringach, Patrick J. Mineault, Elaine Tring, Nicholas D. Olivas, Pablo Garcia-Junco-
Clemente, and Joshua T. Trachtenberg. Spatial clustering of tuning in mouse primary visual
cortex. Nature Communications, 7:ncomms12270, 2016. ISSN 2041-1723. doi: 10.1038/
ncomms12270.

6. Stephen D. Van Hooser. Similarity and diversity in visual cortex: is there a unify-
ing theory of cortical computation? The Neuroscientist: A Review Journal Bringing
Neurobiology, Neurology and Psychiatry, 13(6):639–656, 2007. ISSN 1073-8584. doi:
10.1177/1073858407306597.

7. V. Bonin, M. H. Histed, S. Yurgenson, and R. C. Reid. Local Diversity and Fine-Scale
Organization of Receptive Fields in Mouse Visual Cortex. Journal of Neuroscience, 31(50):
18506–18521, 2011. ISSN 0270-6474, 1529-2401. doi: 10.1523/JNEUROSCI.2974-11.
2011.

8. Agne Vaiceliunaite, Sinem Erisken, Florian Franzen, Steffen Katzner, and Laura Busse.
Spatial integration in mouse primary visual cortex. Journal of Neurophysiology, 110(4):
964–972, 2013. ISSN 0022-3077, 1522-1598. doi: 10.1152/jn.00138.2013.

9. Anthony D. Lien and Massimo Scanziani. Tuned thalamic excitation is amplified by visual
cortical circuits. Nature Neuroscience, 16(9):1315–1323, 2013. ISSN 1546-1726. doi:
10.1038/nn.3488.

10. Quanxin Wang and Andreas Burkhalter. Area map of mouse visual cortex. Journal of
Comparative Neurology, 502(3):339–357, 2007. ISSN 1096-9861. doi: 10.1002/cne.21286.

11. Marina E. Garrett, Ian Nauhaus, James H. Marshel, and Edward M. Callaway. Topography
and Areal Organization of Mouse Visual Cortex. The Journal of Neuroscience, 34(37):
12587–12600, September 2014. ISSN 0270-6474. doi: 10.1523/JNEUROSCI.1124-14.
2014.

12. A. Grinvald, E. Lieke, R. D. Frostig, C. D. Gilbert, and T. N. Wiesel. Functional architecture
of cortex revealed by optical imaging of intrinsic signals. Nature, 324(6095):361–364, 1986.
ISSN 0028-0836. doi: 10.1038/324361a0.

13. M. Hübener, D. Shoham, A. Grinvald, and T. Bonhoeffer. Spatial relationships among three
columnar systems in cat area 17. The Journal of Neuroscience: The Official Journal of the
Society for Neuroscience, 17(23):9270–9284, 1997. ISSN 0270-6474.

14. Kenichi Ohki and R Clay Reid. Specificity and randomness in the visual cortex. Current
Opinion in Neurobiology, 17(4):401–407, 2007. ISSN 09594388. doi: 10.1016/j.conb.2007.
07.007.

15. D. Y. Ts’o, R. D. Frostig, E. E. Lieke, and A. Grinvald. Functional organization of primate
visual cortex revealed by high resolution optical imaging. Science (New York, N.Y.), 249
(4967):417–420, 1990. ISSN 0036-8075.

16. Leonard E. White and David Fitzpatrick. Vision and Cortical Map Development. Neuron, 56
(2):327–338, 2007. ISSN 0896-6273. doi: 10.1016/j.neuron.2007.10.011.

17. A. K. Kreile, T. Bonhoeffer, and M. Hubener. Altered Visual Experience Induces Instruc-
tive Changes of Orientation Preference in Mouse Visual Cortex. Journal of Neuroscience,
31(39):13911–13920, 2011. ISSN 0270-6474, 1529-2401. doi: 10.1523/JNEUROSCI.
2143-11.2011.

18. Kirstie J. Salinas, Dario X. Figueroa Velez, Jack H. Zeitoun, Hyungtae Kim, and Sunil P.
Gandhi. Contralateral Bias of High Spatial Frequency Tuning and Cardinal Direction Selec-
tivity in Mouse Visual Cortex. The Journal of Neuroscience, 37(42):10125–10138, October
2017. ISSN 0270-6474. doi: 10.1523/JNEUROSCI.1484-17.2017.

19. Jennifer L. Hoy and Cristopher M. Niell. Layer-Specific Refinement of Visual Cortex Function
after Eye Opening in the Awake Mouse. Journal of Neuroscience, 35(8):3370–3383, 2015.
ISSN 0270-6474, 1529-2401. doi: 10.1523/JNEUROSCI.3174-14.2015.

20. Nathalie L. Rochefort, Madoka Narushima, Christine Grienberger, Nima Marandi, Daniel N.
Hill, and Arthur Konnerth. Development of Direction Selectivity in Mouse Cortical Neurons.
Neuron, 71(3):425–432, 2011. ISSN 08966273. doi: 10.1016/j.neuron.2011.06.013.

21. Amurta Nath and Gregory W. Schwartz. Cardinal Orientation Selectivity Is Represented by
Two Distinct Ganglion Cell Types in Mouse Retina. Journal of Neuroscience, 36(11):3208–
3221, March 2016. ISSN 0270-6474, 1529-2401. doi: 10.1523/JNEUROSCI.4554-15.2016.

22. David M. Coppola, Leonard E. White, David Fitzpatrick, and Dale Purves. Unequal rep-
resentation of cardinal and oblique contours in ferret visual cortex. Proceedings of the
National Academy of Sciences, 95(5):2621–2623, 1998. ISSN 0027-8424, 1091-6490. doi:
10.1073/pnas.95.5.2621.

23. Luis O. Jimenez, Elaine Tring, Joshua T. Trachtenberg, and Dario L. Ringach. Local tuning
biases in mouse primary visual cortex. Journal of Neurophysiology, 120(1):274–280, 2018.
ISSN 1522-1598. doi: 10.1152/jn.00150.2018.

24. Luis O. Jimenez, Elaine Tring, Joshua T. Trachtenberg, and Dario L. Ringach. Untangling
cortical maps in mouse primary visual cortex. bioRxiv, page 102079, 2017. doi: 10.1101/
102079.

25. Ye Li, Hui Lu, Pei-lin Cheng, Shaoyu Ge, Huatai Xu, Song-Hai Shi, and Yang Dan. Clonally
related visual cortical neurons show similar stimulus feature selectivity. Nature, 486(7401):
118–121, 2012. ISSN 1476-4687. doi: 10.1038/nature11110.

26. Gen Ohtsuki, Megumi Nishiyama, Takashi Yoshida, Tomonari Murakami, Mark Histed, Car-
los Lois, and Kenichi Ohki. Similarity of Visual Selectivity among Clonally Related Neurons
in Visual Cortex. Neuron, 75(1):65–72, 2012. ISSN 0896-6273. doi: 10.1016/j.neuron.
2012.05.023.

27. Spencer L Smith and Michael Häusser. Parallel processing of visual space by neighboring
neurons in mouse visual cortex. Nature Neuroscience, 13(9):1144–1149, August 2010.
ISSN 1097-6256, 1546-1726. doi: 10.1038/nn.2620.

28. Jagruti J. Pattadkal, German Mato, Carl van Vreeswijk, Nicholas J. Priebe, and David
Hansel. Emergent Orientation Selectivity from Random Networks in Mouse Visual Cor-
tex. Cell Reports, 24(8):2042–2050.e6, August 2018. ISSN 2211-1247. doi: 10.1016/j.
celrep.2018.07.054.

29. Alberto Cruz-Martín, Rana N. El-Danaf, Fumitaka Osakada, Balaji Sriram, Onkar S.
Dhande, Phong L. Nguyen, Edward M. Callaway, Anirvan Ghosh, and Andrew D. Huberman.
A dedicated circuit links direction-selective retinal ganglion cells to the primary visual cortex.
Nature, 507(7492):358–361, March 2014. ISSN 0028-0836. doi: 10.1038/nature12989.

30. Wenzhi Sun, Zhongchao Tan, Brett D. Mensh, and Na Ji. Thalamus provides layer 4 of
primary visual cortex with orientation- and direction-tuned inputs. Nature Neuroscience, 19
(2):308–315, February 2016. ISSN 1546-1726. doi: 10.1038/nn.4196.

31. Denise M. Piscopo, Rana N. El-Danaf, Andrew D. Huberman, and Cristopher M. Niell.
Diverse Visual Features Encoded in Mouse Lateral Geniculate Nucleus. The Journal
of Neuroscience, 33(11):4642–4656, March 2013. ISSN 0270-6474, 1529-2401. doi:
10.1523/JNEUROSCI.5187-12.2013.

32. Evan H. Feinberg and Markus Meister. Orientation columns in the mouse superior colliculus.
Nature, 519(7542):229–232, March 2015. ISSN 1476-4687. doi: 10.1038/nature14103.

33. Mehran Ahmadlou and J Alexander Heimel. Preference for concentric orientations in the
mouse superior colliculus. Nature Communications, 6, April 2015. ISSN 2041-1723. doi:
10.1038/ncomms7773.

34. Issac Rhim, Gabriela Coello-Reyes, Hee-Kyoung Ko, and Ian Nauhaus. Maps of cone opsin
input to mouse V1 and higher visual areas. Journal of Neurophysiology, 117(4):1674–1682,
April 2017. ISSN 0022-3077. doi: 10.1152/jn.00849.2016.

35. David M. Coppola, Harriett R. Purves, Allison N. McCoy, and Dale Purves. The distribution
of oriented contours in the real world. Proceedings of the National Academy of Sciences,
95(7):4002–4006, 1998. ISSN 0027-8424, 1091-6490. doi: 10.1073/pnas.95.7.4002.

36. Jennifer L. Hoy, Iryna Yavorska, Michael Wehr, and Cristopher M. Niell. Vision Drives Accu-
rate Approach Behavior during Prey Capture in Laboratory Mice. Current biology: CB, 26
(22):3046–3052, 2016. ISSN 1879-0445. doi: 10.1016/j.cub.2016.09.009.

37. J. Reimer, E. Froudarakis, C. R. Cadwell, D. Yatsenko, G. H. Denfield, and A. S. Tolias. Pupil
Fluctuations Track Fast Switching of Cortical States during Quiet Wakefulness. Neuron, 84
(2):355–362, 2014. ISSN 08966273. doi: 10.1016/j.neuron.2014.09.033.

38. E. Froudarakis, P. Berens, A. S. Ecker, R. J. Cotton, F. H. Sinz, D. Yatsenko, P. Saggau,
M. Bethge, and A. S. Tolias. Population code in mouse V1 facilitates read-out of natural
scenes through increased sparseness. Nature Neuroscience, 17:851–857, May 2014. doi:
10.1038/nn.3707.

39. N. J. Sofroniew, D. Flickinger, J. King, and K. Svoboda. A large field of view two-photon
mesoscope with subcellular resolution for in vivo imaging. eLife, 5(JUN2016):1–20, 2016.
ISSN 2050084X. doi: 10.7554/eLife.14472.

40. E. A. Pnevmatikakis, Y. Gao, D. Soudry, D. Pfau, C. Lacefield, K. Pskanzer, R. Bruno,
R. Yuste, and L. Paninski. Simultaneous Denoising, Deconvolution, and Demixing of Cal-
cium Imaging Data Eftychios. Neuron, 89:285–299, 2016.

41. Thomas A. Pologruto, Bernardo L. Sabatini, and Karel Svoboda. ScanImage: Flexible soft-
ware for operating laser scanning microscopes. BioMedical Engineering OnLine, 2(1):13,
May 2003. ISSN 1475-925X. doi: 10.1186/1475-925X-2-13.

42. Andrea Giovannucci, Johannes Friedrich, Pat Gunn, Jeremie Kalfon, Brandon L Brown,
Sue Ann Koay, Jiannis Taxidis, Farzaneh Najafi, Jeffrey L Gauthier, Pengcheng Zhou,
Baljit S Khakh, David W Tank, Dmitri B Chklovskii, and Eftychios A Pnevmatikakis. CaImAn:
An open source tool for scalable Calcium Imaging data Analysis. eLife, 8:e38173, 2019.

43. Dimitri Yatsenko, Edgar Y. Walker, and Andreas S. Tolias. DataJoint: A Simpler Relational
Data Model. CoRR, abs/1807.11104, 2018.

44. A. Paszke, S. Gross, S. Chintala, G. Chanan, E Yang, Z. DeVito, Z. Lin, A. Desmaison,
K. Antiga, and A. Lerer. Automatic differentiation in PyTorch. 2017.

45. Stéfan van der Walt, S Chris Colbert, and Gael Varoquaux. The NumPy array: a structure
for efficient numerical computation. Computing in Science & Engineering, 13(2):22–30,
2011.

46. Eric Jones, Travis Oliphant, Pearu Peterson, and others. SciPy: Open source scientific tools
for Python. 2001.

47. Dirk Merkel. Docker: Lightweight Linux Containers for Consistent Development and Deploy-
ment. Linux J., 2014(239), March 2014. ISSN 1075-3583.

48. John D. Hunter. Matplotlib: A 2d Graphics Environment. Computing in Science & Engineer-
ing, 9(3):90–95, 2007. doi: 10.1109/MCSE.2007.55.

49. Kristen Thyng, Chad Greene, Robert Hetland, Heather Zimmerle, and Steven DiMarco.
True Colors of Oceanography: Guidelines for Effective and Accurate Colormap Selection.
Oceanography, 29(3):9–13, September 2016. ISSN 10428275. doi: 10.5670/oceanog.
2016.66.

50. Thomas Kluyver, Benjamin Ragan-Kelley, Fernando Pérez, Brian Granger, Matthias Bus-
sonnier, Jonathan Frederic, Kyle Kelley, Jessica Hamrick, Jason Grout, Sylvain Corlay, Paul
Ivanov, Damián Avila, Safia Abdalla, and Carol Willing. Jupyter Notebooks – a publishing
format for reproducible computational workflows. In F. Loizides and B. Schmidt, editors,

Fahey et al. | A global map of orientation tuning in mouse visual cortex bioRχiv | 7

.CC-BY-NC-ND 4.0 International licensea
certified by peer review) is the author/funder, who has granted bioRxiv a license to display the preprint in perpetuity. It is made available under 

The copyright holder for this preprint (which was notthis version posted August 23, 2019. ; https://doi.org/10.1101/745323doi: bioRxiv preprint 

https://doi.org/10.1101/745323
http://creativecommons.org/licenses/by-nc-nd/4.0/


Positioning and Power in Academic Publishing: Players, Agents and Agendas, pages 87 –
90. IOS Press, 2016.

Extended Data

Extended Data Figure 1. Nearby neurons share more similar preferred orienta-
tions. A, Fraction of neuron pairs (y-axis) for a given difference in preferred orienta-
tion (x-axis) Each colored line represents neurons at a particular range of tangential
distances (darkest blue: 0-50µm, lightest blue 450-500µm, see legend). The over-
all U-shape is due to the cardinal bias, but closer neurons are still more similar in
orientation. Red: Same as blue, but after shuffling the preferred orientations of the
neuronal population, revealing the underlying distribution due to the cardinal bias.
Orientation tuning similarity for neurons that are more distant approach this under-
lying distribution. Each line is the mean +/- SEM for eight mice, 10 million randomly
chosen pairs per mouse, of which approximately 2.5 million fall in the plotted range.
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Extended Data Figure 2. Orientation and direction bias is visible in underlying
distribution of tuning functions per cortical bin. A, Overlay of neuron tuning functions
within each 50 × 50µm2 bin. Tuning functions are individually normalized from 0 to
1 for all neurons, then superimposed with equal transparency and colored according
to the angle and amplitude of the orientation bias per bin, as in Fig. 2B. Insets
highlight three bins showing strong directional bias (left), strong orientation bias
(right), and no bias (bottom).

Extended Data Figure 3. Local orientation tuning bias in cortical space shows
conserved spatial motifs across animals. For all 8 animals, orientation bias is calcu-
lated as the circular mean of all neurons in 50×50µm2 bins as before, and bin area
color and opacity represent the orientation bias angle and amplitude as in Fig. 2B.
Visual area boundaries are represented in black lines. Scale bar = 250µm.

Extended Data Figure 4. Topologic transform of neuron cortical location to pre-
ferred monitor location. A, All neurons for animal 21553 colored according to grid-
ded preferred monitor location. Scale bar = 20° at the nearest point. B, Transfor-
mation back into cortical space shows some curvature and compression of the grid
across cortex, but otherwise a continuous relative mapping of cells with no skips or
inversions, other than at the area boundaries. Scale bar = 250µm.
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Extended Data Figure 5. Local orientation tuning bias in monitor space for all
eight animals. For a subset of animals (F-H), our approach to center fitting appears
to suffer where an unbalanced pinwheel was captured, either due to experimental
limitations or due to real biological variability. Despite this, visibly similar motifs are
preserved, especially in the reliably-characterized nasal visual field. Scale bar =
20° at the nearest point.

Extended Data Figure 6. Individual orientation tuning wedge profiles for all eight
animals. These profiles replicate data shown in Fig. 3C, outer ring. As in Extended
Data Fig. 5, in three animals poor center fitting results in distorted profiles that
nonetheless show preserved motifs. Scale bar = max amplitude as indicated per
animal.

Extended Data Figure 7. Local orientation bias persists with spatially limited stim-
ulus. Full screen stimulus (left) and stimulus with circular smoothened aperture
(right) are compared side by side. A, Example frame from dynamic stimulus. B,
Orientation bias in cortical space as in Extended Data Fig. 3. C, Orientation bias in
monitor space as in Extended Data Fig. 5. D, Orientation tuning wedge profiles as
in Extended Data Fig. 6. In B,C, bins were plotted if they contained > 10 neurons
(full stimulus) or > 5 neurons (aperture stimulus).
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