Efficient sampling and noisy decisions
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Abstract

Noise and information sampling are ubiquitous components determining the precision in our ability to discriminate between decision alternatives, however, the source and nature of these imprecisions is unclear. Moreover, how the nervous system simultaneously considers regularities in the environment, goals of the organism, and capacity constraints to guide goal-directed behavior, remains unknown. To address these issues, we elaborate a biologically- and cognitive-relevant efficient coding mechanism for discrimination, which takes into consideration resource limitations when forming percepts based on information sampling. Crucially, we show that this theory makes it formally explicit why a system that evolved to encode information based on a limited set of discrete samples must rely on noise to optimize decision behavior. Thus, contrary to common assumptions, we demonstrate noise does not necessarily degrade performance, but is an essential component to optimize distinct organism’s goals in capacity-limited systems, for instance, maximize the amount of correct responses, or maximize expected fitness. Our theory allowed us to test empirically the hypothesis that humans may efficiently adapt their number sense to maximize fitness, thus providing an evolutionary advantage. Surprisingly, we found that humans employ a less optimal but more flexible sampling mechanism that relies on limited samples drawn from memory of encountered stimuli, irrespective of incentivized goals. Together, these theoretical and empirical findings provide a general mechanistic framework for understanding decision behavior while accounting for biological restrictions of information coding.
**Main text**

It has been suggested that the rules guiding behavior are not arbitrary, but should follow fundamental principles of acquiring information from environmental regularities in order to make the best decisions. Moreover, these principles should incorporate strategies of information coding that take into consideration the cost of making decisions as well as biological constraints of information acquisition. Therefore, the elaboration and understanding of such unifying theories could help to establish frameworks that allow comparing behavior not only across different tasks and goals, but also across different levels of description, for instance, from single cell activity to observed behavior.

Here, we adopt such an approach to understand what determines the degree of precision of people’s discrimination between alternative stimuli presented to them, and in particular how this varies over the range of possible stimuli. In a number of sensory modalities, it has been argued that principles of efficient coding provide an answer: that the degree to which a particular stimulus can be distinguished from relatively similar stimuli follows from a principle of efficient allocation of scarce neural resources(1–6). However, the cases in which this principle has been shown to successfully explain measured discrimination thresholds are typically ones in which the stimulus feature identifies “which one” of a large range of possibilities is present (for instance, which direction of motion or orientation, which frequency of pitch), rather than “how much” of something is present, for instance, in the case when physical stimuli are tied to reward values. Population codes in which many different neurons have preferred stimuli at different points in the spectrum of possibilities are known to be used in early stages of processing of sensory features of the former kind(1, 3), but are not obviously relevant in the latter case. Yet, it is also important to understand the precision of discrimination of stimulus features of the latter kind; in particular, the values that must be represented in the case of reward-based decision making(2, 4, 7), which could in turn be beneficial to develop strategies for reward or fitness maximization. Can a unifying theory of efficient coding be developed that reflects constraints on feasible internal representations that is relevant to both cases?

Another hallmark in neural systems is the well-known observation that neural activity and behavior are considerably variable trial-to-trial, even when input stimuli is maintained as constant as possible(8–10). However, it remains unclear what actually causes behavioral variability, which is usually blamed on distinct sources of noise that apparently corrupt ideal behavior(11, 12). Based on the fact that organisms have limited set of available resources to process information, noise has been usually attributed to these information processing constraints. However, the role of this
assumed unavoidable noise(13) and the extent to which it positively or negatively contributes to goal-directed behavior remains unclear.

Another issue that is not addressed by the existing literature on efficient coding is the time scale over which the adaptation of the coding scheme to the frequency distribution of stimuli encountered in one’s environment occurs, and the mechanism through which such adaptation occurs. Typical treatments derive an optimal coding scheme for an environmental frequency distribution(14, 15) (e.g., extracted from some database of naturally occurring stimuli) that is assumed to be invariant over time, and compares the predictions to measured discrimination thresholds that are also assumed to be invariant over time. But the frequency distribution of stimulus features that will be encountered varies as a person moves from one context to another; and this is especially likely to be important in the case of higher-level cognitive constructs such as reward-based decisions(2, 16). Thus if one seeks to apply efficient coding principles to imprecision in decision making, it is necessary to determine how quickly the way in which particular magnitudes are encoded can adapt to new contexts with changes in the distribution of magnitudes that one encounters.

Here we seek to address these issues by, first, developing a general biologically- and cognitive-relevant efficient coding mechanism for discrimination. Second, we use the case of numerosity discrimination as an example that is likely to provide a better model for the kind of internal representation that is not only used to understand perception, but is also used in the case of more complex cognitive constructs such as reward-based decisions.

Results

**Theoretical results.** A theory of efficient coding requires a particular assumption about the kind of internal representations that are feasible. Here we elaborate an efficient coding theory for the case when a system receives as input a continuous random variable, but can only encode information via ones and zeros. The relevance of developing and understanding such a theory is that the brain appears to encode information using such coding scheme (e.g., via the generation or absence of action potentials(17) or representation of information via binary states(18)) in order to guide decision behavior.

Suppose that the subjective perception of an environmental variable with value \( v \) is determined by \( n \) independent samples of a binary random variable, i.e. outcomes are either “one” or “zero” readings, where we define the noisy percept \( k \) as the number of times (out of a limited available set of \( n \) samples) that a “one” reading was generated. The coding rule can then be represented by a function \( \theta(v) \), indicating the
probability of a “one” reading when the input stimulus magnitude is \( v \) which we assume to be drawn from a prior distribution \( f(v) \) (Fig. 1a). Below we will show that this abstract formulation corresponds to an algorithm that could be implemented by a minimalistic neural architecture (Fig. 2), but in the first part of this work we will focus on developing the algorithmic formulation.

The nature of the resource-constrained encoder to be optimized depends on the performance measure that we use to determine the usefulness of a given encoding scheme. A common assumption in the literature on efficient coding has been that the encoding scheme maximizes the mutual information between the true stimulus magnitude and its internal representation (1–3). We start by characterizing the optimal \( \theta(v) \) for a given prior distribution \( f(v) \), according to this criterion. It can be shown that for large \( n \), the mutual information between \( \theta \) and \( k \) (hence the mutual information between \( v \) and \( k \)) is maximized if the prior distribution over \( \theta \) is Jeffreys’ prior (19)

\[
\text{Beta}(\theta; 0.5, 0.5) = \frac{1}{\pi \sqrt{\theta(1-\theta)}}
\]

also known as the arcsine distribution. Hence, the mapping \( \theta(v) \) induces a prior distribution over \( \theta \) given by the arcsine distribution (Fig. 1a, right panel). Based on this result, it can be shown that the optimal encoding rule \( \theta(v) \) that guarantees maximization of mutual information between the random variable \( v \) and the noisy encoded percept \( k \) is given by (see Supplementary Notes 1 and 2)

\[
\theta(v) = \left[ \sin \left( \frac{\pi}{2} F(v) \right) \right]^2,
\]

where \( F(\theta) \) is the CDF of the prior distribution \( f(v) \).

So far, we have derived the optimal encoding rule to maximize mutual information when the transmission channel receives a continuous random variable as input, but can only encode information with ones and zeros codes (Eq. 2). However, one may ask what the implications are of such a theory for discrimination performance. This is important to investigate given that achieving channel capacity does not necessarily imply that the goals of the organism are also optimized (20). Independent of information maximization assumptions, here we start from scratch and investigate what are the necessary conditions for minimizing discrimination errors when a system is restricted to represent information based on ones and zeros with limited number of samples. Here we solve this problem for the case of two alternative forced choice tasks, where the average probability of error is given by (see Supplementary Note 3)
where $P_{\text{error}}[\theta(v_1), \theta(v_2)]$ represents the probability of erroneously choosing the alternative with the lowest value $v$ given a noisy percept $k$ (assuming that the goal of the organism in any given trial is to choose the alternative with the highest value). Here, we want to find the density function $f(\theta)$ that guarantees the smallest average error (Eq. 3).

Interestingly, the solution to this problem is (see Supplementary Note 3)

$$f(\theta) = \frac{1}{\pi \sqrt{\theta(1-\theta)}}, \quad (4)$$

which is exactly the same prior density function over $\theta$ that maximizes mutual information (Eq. 1 and Fig. 1a). Crucially, please note that we have obtained this expression based on minimizing the frequency of erroneous choices and not the maximization of mutual information as a goal in itself. This provides a further (and normative) justification for why maximizing mutual information under this coding scheme is beneficial when the goal of the agent is to minimize discriminations errors (i.e., maximize accuracy).

**Figure 1.** a) Schematic representation of our theory. Left: example prior distribution $f(v)$ of values $v$ encountered in the environment. Right: Prior distribution in the encoder space (Eq. 1) due to optimal encoding (Eq. 2). This optimal mapping determines the probability $\theta$ of generating a “high” or “low” reading. The ex-ante distribution over $\theta$ that guarantees
maximization of mutual information is given by the arcsine distribution (Eq. 1). b) Encoding rules $\theta(v)$ for different decision strategies under binary sampling coding: accuracy maximization (blue), reward maximization (red), DbS (green dashed). c) Mutual information $I(v,k)$ for the different encoding rules (see Supplementary Note 2) as a function of the number of samples $n$. As expected $I(v,k)$ increases with $n$, however the rule that results in the highest loss of information is DbS. d) Discriminability thresholds $d$ (log-scaled for better visualization) for the different encoding rules as a function of the input values $v$ for the prior $f(v)$ given in panel a. e) Graphical representation of the perceptual accuracy optimization landscape. We plot the average probability of correct responses (Eq. 4) using as benchmark a Beta distribution with parameters $a$ and $b$. The blue star shows the average error probability assuming that $f(\theta)$ is the arcsine distribution (Eq. 1), which is the optimal solution. The blue open circle shows the average error probability based on the encoding rule assumed in DbS, which is located near the optimal solution, but still a suboptimal strategy under the binomial coding scheme. Please note that when formally solving this optimization problem (Supplementary Note 3), we did not assume a priori that the solution is related to the beta distribution. We use the beta distribution in this figure just as a benchmark for visualization.

The results presented above imply that this encoding framework imposes limitations on the ability of capacity-limited systems to discriminate between different values of the encoded variables. Moreover, we have shown that error minimization in discrimination tasks imply a particular shape of the prior distribution of the encoder (Eq. 4) that is exactly the prior density that maximizes mutual information between the input $v$ and the encoded noisy readings $k$ (Eq. 1, Fig. 1a right panel). Does this imply a relation between prior and discriminability over the space of the encoded variable? Intuitively, following the efficient coding hypothesis, the relation should be that lower discrimination thresholds should occur for ranges of stimuli that occur more frequently in the environment or context.

Recently, it was shown that using an efficiency principle for encoding sensory variables (e.g., with a heterogeneous population of noisy neurons(21)) it is possible to obtain an explicit relationship between the statistical properties of the environment and perceptual discriminability(21, 22). The theoretical relation states that discriminability thresholds $d$ should be inversely proportional to the density of the prior distribution $f(v)$. Here, we investigated whether this particular relation also emerges in the efficient coding scheme that we propose in this study.

Remarkably, we obtain the following relation between discriminability thresholds, prior distribution of input variables, and the number of limited samples $n$ (derivation in Supplementary Fig. 1):
Interestingly, this relationship between prior distribution and discriminability thresholds holds empirically across several sensory modalities (Supplementary Fig. 1), thus once again demonstrating that the efficient coding framework that we propose here seems to incorporate the right kind of constraints to explain observed perceptual phenomena as consequences of optimal allocation of finite capacity for internal representation.

Until now, we have elaborated an efficient noisy sampling theory for the case when the goal of the organism is to minimize the number of mistakes in discrimination tasks. However, it is important to consider the case when the goal of the organism is to maximize fitness or expected reward (23). For example, when spending the day foraging fruit, one must make successive decisions about which tree has more fruits. Fitness depends on the number of fruit collected which is not a linear function of the number of accurate decisions, as each choice yields a different amount of fruit.

Therefore, in the case of reward maximization, we are interested in minimizing reward loss which is given by the following expression

$$ E[\text{loss}] = \int \int |v_1 - v_2| \cdot P_{\text{error}}[\theta(v_1), \theta(v_2)]f(\theta_1)f(\theta_2)d\theta_1d\theta_2. $$

(6)

Note that this expression is similar for the case of average error rate (Eq. 3), with the difference that now we want to take into consideration how much reward is lost every time an erroneous decision is made (when making a decision between input values $v_1$ and $v_2$, the decision maker gives up $|v_1 - v_2|$ for every erroneous decision). Thus, the goal is to find the encoding rule $\theta(v)$ which guarantees that the amount of reward loss is as small as possible given our proposed coding framework.

Here we show that the optimal encoding rule $\theta(v)$ that guarantees maximization of expected value is given by

$$ \theta(v) = \sin \left[ \frac{\pi}{2} \cdot c \int_{-\infty}^{\infty} f(\tilde{v})^{2/3} d\tilde{v} \right]^2, $$

(7)

where $c$ is a normalizing constant which guarantees that the expression within the integral is a probability density function (Supplementary Note 5). The first observation based on this result is that the encoding rule for maximizing fitness is different from
the encoding rule that maximizes accuracy (compare Eqs. 2 and 7), which leads to a slight loss of information transmission (Fig. 1c). Additionally, one can also obtain discriminability threshold predictions for this new encoding rule. Assuming a right-skewed prior distribution, which is often the case for various natural priors in the environment (22) (e.g., like the one shown in Fig. 1a), we find that discriminability for small input values is lower for reward maximization compared to perceptual maximization, however this pattern inverts for higher values (Fig. 1d). In other words, when we intend to maximize reward (given the shape of our assumed prior, Fig. 1a), the agent should allocate more resources to higher values (compared to the perceptual case), however without completely giving up sensitivity for lower values, as these values are still encountered more often.

So far, we have proposed a computational problem and elaborated an algorithmic solution to our resource-constrained framework. However, it would be desirable to propose an implementational representation that also solves our resource-constrained problem (24, 25). Here we show that an advantage of our proposed coding scheme is that it allows a minimalistic and parsimonious implementational architecture. The number of samples $n$ available to code any input value $v$ can be seen as an array of $n$ threshold non-linearities (e.g., neurons), each of which is subject to independently sampled random additive noise drawn from a noise distribution $f_\eta$ (Fig. 2). Here, we assume that each neuron produces a “high” reading if and only if the signal $v$ plus noise (drawn from $f_\eta$) is greater than a firing threshold $\tau$.

Using this simplified implementational scheme, it can be shown that channel capacity can be optimized by finding the optimal noise distribution $f_\eta$ (see Supplementary Note 4)(26)

$$f_\eta(v) = \frac{\pi}{2} \sin[\pi(1 - F(\tau - v))]f(\tau - v). \quad (8)$$

Remarkably, this result is independent of the number of samples (resources) available to encode the input variable, and generalizes to any prior distribution $f$ (recall that $F$ is defined as its cumulative density function).

This result reveals three important aspects of neural function and decision behavior: First, it makes explicit why a system that evolved to code information using our proposed coding scheme (i.e., ones and zeros codes or binary-state states (18, 27)) must be necessarily noisy. That is, we do not attribute the randomness of peoples’ responses to a particular set of stimuli or decision problem to unavoidable randomness of the hardware used to process the information. Instead, the relevant constraints are assumed to be the limited set of output states for each neuron, the limited number of
neurons, and the requirement that the neurons operate in parallel (so that each one’s output state must be statistically independent of the others, conditional on the input stimulus). Given these constraints, we show that it is efficient for the operation of the neurons to be random. Second, it shows how the nervous system may take advantage of these noisy properties by reshaping its noise structure to optimize decision behavior. Third, it shows that the noise structure can remain unchanged irrespective of the amount of resources available to guide behavior.

Figure 2. Schematic of a minimalistic implementational architecture. The system consists of an array of \( n \) threshold non-linearities (neurons). For each sample, neurons receive noisy versions of \( \nu \) where the noisy signals are i.i.d. additive random signals independent of \( \nu \). The output of the neuron for each sample is “high” reading (one) if \( (\nu + \eta_i) > \tau \) and zero otherwise. The noisy percept of the input is simply the sum of the outputs of each sample given by \( k \).

In the elaboration of the optimal discrimination encoding rules described above, we suppose that there has been full learning of (and optimal adjustment to) the distribution of values encountered in a given environment or context over a long periods of time. However, for cases of more rapidly changing environments, a question arises as to whether the person’s brain can really have enough information soon enough about the current frequency distribution for fully optimal adaptation of the encoding rule at each point in time to be possible. This leads us to consider an architecture that is more flexible in the way that it allows the encoding rule to vary quickly with changes in the distribution of magnitudes that have recently been encountered. This, at the cost of being less optimal in the way that the encoding rule would be adapted to a single frequency distribution of stimuli that was maintained forever.
In this alternative architecture, instead of assuming a distribution from which noise $\eta$ is drawn that has been programmed at some earlier date, and optimized for some training data set that was available at that earlier time (Fig. 2), we allow the value of $\eta$ to be drawn from a different distribution at each date, that depends on the distribution of magnitudes that have been encountered before that date. We furthermore assume that the algorithm economizes on the number of samples that must be drawn from previous experience, by drawing a single exemplar from the distribution of recently encountered past magnitudes on each such occasion, and basing the value of $\eta$ for that occasion on the magnitude of the exemplar that is drawn. We assume that the function that determines the value of $\eta$ as a function of the exemplar that is drawn on any given occasion is fixed for all time. According to this model, the effective encoding rule $\theta(v)$ varies depending on the frequency distribution from which $v$ is drawn in a given context, but only because the distribution of values for $\eta$ will depend on the distribution of exemplars that will be drawn from memory in different contexts.

In this case, the encoding rule (the probability that a “high” reading is generated) approximates:

$$\theta(v) = F(v).$$  \hspace{1cm} (9)

The influential decision by sampling (DbS) model(28) is an example of a sampling-based encoding rule of this kind. We consider its performance in a given environment, from the standpoint of each of the possible performance criteria considered above (i.e., maximize correct responses or fitness), and show that it differs from the optimal encoding rule under any of those criteria (Fig. 1b-e). In particular, here we show that using the encoding rule employed in DbS results in considerable loss of information compared to the optimal solutions (Fig. 1c). An additional interesting observation is that for the strategy employed in DbS, the agent is more sensitive for extreme input values but gives up precision for intermediate values (Fig 1d). In other words, DbS agents are more sensitive to saliency. Thus, our theory illustrates the tradeoffs that emerge between accuracy and reward maximization – and how they compare to DbS – when considering the statistics of the environment, as well as capacity and neural coding constraints. Our goal now is to compare back-to-back these resource-limited coding frameworks in a fundamental cognitive function for human behavior: numerosity perception.

**Empirical Results.** Numerosity perception appears to be a well-conserved “sense” across species with assumed evolutionary advantages, such as facilitating choice of areas with more food and/or more conspecifics(29). However, to the best of our
knowledge, it has not been formally tested whether humans adapt their non-symbolic number sense to maximize discrimination accuracy or to maximize fitness, or perhaps rely on less optimal but more flexible resource-limited sampling strategies. The development of our theory allows the possibility to investigate this fundamental aspect of behaviour.

In Experiment 1, healthy volunteers (n=7) took part in a two-alternative forced choice numerosity task, where each participant completed ~2,400 trials across four consecutive days (methods). On each trial, they were simultaneously presented with two clouds of dots and asked which one contained more dots, and were given feedback on their reward and opportunity losses on each trial (Fig. 3a). Participants were either rewarded for their accuracy (perceptual condition, where maximizing the amount of correct responses is the optimal strategy) or the number of dots they selected (value condition, where maximizing reward is the optimal strategy). Each condition was tested for two consecutive days with the starting condition randomized across participants. Crucially, we imposed a prior distribution \( f(v) \) with a right-skewed quadratic shape (Fig. 3b), whose parametrization allowed tractable analytical solutions of the encoding rules \( \theta_A(v) \), \( \theta_R(v) \) and \( \theta_D(v) \), that correspond to the encoding rules for Accuracy maximization, Reward maximization, and DbS, respectively (Fig. 3e and methods). Qualitative predictions of behavioral performance indicate that the accuracy maximization model is the most accurate for trials with lower numerosities (the most frequent ones), while the reward-maximization model outperforms the others for trials with larger numerosities (trials where the difference in the number of dots in the clouds, and thus the potential reward, is the largest, Figs. 1d and 3f). In contrast, the DbS strategy appears to be a compromise between the other two models, however with lower levels of accuracy and expected reward.
Figure 3. Experimental design, model simulations and recovery. 

a) Schematic task design of Experiments 1 and 2. After a fixation period (1-2s) participants were presented two clouds of dots (200ms) and had to indicate which cloud contained the most dots. Participants were rewarded for being accurate (Perceptual condition) or for the number of dots they selected (Value condition) and were given feedback. In Experiment 2 participants collected on correctly answered trials a number of points equal to a fixed amount (Perception condition) or a number equal to the dots in the cloud they selected (Value condition) and had to reach a threshold of points on each run. 

b) Empirical (grey bars) and theoretical (purple line) distribution of the number of dots in the clouds of dots presented across Experiments 1 and 2. 

c) Distribution of the numerosity pairs selected per trial. 

d) Synthetic data preserving the trial set statistics and number of trials per participant used in Experiment 1 was generated for each encoding rule (Accuracy (left), Reward (middle), and DbS (right)) and then the latent-mixture model was fit to each generated dataset. The figures show that it is theoretically possible to recover each generated encoding rule. 

e) Encoding function $\theta(v)$ for the different sampling strategies as a function of the input values $v$ (i.e., the number of dots). 

f) Qualitative predictions of the three models (blue: Accuracy, red: Reward, green: Decision by Sampling) on trials from experiment 1 with $n = 25$. Performance of each model as a function of the sum of the number of dots in both clouds (left), the absolute difference between the number of dots in both clouds (middle) and the ratio of the number of dots in the most numerous cloud over the less numerous cloud (right).
In our modelling specification, the choice structure is identical for the three different sampling models, differing only in the encoding rule $\theta(v)$ (methods). Therefore, answering the question of which encoding rule is the most favored for each participant can be parsimoniously addressed using a latent-mixture model, where each subject uses $\theta_A(v)$, $\theta_B(v)$ or $\theta_D(v)$ to guide their decisions (methods). Before fitting this model to the empirical data, we confirmed the validity of our model selection approach through a validation procedure using synthetic choice data (Fig. 3d, Supplementary Fig. 2 and methods). After we confirmed that we can reliably differentiate between our competing encoding rules, the latent-mixture model was initially fit to each condition (perception or value) using a hierarchical Bayesian approach (methods).

Surprisingly, we found that at the population level, participants did not follow the accuracy or reward optimization strategy in the respective experimental condition, but favored the DbS strategy (probability that DbS deemed best in the perceptual $p_{DbS\_favored} = 0.86$ and value $p_{DbS\_favored} = 0.93$ conditions, Fig. 4a). Importantly, this population-level result also holds at the individual level: DbS was strongly favored in 6 out of 7 participants in the perceptual condition, and 7 out of 7 in the value condition (Supplementary Fig. 3). These results are not likely to be affected by changes in performance over time, as performance was stable across the four consecutive days (Supplementary Fig. 4). Additionally, we investigated whether biases induced by choice history effects may have influenced our results(30–32). Therefore, we incorporated both choice- and correctness-dependence history biases in our models and fitted the models once again (methods). We found that inclusion of these choice history biases did not affect our results both at the population and individual levels. Population probability that DbS deemed best in the perceptual $p_{DbS\_favored} = 0.87$ and value $p_{DbS\_favored} = 0.93$ conditions (Fig. 4c). At the individual level, DbS was again strongly favored in 6 out of 7 participants in the perceptual condition, and 7 out of 7 in the value condition (Supplementary Fig. 3).

In order to investigate further the robustness of this effect, we introduced a slight variation in the behavioral paradigm. In this new experiment (Experiment 2), participants were given points on each trial and had to reach a certain threshold in each run for it to be eligible for reward (Fig. 3a and methods). This class of behavioral task is thought to be in some cases more ecologically valid than trial-independent choice paradigms(33). In this new experiment, either a fixed amount of points for a correct trial was given (perceptual condition) or an amount equal to the number of dots in the chosen cloud if the response was correct (value condition). We recruited a new set of participants (n=6), who were tested on these two conditions, each for two consecutive days with the starting condition randomized across participants (each participant completed ~2,400 trials). The quantitative results revealed once again that
participants did not change their encoding strategy depending on the goals of the task, with DbS being strongly favored for both perceptual and value conditions. At the population level, DbS deemed best in the perceptual ($p_{\text{DbS\_favored}} = 0.999$) and value ($p_{\text{DbS\_favored}} = 0.91$) conditions (Fig. 4a) and at the individual level, DbS was strongly favored in 6 out of 6 participants in both the perceptual and value conditions (Supplementary Fig. 3). Once again, we found that inclusion of choice history biases in this experiment did not significantly affect our results both at the population and individual levels. Population probability that DbS deemed best in the perceptual ($p_{\text{DbS\_favored}} = 0.999$) and value ($p_{\text{DbS\_favored}} = 0.90$) conditions (Supplementary Fig. 3), and at the individual level DbS was strongly favored in 6 out of 6 participants in the perceptual condition and 5 of 6 in the value condition (Supplementary Fig. 3). Thus, experiments 1 and 2 strongly suggest that our results are not driven by specific instructions or characteristics of the behavioral task.

As a further robustness check, for each participant we grouped the data in different ways across experiments (Experiments 1 and 2) and experimental conditions (perceptual or value) and investigated which sampling model was favored. We found that irrespective of how the data was grouped, DbS was the model that clearly deemed best at the population (Fig. 4a) and individual level (Supplementary Fig. 5). Additionally, we investigated whether these quantitative results specifically depended on our choice of using a latent-mixture model. Therefore, we also fitted each model independently and compared the quality of the model fits based on out-of-sample cross-validation metrics (methods). Once again, we found that the DbS was favored independently of experiment and conditions (Fig. 4b). Additionally, we investigated whether the DbS model makes more accurate predictions than the widely used logarithmic model of numerosity discrimination tasks (34). We found that DbS still made better out of sample predictions than the log-model (Fig. 4b, Fig. 5f, g, and Supplementary Fig. 6). Moreover, these results continued to hold after taking into account possible choice history biases (Supplementary Fig. 7). In addition to these quantitative results, qualitatively we also found that behavior closely matched the predictions of the DbS model remarkably well (Fig. 4c), based on virtually only 1 free parameter, namely, the number of samples (resources) $n$. Together, these results provide compelling evidence that DbS is the most likely resource-constrained sampling strategy used by participants.

Here it is important to emphasize that all sampling models and the logarithmic model of numerosity have the same degrees of freedom (performance is determined by $n$ in the sampling models and Weber’s fraction $\sigma$ in the log model, methods). Therefore, qualitative and quantitative differences favoring the DbS model cannot be explained by differences in model complexity.
Figure 4. Behavioral results. a) Bars represent proportion of times an encoding rule (Accuracy (A, blue), Reward (R, red), DbS (D, green)) was selected by the Bayesian latent-mixture model based on the posterior estimates across participants. Each panel shows the data grouped for each and across experimental conditions and experiments (see titles on top of each panel). The results show that DbS was clearly the favored encoding rule. Individual-level results are presented in Supplementary Fig. 5. b) Difference in LOO and WAIC between the best model (DbS (D) in all cases) and the competing models: Accuracy (A), Reward (R) and Logarithmic (L) models. Each panel shows the data grouped for each and across experimental conditions and experiments (see titles on top of each panel). c) Behavioral data (black, error bars represent s.e.m. across participants) and model predictions based on fits to the empirical data. Data and model predictions are presented for both the perceptual (left panels) or value (right panels) conditions, and excluding (top panels) or including (bottom) choice history effects. Performance of data model predictions are presented as function of the sum of the number of dots in both clouds (left), the absolute difference between the number of dots in both clouds (middle) and the ratio of the number of dots in the most numerous cloud over the less numerous cloud (right). Results reveal a remarkable overlap of the behavioral data and predictions by DbS, thus confirming the quantitative results presented in panels a and b.
Up to now, fits and comparison across models have been done under the assumption that the participants learned the prior distribution $f(v)$ imposed in our task. If participants are employing DbS, it is important to understand the dynamical nature of adaptation in our task. Note that the shape of the prior distribution (Figs. 1b, 3b and 5b), is determined by parameter $\alpha$ (Eq. 10, methods). First, we made sure based on model recovery analyses that the DbS model could jointly and accurately recover both the shape parameter $\alpha$ and the resource parameter $n$ based on synthetic data (Supplementary Fig. 8). Then we fitted this model to the empirical data and found that the recovered value of the shape parameter $\alpha$ closely followed the value of the empirical prior with a slight underestimation (Fig. 5a). Next, we investigated the dynamics of prior adaptation. To this end, we ran a new experiment (Experiment 3, n=7 new participants) where we set the shape parameter of the prior to a lower value compared to Experiments 1-2 (Fig. 5b, methods). We investigated the change of $\alpha$ over time by allowing this parameter to change with trial experience (Eq. 18, methods) and compared the evolution of $\alpha$ for Experiments 1 and 2 (empirical $\alpha = 2$) with Experiment 3 (empirical $\alpha = 1$, Fig. 5b). If participants show prior adaption in our numerosity discrimination task, we hypothesized that the asymptotic value of $\alpha$ should be lower for Experiments 1-2 than for Experiment 3. First, we found that for Experiments 1-2, the value of $\alpha$ quickly reached an asymptotic value close to the target value (Fig. 5c). On the other hand, for Experiment 3 the value of $\alpha$ continued to decrease during the experimental session, but slowly approaching its target value. This seemingly slower adaptation to the shape of the prior in Experiment 3 might be explained by the following observation. The prior parametrized with $\alpha = 1$ in Experiment 3, is further away from an agent hypothesized to have a natural numerosity discrimination based on a log scale ($\alpha = 2.58$, Fig. 5b and methods), which is closer in value to the shape of the prior in Experiments 1 and 2 ($\alpha = 2$). This result is in line with previous DbS studies showing that adaptation to “unnatural” priors by sensory systems is slower (35) and may require many more trials or training experience than it is possible in laboratory experiments. Irrespective of these considerations, the key result to confirm our adaptation hypothesis is that the asymptotic value of $\alpha$ is lower for Experiment 3 compared to Experiments 1 and 2 ($P_{MCMC} = 0.006$; Fig. 5c,d). Additionally, we found that this DbS model again provides more accurate qualitative and quantitative out of sample predictions than the log model (Fig. 5e,f).
Figure 5. Prior adaptation analyses. a) Estimation of the shape parameter $\alpha$ for the DbS model by grouping the data for each and across experimental conditions and experiments. Error bars represent the 95% highest density interval of the posterior estimate of $\alpha$ at the population level. The dashed line shows the theoretical value of $\alpha$. b) Theoretical prior distribution $f(v)$ in Experiments 1 and 2 ($\alpha = 2$, purple) and 3 ($\alpha = 1$, orange). The dashed line represents the value of $\alpha$ of our prior parametrization that approximates the DbS and log discriminability models. c) Posterior estimation of the $\alpha_t$ adaptation model for $\alpha_t$ (Eq. 18) as a function of the number of trials $t$ in each daily session for Experiments 1 and 2 (purple) and Experiment 3 (orange). The results reveal that, as expected, $\alpha_t$ reaches a lower asymptotic value $\delta$. Error bars represent $\pm$ 1 s.d. of 3,000 simulated $\alpha_t$ values drawn from the posterior estimates of the HBM (see methods). d) Difference in the $\delta$ parameter between Experiments 1-2 and Experiment 3 based on the posterior parameter estimates of the HBM. This analysis reveals a significant difference ($P_{MCMC} = 0.006$). Error bars represent the 95% highest density interval of the posterior differences in the HBM. e) Behavioral data (black) and model fit predictions of the DbS (green) and Log (yellow) models. Performance of each model as a function of the sum of the number of dots in both clouds (left), the absolute difference between the number of dots in both clouds (middle) and the ratio of the number of dots in the most numerous cloud over the less numerous cloud (right). Error bars represent s.e.m. f) Difference in LOO and WAIC between the best fitting DbS (D) and Logarithmic (Log) model. g) Population exceedance probabilities (xp, left) and protected exceedance probabilities (pxp, right) for DbS (green) vs Log (yellow) of a Bayesian model selection analysis(36): $xp_{DbS}=0.99$, $pxp_{DbS}=0.87$. These results provide a clear indication that the adaptive DbS explains the data better than the Log model.
Discussion

The brain is a metabolically expensive inference machine (37, 38). Therefore it has been suggested that evolutionary pressure has driven it to make productive use of its limited resources by exploiting statistical regularities (2, 22, 28, 39, 40). Here, we incorporate this important – often ignored – aspect in models of behavior by introducing a general framework of decision-making under the constraints that the system: (i) encodes information based on binary codes, and (ii) has limited number of samples available to encode information. Crucially, this framework takes into consideration the statistics of the environment, and we provide a general solution for the specific goals that systems/organisms may require to guide optimal discriminations (e.g. maximize perceptual accuracy or expected reward) given the above-mentioned constraints. When the organism must rely on internal “noisy” percepts to guide behavior, we show that the encoding rule that maximizes mutual information is the same rule that maximizes decision accuracy in two-alternative decision tasks. This happens to be the case for accuracy maximization, however, note that there is nothing privileged about maximizing mutual information, as it does not mean that the goals of the organism are necessarily achieved (20). In fact, we show that if the goal of the organism is instead to maximize expected reward, the system should not rely on maximizing information transmission to fulfill this goal and must give up precision in information coding.

Another key implication of our work is that it provides an alternative explanation to the usual conception of noise as the main cause of behavioral performance degradation, where noise is usually artificially added to models of decision behavior to generate the desired variability (41, 42). On the contrary, our work makes it formally explicit why a system that evolved to encode information based on binary codes must be necessarily noisy, also revealing how the system could take advantage of its unavoidable noisy properties (12) to optimize decision behavior (13). While the idea of noise as a facilitator of perceptual processes is not new (13, 26, 43) (e.g. stochastic resonance phenomena), our formal analysis provides a unique view of the necessity of noise to optimize decision behavior in capacity-limited systems that rely on information coding based on binary samples. Interestingly, this notion appears to be consistent with the recent controversial finding that dynamics of LIP neurons likely reflect binary (discrete) coding states to guide decision behavior (18, 27). Based on this potential link between our and their work, our theoretical framework generates testable predictions that could be investigated in future neurophysiological work. For instance, noise distribution in neural circuits should dynamically adapt according to the prior distribution of inputs and goals of the organism. Consequently, the rate of “step-like” coding in single neurons (27) should also be dynamically adjusted (perhaps optimally) to statistical regularities and behavioral goals.
Our theory is closely related to DbS, which is an influential account of decision behavior derived from principles of retrieval and memory comparison by taking into account the regularities of the environment\textsuperscript{(28)}. We show that DbS represents a rule that is similar to (though not exactly like) the optimal encoding rule for each of a variety of different possible frequency distributions encountered in the recent past, and that it automatically adjusts the encoding in response to changes in the frequency distribution from which exemplars are drawn in approximately the right way, while providing a simple answer to the question of how such adaptation of the encoding rule to a changing frequency distribution occurs. Crucially, here we demonstrate that DbS does not guarantee maximization of decision accuracy or fitness maximization. In other words, DbS appears to be – in principle – a “suboptimal” strategy. In line with this result, a recent work demonstrated that noise added after having “efficiently” encoded input values (based on the DbS encoding function) improves information transmission and helps to account for context sensitivity adjustments\textsuperscript{(39)}. Our framework provides a formal explanation for this result, however with a different neural implementational perspective: the prior is directly embedded in an optimal noise distribution, which “corrupts” the input of each neuron that in turn generates the noisy but optimal percept. Irrespective of these considerations, here it is important to emphasize that all novel contributions made by DbS to explain the shape of ubiquitous psycho-economic functions (e.g. utility concavity, loss aversion, and risk probability curves\textsuperscript{(28)}) continue to hold under our framework, with the important added value that we provide explicit optimal solutions to maximize accuracy and reward expectation.

We tested these resource-limited coding frameworks in non-symbolic numerosity discrimination, a fundamental cognitive function for behavior in humans and other animals, which may have emerged during evolution to support fitness maximization. Here, we find that the way in which the precision of numerosity discrimination varies with the size of the numbers being compared is consistent with the hypothesis that the internal representations on the basis of which comparisons are made are sample-based. In particular, we find that the encoding rule varies depending on the frequency distribution of values encountered in a given environment, and that this adaptation occurs fairly quickly once the frequency distribution changes.

This adaptive character of the encoding rule differs, for example, from the common hypothesis of a logarithmic encoding rule (independent of context), which we show fits our data less well. Nonetheless, we can reject the hypothesis of full optimality of the encoding rule for each distribution of values used in our experiments, even after subjects have had extensive experience with a given distribution. Thus, a possible explanation of why DbS is the favored model in our numerosity task is that accuracy and reward maximization requires optimal adaptation of the noise distribution based
on our imposed prior, requiring complex neuroplastic changes to be implemented, which are in turn metabolically costly (44). Relying on samples from memory might be less metabolically costly as these systems are plastic in short time scales, and therefore a relatively simpler heuristic to implement allowing faster adaptation.

Interestingly, it was recently shown that in a reward learning task, a model that estimates values based on memory samples from recent past experiences can explain the data better than canonical incremental learning models (45). Based on their and our findings, we conclude that sampling from memory is a potentially powerful mechanism for guiding choice behavior, as it allows quick learning and generalization of environmental contexts based on recent experience. However, it should be noted that relying on such mechanisms alone might be suboptimal from a performance- and goal-based point of view, where neural calibration of optimal strategies may require extensive experience, possibly via direct interactions between memory and sensory systems (46, 47).

Taken together, our findings emphasize the need of studying optimal models, which serve as anchors to understand the brain’s computational goals without ignoring the fact that biological systems are limited in their capacity to process information. We addressed this by proposing a computational problem, elaborating an algorithmic solution, and proposing a minimalistic implementational architecture that solves the resource-constrained problem. This is essential, as it helps to establish frameworks that allow comparing behavior not only across different tasks and goals, but also across different levels of description, for instance, from single cell operation to observed behavior (24). We argue that this approach is fundamental to provide benchmarks for human performance that can lead to the discovery of alternative heuristics (48) that could also be suboptimal under resource-constrained frameworks — as we demonstrate here for DbS — but that might be in turn the optimal strategy to implement if one considers costs of optimal adaptation (25, 49). We conclude that the understanding of brain function under a principled research agenda, which takes into account decision mechanisms that are biologically feasible, will be essential to accelerate the elucidation of the mechanisms underlying human cognition.
METHODS

Participants. The study tested young healthy volunteers with normal or corrected-to-normal vision (total n = 20, age 19–36 years, 9 females: n = 7 in experiment 1, 2 females; n = 6 new participants in experiment 2, 3 females; n = 7 new participants in experiment 3, 4 females). Participants were randomly assigned to each experiment and no participant was excluded from the analyses. Participants were instructed about all aspects of the experiment and gave written informed consent. None of the participants suffered from any neurological or psychological disorder or took medication that interfered with participation in our study. Participants received monetary compensation for their participation in the experiment partially related to behavioral performance (see below). The experiments conformed to the Declaration of Helsinki and the experimental protocol was approved by the Ethics Committee of the Canton of Zurich.

Experiment 1: Participants (n=7) carried out a numerosity discrimination task for four consecutive days for approximately one hour per day. Each daily session consisted of a training run followed by 8 runs of 75 trials each. Thus, each participant completed ~2,400 trials across the four days of experiment.

After a fixation period (1-1.5s jittered), two clouds of dots (left and right) were presented on the screen for 200ms. Participants were asked to indicate the side of the screen where they perceived more dots. Their response was kept on the screen for 1 s followed by feedback consisting of the symbolic number of dots in each cloud as well as the monetary gains and opportunity losses of the trial depending on the experimental condition (Fig. 3a). In the value condition, participants were explicitly informed that each dot in a cloud of dots corresponded to 1 Swiss Franc (CHF). Participants were informed that they would receive the amount in CHF corresponding to the total number of dots on the chosen side (Fig. 3a). At the end of the experiment a random trial was selected and they received the corresponding amount. In the accuracy condition, participants were explicitly informed that they could receive a fixed reward (15 Swiss Francs (CHF)) for each correct trial. This fixed amount was selected such that it approximately matched the expected reward received in the value condition (as tested in pilot experiments). At the end of the experiment, a random trial was selected and they would receive this fixed amount if they chose the cloud with more dots (i.e. the correct side). Each condition lasted for two consecutive days with the starting condition randomized across participants. Only after completing all four experiment days, participants were compensated for their time with 20 CHF per hour, in addition to the money obtained based on their decisions on each experimental day.
**Experiment 2:** Participants (n=6) carried out a numerosity discrimination task where each of four daily sessions consisted of 16 runs of 40 trials each, thus each participant completed ~2,560 trials. A key difference with respect to Experiment 1 is that participants had to accumulate points based on their decisions and had to reach a predetermined threshold on each run. The rules of point accumulation depended on the experimental condition. In the *perceptual* condition, a fixed amount of points was awarded if the participants chose the cloud with more dots. In this condition, participants were instructed to accumulate a number of points and reach a threshold given a limited number of trials. Based on the results obtained in Experiment 1, the threshold corresponded to 85% of correct trials in a given run, however the participants were unaware of this. If the participants reached this threshold, they were eligible for a fixed reward (20 CHF) as described in Experiment 1. In the value condition, the number of points received was equal to the number of dots in the cloud, however, contrary to experiment 1, points were only awarded if the participant chose the cloud with the most dots. Participants had to reach a threshold that was matched in the expected collection of points of the perceptual condition. As in Experiment 1, each condition lasted for two consecutive days with the starting condition randomized across participants. Only after completing all the four days of experiment, participants were compensated for their time with 20 CHF per hour, in addition to the money obtained based on their decisions on each experimental day.

**Experiment 3:** The design of Experiment 3 was similar to the value condition of Experiment 2 (n=7 participants) and was carried out over three consecutive days. The key difference between Experiment 3 and Experiments 1-2 was the shape of the prior distribution $f(v)$ that was used to draw the number of dots for each cloud in each trial (see below).

**Stimuli statistics and trial selection:** For all experiments, we used the following parametric form of the prior distribution

$$f(v) = c(1 - v)^\alpha, \quad (\text{Eq. 10})$$

initially defined in the interval [0,1] for mathematical tractability in the analytical solution of the encoding rules $\theta(v)$ (see below), with $\alpha > 0$ determining the shape of the distribution, and $c$ is a normalizing constant. For Experiments 1 and 2 the shape parameter was set to $\alpha = 2$, and for Experiment 3 was set to $\alpha = 1$. i.i.d. samples drawn from this distribution where then multiplied by 50, added an offset of 5, and finally were rounded to the closest integer (i.e., the numerosity values in our experiment ranged from $v_{\min} = 5$ to $v_{\max} = 55$). The pairs of dots on each trial were determined by sampling from a uniform density window in the CDF space (Eq. 10 is its corresponding PDF). The pairs of dots in each trial were selected with the conditions...
that, first, their distance in the CDF space was less than a constant (0.25, 0.28 and 0.23 for Experiments 1, 2 and 3 respectively), and second, the number of dots in both clouds was different. Figure 3c illustrates the probability that a pair of choice alternatives was selected for a given trial in Experiments 1 and 2.

**Power analyses and model recovery:** Given that adaptation dynamics in sensory systems often require long-term experience with novel prior distributions, we opted for maximizing the number of trials for a relatively small number of participants per experiment, as it is commonly done for this type of psychophysical experiments (50–52). Note that based on the power analyses described below, we collected in total ~42,000 trials across the three Experiments, which is above the average number of trials typically collected in human studies.

In order to maximize statistical power in the differentiation of the competing encoding rules, we generated 10,000 sets of experimental trials for each encoding rule and selected the sets of trials with the highest discrimination power (i.e. largest differences in -Log-Likelihood) between the encoding models. In these power analyses, we also investigated what was the minimum number of trials that would allow accurate generative model selection at the individual level. We found that ~1,000 trials per participant in each experimental condition would be sufficient to predict accurately (P>0.95) the true generative model. Based on these analyses, we decided to collect at least 1,200 trials per participant and condition (perceptual and value) in each of the three experiments. Model recovery analyses presented in Figure 3d illustrate the result of our power analyses (see also Supplementary Figure 2).

**Apparatus:** Eyetracking (EyeLink 1000 Plus) was used to check the participants fixation during stimulus presentation. When participants blinked or move their gaze (more than 2° of visual angle) away from the fixation cross during the stimulus presentation the trial was canceled (only 212 out of 42,000 trials were aborted, i.e., < 0.006% of the trials). Participants were informed when a trial was aborted and were encouraged not to do so as they would not receive any reward for this trial. A chinrest was used to keep the distance between the participants and the screen constant (55cm). The task was run using Psychtoolbox Version 3.0.14 on Matlab 2018a. The diameter of the dots varied between 0.42° and 1.45° of visual angle. The center of each cloud was positioned 12.6° of visual angle horizontally from the fixation cross and had a maximum diameter of 19.6° of visual angle. Following previous numerosity experiments (53, 54), either the average dot size or the total area covered by the dots was maintained constant in both clouds for each trial. The color of each dot (white or black) was randomly selected for each dot. Stimuli set were different for each participant but identical between the two conditions.
**Encoding rules and model fits:** The parametrization of the prior \( f(v) \) (Eq. 10) allows tractable analytical solutions of the encoding rules \( \theta_P(v) \), \( \theta_R(v) \) and \( \theta_D(v) \), that correspond to Accuracy maximization, Reward maximization, and DbS, respectively:

- **Accuracy maximization:**
  \[
  \theta_A(v) = \sin \left[ \frac{\pi}{2} (1 - (1 - v)^{\alpha + 1})^2 \right]
  \]  
  (Eq. 11)

- **Reward maximization:**
  \[
  \theta_R(v) = \sin \left[ \frac{\pi}{2} (1 + (v - 1)((1 - v)^{\alpha})^{2/3})^2 \right]
  \]  
  (Eq. 12)

- **DbS:**
  \[
  \theta_D(v) = 1 - (1 - v)^{\alpha + 1}
  \]  
  (Eq. 13)

Graphical representation of the respective encoding rules is shown in Fig. 3e for Experiments 1 and 2. Given an encoding rule \( \theta(v) \), we now define the decision rule. The goal of the decision maker in our task is always to decide which of two input values \( v_1 \) and \( v_2 \) is larger. Therefore, the agent chooses \( v_1 \) if and only if the internal readings \( k_1 > k_2 \). Following the definitions of expected value and variance of binomial variables, and approximating for large \( n \) (see Supplementary Note 3), the probability of choosing \( v_1 \) is given by

\[
P_{\text{choose } v_1} \approx \Phi \left( \frac{\theta_1 - \theta_2}{\sqrt{\theta_1(1-\theta_1)+\theta_2(1-\theta_2)}} \right),
\]  
(Eq. 14)

where \( \Phi(\cdot) \) is the standard CDF, and \( \theta_1 \) and \( \theta_2 \) are the encoding rules for the input values \( v_1 \) and \( v_2 \), respectively. Thus, the choice structure is the same for all models, only differing in their encoding rule. The three models generate different qualitative performance predictions for a given number of samples \( n \) (Fig. 3f).

Crucially, this probability decision rule (Eq. 14) can be parsimoniously extended to include potential side biases independent of the encoding process as follows

\[
P_{\text{choose } v_1} \approx \Phi \left( \frac{\theta_1 - \theta_2}{\sqrt{\theta_1(1-\theta_1)+\theta_2(1-\theta_2)}} + \beta_0 \right),
\]  
(Eq. 15)

where \( \beta_0 \) is the bias term. This is the base model used in our work. We were also interested in studying whether choice history effects\((31, 32)\) may have influence in our task, thus possibly affecting the conclusions that can be drawn from the base model.

Therefore, we extended this model to incorporate the effect of decision learning and choices from the previous trial.
where \( a_{t-1} \) is the choice made on the previous trial (+1 for left choice and -1 for right choice) and \( r_{t-1} \) is the “outcome learning” on the previous trial (+1 for correct choice and -1 for incorrect choice). \( \beta^L \) and \( \beta^{Ch} \) capture the effect of decision learning and choice in the previous trial, respectively.

Given that the choice structure is the same for all three sampling models considered here, we can naturally address the question of what decision rule the participants favor via a latent-mixture model. We implemented this model based on a hierarchical Bayesian modelling (HBM) approach. The base-rate probabilities for the three different encoding rules at the population level are represented by the vector \( \pi \), so that \( \pi_m \) is the probability of selecting encoding rule model \( m \). We initialize the model with an uninformative prior given by

\[
\pi \sim \text{Dirichlet}(1_{m=1}, 1_{m=2}, 1_{m=3}).
\]

This base-rate is updated based on the empirical data, where we allow each participant \( s \) to draw from each model categorically based on the updated base-rate

\[
m_s \sim \text{Categorical}(\pi),
\]

where the encoding rule \( \theta \) for model \( m \) is given by

\[
\theta_{m,s} = \begin{cases} 
\theta_A \text{ (Eq. 11)}, & m = 1 \\
\theta_R \text{ (Eq. 12)}, & m = 2 \\
\theta_D \text{ (Eq. 13)}, & m = 3 
\end{cases}
\]

The selected rule was then fed into equations 15 or 16 to determine the probability of selecting a cloud of dots. The number of samples \( n \) was also estimated within the same HBM with population mean \( \mu \) and standard deviation \( \sigma \) initialized based on uninformative priors with plausible ranges

\[
\mu_n \sim \text{Uniform}(1,1000) \\
\sigma_n \sim \text{Uniform}(0.01,100)
\]

allowing each participant \( s \) to draw from this population prior assuming that \( n \) is normally distributed at the population level

\[
n_s \sim \text{Normal}(\mu_n, \sigma_n),
\]

Similarly, the latent variables \( \beta \) in equations 15 and 16 were estimated by setting population mean \( \mu_\beta \) and standard deviation \( \sigma_\beta \) initialized based on uninformative priors

\[
\mu_\beta \sim \text{Uniform}(-10,10)
\]
\[ \sigma_\beta \sim \text{Uniform}(0.01,100) \]

allowing each participant \( s \) to draw from this population prior assuming that \( \beta \) is normally distributed at the population level

\[ \beta_s \sim \text{Normal}(\mu_\beta, \sigma_\beta). \]

In all the results reported in Figures 3 and 4, the value of the shape parameter of the prior was set to its true value \( \alpha = 2 \). The estimation of \( \alpha \) in Figure 5a was investigated with a similar hierarchical approach, allowing each participant to sample from the normal population distribution with uninformative priors over the population mean and standard deviation

\[ \mu_\alpha \sim \text{Uniform}(0.01,20) \]
\[ \sigma_\alpha \sim \text{Uniform}(0.0001,100). \]

The choice rule of the standard logarithmic model of numerosity discrimination is given by:

\[ P_{\text{choose } v_1} = \Phi \left( \frac{\log(v_1) - \log(v_2)}{\sigma \sqrt{2}} \right), \quad \text{(Eq. 17)} \]

where \( \sigma \) is the internal noise in the logarithmic space. This model was extended to incorporate bias and choice history effects in the same way as implemented in the sampling models. Here we emphasize that all sampling and log models have the same degrees of freedom, where performance is mainly determined by \( \pi \) in the sampling models and Weber’s fraction \( \sigma \) in the log model, and biases are determined by parameters \( \beta \). For all above-mentioned models, the trial-by-trial likelihood of the observed choice (i.e. the data) given probability of a decision was based on a Bernoulli process

\[ y_{t,s} \sim \text{Bernoulli}(P_{\text{choose } v_1}), \]

where \( y_{t,s} \in \{0,1\} \) is the decision of each participant \( s \) in each trial \( t \). In order to allow for prior adaptation, the model fits presented in Figures 3 and 4 were fit starting after a fourth of the daily trials (corresponding to 150 trials for experiment 1 and 160 trials for experiment 2) to allow for prior adaptation and fixing the shape parameter to its true generative value \( \alpha = 2 \).

The dynamics of adaptation (Fig. 5) were studied by allowing the shape parameter \( \alpha \) to evolve through trial experience using all trials collected on each experiment day. This was studied using the following function

\[ \alpha_t = \delta + \eta e^{-t/\tau}, \quad \text{(Eq. 18)} \]
where \( \delta \) represents a possible target adaptation value of \( \alpha \), \( t \) is the trial number, and \( \eta, \tau \) determine the shape of the adaptation. Therefore, the encoding rule of the DbS model also changed trial-to-trial

\[
\theta_D(v) = 1 - (1 - v)^{\alpha t + 1}.
\]  
(Eq. 19)

Adaptation was tested based on the hypothesis that participants initially use a logarithmic discrimination rule (Eq. 17) (this strategy also allowed improving identification of the adaptation dynamics). Therefore, Eq. 18 was parametrized such that the initial value of the shape parameter \( (\alpha_t = 0) \) guaranteed that discriminability between the DbS and the logarithmic rule was as close as possible. This was achieved by finding the value of \( \alpha \) in the DbS encoding rule \( (\theta_D, \text{Eq 13}) \) that minimizes the following expression

\[
\sum_{t=1}^{T} \left[ \frac{\theta_D(v_{1,t}) - \theta_D(v_{2,t})}{\sqrt{\theta_D(v_{1,t})(1 - \theta_D(v_{1,t})) + \theta_D(v_{2,t})(1 - \theta_D(v_{2,t}))}} \right] - (\log(v_{1,t}) - \log(v_{2,t}))^2,
\]  
(Eq. 20)

where \( v_{1,t} \) and \( v_{2,t} \) are the numerosity inputs for each trial \( t \). This expression was minimized based on all trials generated in Experiments 1-3 (note that minimizing this expression does not require knowledge of the sensitivity levels \( \sigma \) and \( n \) for the log and DbS models, respectively). We found that the shape parameter value that minimizes Eq. 20 is \( \alpha = 2.58 \). Based on our prior \( f(v) \) parametrization (Eq. 10), this suggests that the initial prior is more skewed than the priors used in Experiments 1-3 (Fig. 5b). This is an expected result given that log-normal priors – typically assumed in numerosity tasks – are also highly skewed. We fitted the \( \delta \) parameter independently for Experiments 1-2 and Experiments 3 but kept the \( \tau \) parameter shared across all experiments. If adaptation is taking place, we hypothesized that the asymptotic value \( \delta \) of the shape parameter \( \alpha \) should be larger for Experiments 1-2 compared to Experiment 3.

Posterior inference of the parameters in all the hierarchical models described above was performed via the Gibbs sampler using the Markov Chain Monte Carlo (MCMC) technique implemented in JAGS. For each model, a total of 50,000 samples were drawn from an initial burn-in step and subsequently a total of new 50,000 samples were drawn for each of three chains (samples for each chain were generated based on a different random number generator engine, and each with a different seed). We applied a thinning of 50 to this final sample, thus resulting in a final set of 1,000 samples for each chain (for a total of 3,000 pooling all 3 chains). We conducted Gelman–Rubin tests for each parameter to confirm convergence of the chains. All latent variables in our Bayesian models had \( \hat{R} < 1.05 \), which suggests that all three chains converged to a target posterior distribution. We checked via visual inspection
that the posterior population level distributions of the final MCMC chains converged to our assumed parametrizations. When evaluating different models, we are interested in the model’s predictive accuracy for unobserved data, thus it is important to choose a metric for model comparison that considers this predictive aspect. Therefore, in order to perform model comparison, we used a method for approximating leave-one-out cross-validation (LOO) that uses samples from the full posterior (55). These analyses were repeated using an alternative Bayesian metric: the WAIC (55).
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