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Abstract 

 The ability to invariably identify spoken words and other naturalistic sounds in different temporal modulations and timbres 1 

requires perceptual tolerance to numerous acoustic variations. However, the mechanisms by which auditory information is 2 

perceived to be invariant are poorly understood, and no study has explicitly tested the perceptual constancy skills of nonhuman 3 

primates. We investigated the ability of two trained rhesus monkeys to learn and then recognize multiple sounds that included 4 

multisyllabic words. Importantly, we tested their ability to group unexperienced sounds into corresponding categories. We found 5 

that the monkeys adequately categorized sounds whose formants were at close Euclidean distance to the learned sounds. Our 6 

results indicate that macaques can attend and memorize complex sounds such as words. This ability was not studied or reported 7 

before and can be used to study the neuronal mechanisms underlying auditory perception. 8 

Introduction 9 

The ability to recognize the identity of a sound through variations in sensory input, such as a specific vocalization emitted by 10 

different talkers, exists in humans and likely in other animals(Elie & Theunissen, 2015; Peterson & Barney, 1952; Saunders & 11 

Wehr, 2019; Seyfarth, Cheney, & Marler, 1980; Town, Wood, & Bizley, 2018). Although this ability is vital for communication 12 

in primates, the perceptual basis of invariant recognition of sounds has been scarcely investigated. One possible reason for this is 13 

that non-human primates may only show limited acoustic learning(Fritz, Mishkin, & Saunders, 2005; Scott, Mishkin, & Yin, 14 

2012; Wright, 1999), so their recognition capability may depend on genetically-programmed circuits(Brockelman & Schilling, 15 

1984; Owren, Dieter, Seyfarth, & Cheney, 1992; Zador, 2019). On the other hand, it is known that macaques are capable of 16 

learning repertoires of visual categories(Rajalingham, Schmidt, & DiCarlo, 2015) and report the existence of objects with 17 

ambiguous or incomplete information(Diamond et al., 2016; Roy, Buschman, & Miller, 2014). However, this ability has never 18 

been tested for acoustic perception in non-human primates. In this paper, we sought to determine what acoustic parameters drive 19 

the invariant recognition of sounds (IRS) in trained non-human primates. We hypothesized that monkeys would invariably 20 

recognize sounds of salient patterns that resembled those the animals learned(Furuyama, Kobayasi, & Riquimaroux, 2017; 21 

Remez, Rubin, Pisoni, & Carrell, 1981). To further test this, we designed a novel paradigm in which the macaques had to report 22 

the recognition of target (T) sounds presented in sequences that included nontarget (N) sounds. We found that the monkeys 23 
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invariantly recognized unexperienced sounds of frequency patterns near prominent patterns of learned sounds. Our results 24 

allowed us to elucidate the acoustic parameters(Furuyama, Kobayasi, & Riquimaroux, 2016; Ghazanfar et al., 2007; Shue, 25 

Keating, & Vicenik, 2009; Tchernichovski, Nottebohm, Ho, Pesaran, & Mitra, 2000) that lead to monkeys’ IRS. We also 26 

demonstrate that rhesus monkeys are capable to learn diverse sounds of complex spectrotemporal structures such as words. In 27 

addition, we demonstrate that the monkeys perceive unheard versions to be invariant of the related learned categories.  28 

 29 

Results 30 

In order to study the invariant recognition of sounds, we trained two rhesus monkeys in an acoustic recognition task. During the 31 

task, the monkeys obtained a reward for releasing a lever after identifying a T presented after zero, one or two Ns (Fig. 1a-c; see 32 

Methods). After two years of training the monkeys learned to guide their behaviour attending acoustic information. Since then, the 33 

monkeys included numerous sounds into T or N categories by discovering, in few trials, which delivered reward and which did 34 

not. Then, the monkeys consolidated their memories by practicing few sounds during several days, and when their behaviour was 35 

consistent, we delivered new sounds. This phase of training took no more than two months, and then we decided to limit the number 36 

of sounds the monkeys would learn in order to privilege the number of repetitions per sound for each sound during the experiments. 37 

Overall, monkey V recognised seven Ts and twenty-one Ns, and monkey X eleven Ts and ten Ns. The macaques demonstrated 38 

excellent performance with an overall hit rate of 96.8 ± 0.11 (mean ± SEM, one-sample sign test, p < 0.01) (Supplementary Table 39 

1). They also exhibited longer reaction times during false alarms (395.2 ± 128.4 ms) than during hits (281.8 ± 63.8 ms, Kruskal-40 

Wallis test, p < 0.001) (Supplementary Fig. 1). Figs. 1d and 1e present examples of five Ts and five Ns frequently used during the 41 

experiments. The hit rate of monkey V was better when Ts in the first position, whereas monkey X was faster for Ts presented in 42 

the first and third positions (Kruskal-Wallis test, p < 0.01). 43 

 44 

The monkeys recognized sounds based on their mean frequencies 45 

To study the monkeys’ ability to differentiate Ts from Ns, we inquired the monkeys with sets of morphed sounds created from 46 

mixtures of a T and an N in different proportions (see Methods). Fig. 2a illustrates a morphing set in which the N /si/ (i.e. the 47 
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Spanish word for ‘yes’) gradually morphed into a T coo monkey call. Fig. 2b shows psychometric functions (PFs) of the probability 48 

of recognising a morph as a T. Here, the differential limen (DL) indicates the minimum proportion of T required for recognition of 49 

a morph. There were no differences between monkey V’s and monkey X’s DLs: 11.3 ± 1.2 and 10.93 ± 1.4 (mean ± SEM), 50 

respectively (Kruskal-Wallis test, p = 0.93; Supplementary Table 2). In order to elucidate the acoustic variables responsible for 51 

recognitions, we calculated acoustic functions of morph parameters (e.g. AM, periodicity, entropy and pitch; see Methods) to 52 

contrast to the PFs. Thus, we derived Pearson acoustic functions (PAFs) from Pearson correlations of each morph and 100% T 53 

(Fig. 2c). Therefore, the PAFs express the similarities between the morphs’ acoustic modulations and the modulation of T. 54 

Nevertheless, as an alternative, we computed acoustic functions of the Euclidean distances (FEDs) between parameters in the 55 

morphs and in T (Fig. 2d). Finally, to determine whether recognition of morphs as T depended on Pearson or on proximities to 56 

acoustic parameters, we performed Spearman correlations of PAFs and FEDs with the PFs (Figs. 2e and 2f, respectively). The 57 

results indicated that FEDs of mean frequencies were strongly correlated with performance. Here, the average rho-values were 0.97 58 

and 0.96 for monkeys V and X, respectively (p < 0.05, Supplementary Table 3), meaning that acoustic saliencies such as the 59 

formants drove the monkeys’ abilities to recognise sounds. 60 

Invariant recognition arises from variants at Euclidean proximities to learned sounds. 61 

To test for IRS in macaques, we presented the monkeys with several versions of the learned sounds, e.g. one word uttered by 62 

different individuals. We experimented with sets of five versions of each T and N. Fig. 3a presents the T ['pwɛɾ.ta] spectrogram, 63 

i.e. the Spanish disyllabic word for door, and five variants (v1-v5). The boxplots in Fig. 3b correspond to the probabilities of 64 

recognising the versions as a T. The monkeys recognised 78.0% of the fifty versions above chance (one-sample sign test, p ≤ 0.05), 65 

with no performance differences between the two monkeys: 84.4 and 84.3% hit rate (Mann-Whitney test, p = 0.148). To determine 66 

whether the recognition of a version was due to the Euclidean proximity between any of its acoustic parameters to a learned sound, 67 

we calculated various FEDs from various acoustic parameters. Fig. 3c shows that, using the parameter ‘Mean Frequency’, the 68 

Euclidean distances of ['pwɛɾ.ta] to four of its versions were smaller than the distances of those versions to other learned sounds. 69 

The only exception was a version closer to the coo sound. However, the normalised distances showed that the version of ['pwɛɾ.ta] 70 

closer to the coo produced the lowest performance (Fig. 3d). Similarly, Fig. 3e shows that the mean frequency of variants of other 71 

.CC-BY-NC-ND 4.0 International licenseunder a
not certified by peer review) is the author/funder, who has granted bioRxiv a license to display the preprint in perpetuity. It is made available 

The copyright holder for this preprint (which wasthis version posted December 1, 2019. ; https://doi.org/10.1101/805218doi: bioRxiv preprint 

https://doi.org/10.1101/805218
http://creativecommons.org/licenses/by-nc-nd/4.0/


 

5 

 

learned sounds were also closer to the expected category (Spearman correlation, R = 0.92, p < 0.01). Moreover, the FEDs of the 72 

sounds’ mean frequencies explained performance better than PAFs and other acoustic parameters (Fig. 3f).  73 

  74 

The formants of the sounds contribute to IRS. 75 

  76 

Since the mean frequency is derived from the mean power of the frequencies in a sound, we explored the contribution to IRS of 77 

the frequencies with highest power modulations, e.g. the acoustic formants. To do this, we presented the monkeys with sounds of 78 

some formants of the learned sounds and their versions. Fig. 4a shows spectrograms of the T [ko.'mi.ða], i.e. the Spanish trisyllabic 79 

word for food, and its F1, F2, and F1&F2 formants. Similarly, Fig. 4b shows spectrograms of a version of [ko.'mi.ða], and its 80 

formants. The hypothesis was that formants of the learned sounds would suffice to drive the monkeys’ recognitions. Moreover, 81 

that formants of the versions modulated in the range of the learned sounds would also work for acoustic recognition (Fig. 4c). The 82 

monkeys performed for no more than forty presentations of each sound in order to prevent the learning of formants as T or N. Fig. 83 

4d presents the mean performance of the monkeys during the recognition of sounds in Fig. 4a-b.  84 

The monkeys significantly identified [ko.'mi.ða], its formants, the versions, and the versions’ F1&F2 formants (one-sample sign 85 

test, p < 0.01). However, the versions’ F1 or F2 alone were not sufficient for recognition. Fig. 4e is the same as Fig. 4c but for the 86 

category ['xaw.la]. Fig. 4f shows false alarms of ['xaw.la], the versions and formants. Here, F2 of the learned and version sounds, 87 

and F1&F2 of the learned sound did not produce a significant number of false alarms. Finally, Figs. 4g-h present the results for 88 

other Ts and Ns, and their versions. The monkeys recognised the learned T with a probability of 0.93 ± 0.03, and versions of Ts 89 

with a P of 0.73 ± 0.09. Meanwhile, the false alarms of learned N had a P of 0.14 ± 0.06, and for Ns versions P was 0.24 ± 0.16. 90 

Overall, 94% of F1&F2 of learned and version sounds were recognised significantly (one-sample sign test, p < 0.01) 91 

(Supplementary Table 4). These results suggest that the invariant recognition of sounds in macaques is created from acoustic 92 

saliencies modulated in the range of saliencies of learned sounds. 93 

 94 

Discussion 95 
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 We presented evidence of the invariant recognition of sounds in monkeys. This evidence is mainly supported by the ability of the 96 

monkeys to recognise variants to which they had no previous exposure. The learned sounds included words and naturalistic sounds 97 

in a broad range of frequencies and temporal modulations. Remarkably, the recognition of the variants was based on their Euclidean 98 

proximity to the saliences of the learned sounds. To our knowledge, this is the first demonstration of the ability of monkeys to store 99 

in long-term memories information about the sound of words and other naturalistic tokens.  100 

 101 

Macaques learn numerous naturalistic sounds. 102 

The training of monkeys was indeed more tenuous and prolonged than in visual or tactile paradigms(Lemus, Hernández, & Romo, 103 

2009; Rajalingham et al., 2015) but achievable, they recognised sounds that included multisyllabic words above a hit rate of 90%. 104 

This single result suggests that acoustic circuits cannot be entirely based on genetic programmes(Brockelman & Schilling, 1984; 105 

Owren et al., 1992; Zador, 2019), similar to recently reported in songbirds(Moore & Woolley, 2019). Moreover, we verified that 106 

the learned sounds remained in long-term memories because the monkeys were able to solve the task effective after periods of up 107 

to five weeks of rest. 108 

A realistic possibility was that the monkeys only learned the first or the last chunks of the sounds. Nevertheless, since the macaques 109 

had to wait for 0.5 s after each sound to respond they probably accumulated all available evidence, similar to previous reports 110 

showing that they needed all disposable information for discriminate acoustic flutter-frequencies(Lemus et al., 2009), for example.  111 

A weakness of our study was the lack of semantic relationships to each of the sounds. Perhaps with the only exception of the 112 

conspecific vocalizations, other sounds have no particular meaning for the monkeys other than being T or N. If this was the case, 113 

it is interesting to note that the monkey vocalizations acquired and alternative meaning to the monkeys; i.e., T or N, which also 114 

mean reward and holding down the lever, respectively. Nevertheless, in our study, the repertoire of frequencies within the Ts and 115 

Ns were likely to form diverse neural representations throughout the superior temporal gyrus. Similar associations to behaviour 116 

may occur in other communicating animals(Elie & Theunissen, 2015; Saunders & Wehr, 2019; Town et al., 2018). 117 

  118 

Acoustic recognition arises from a rule of proximity.  119 
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To understand the IRS, it is fundamental to discern the range of acoustic variability where a perceptual category remains. Our first 120 

hypothesis was that the IRS emerged from the similarity of acoustic modulations between a learned sound and its versions. Thus, 121 

we first searched for Pearson’s correlations between the continuous functions of the learned sounds and the mixtures of T and N 122 

categories. The relationships would suggest the existence of spectrotemporal fingerprints emulated by the morphs. However, we 123 

found that subtle differences ruled out the hypothesis. Alternatively, we found that the perceptual constancy of acoustic categories 124 

occurred for versions with mean frequencies at short Euclidean distances of the learned sounds. This finding coincides with recent 125 

reports on vowel identification(Town et al., 2018), and is consistent with the notion of formants being crucial for carrying acoustic 126 

identities(Fitch & Fritz, 2006; Furuyama et al., 2016, 2017; Ghazanfar et al., 2007; Remez et al., 1981). One explanation is that the 127 

salient formants emerge with semantic information from the persistent fine structure of sounds, such as timbre, which may be 128 

responsible for streaming —as in a cocktail party paradigm. In such a scenario, perhaps neuronal responses that adapt to timbre 129 

code only for the formants. One possible consequence would be that speakers learn to modulate formants in order to communicate, 130 

and not the pitch, nor the timbre, which are more useful for sound localisation, or recognition of conspecifics(Takahashi, Fenley, 131 

& Ghazanfar, 2016). This possibility, however, needs to be corroborated in future experiments, where experimental models as the 132 

one we present here, may become crucial.   133 

  134 

Hierarchical processing of sounds 135 

Recordings of neurons in passive untrained macaque have demonstrated that belt area neurons around the core of the auditory 136 

cortex (A1) are responsive to band-passed noises(Rauschecker & Tian, 2004), FM-sweeps(Biao Tian & Rauschecker, 2004), and 137 

conspecific vocalisations(Ortiz-Rios et al., 2017; Rauschecker & Tian, 2000; B. Tian, Reser, Durham, Kustov, & Rauschecker, 138 

2001). The belt receives the information contained in vocalisations from simultaneous projections of the neurons which 139 

demonstrate sharp frequency tuning in A1. However, since these cells also respond to reversed monkey calls(Recanzone, 2008), 140 

they do not code for specific sequences of frequencies that provide identity to the acoustic categories. This would suggest and 141 

support the finding of PFC neurons encoding for vocalisations organised in specific frequency sequences(Cohen, Hauser, & Russ, 142 

2006; Romanski, Averbeck, & Diltz, 2005; Russ, Ackelson, Baker, & Cohen, 2008). Nevertheless, those cells were observed in 143 
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non-behaving macaques, so their contribution to acoustic perception remains unclear. In order to understand what parameters 144 

correlate with auditory perception, experiments using monkeys trained to discriminate the syllables /bad/ and /dad/ found 145 

categorical responses to linear mixtures of the syllables at the belt(Tsunada, Lee, & Cohen, 2011). This finding means that belt 146 

neurons responded to perceptual categories and not to particular spectrotemporal modulations. Recent fMRI studies in humans and 147 

macaques showed that anterior areas of the superior temporal gyrus respond more to conspecific vocalisations compared to other 148 

sounds(Leaver & Rauschecker, 2010; Perrodin, Kayser, Abel, Logothetis, & Petkov, 2015; Perrodin, Kayser, Logothetis, & Petkov, 149 

2011; Petkov et al., 2008; Robert J. Zatorre; Pascal Belin, 2001; Shue et al., 2009), suggesting a distributed cortical representation 150 

of sounds relevant to behaviour. An important question is whether those representations serve as templates for the recognition of 151 

similar sounds(Belin, Bodin, & Aglieri, 2018). Studies of the inferotemporal and prefrontal cortices of monkeys showed neurons 152 

whose categorical responses achieved the grouping of wide variations of images(Bao & Tsao, 2018; DiCarlo, Zoccolan, & Rust, 153 

2012; Seger & Miller, 2010), consistently with perceptual reports(Cromer, Roy, & Miller, 2010; Wutz, Loonis, Roy, Donoghue, 154 

& Miller, 2018). Similarly, experiments in the prefrontal cortex and secondary auditory areas suggest the neuronal coding of 155 

acoustic categories(Cohen et al., 2006; Leaver & Rauschecker, 2010; Perrodin et al., 2015, 2011; Petkov et al., 2008; Romanski et 156 

al., 2005; Russ et al., 2008; Tsunada et al., 2011). Experiments conducted with behaving ferrets showed that A1 neurons can 157 

respond to variations of vowels(Town et al., 2018). However, the neurons were sensitive to input timing, suggesting that the 158 

recognition of longer and more complex sounds requires further cortical integration.  159 

Based on our results, it’s probably that recognition circuits hierarchically integrate patterns of acoustic prominences, including 160 

combinations, as in words. Furthermore, recurrent sounds create neuronal templates, sometimes evoked by similar saliencies of 161 

variants. Further experiments may explore semantics using our auditory paradigm. For example, the coding of the meaning of 162 

conspecific vocalizations in different brain areas(Chandrasekaran, Lemus, & Ghazanfar, 2013; Ortiz-Rios et al., 2015; Petkov et 163 

al., 2008; Rauschecker & Tian, 2000; Rauschecker, Tian, & Hauser, 1995; Recanzone, 2008; Robert J. Zatorre; Pascal Belin, 2001; 164 

B. Tian et al., 2001). In conclusion, the behavioural paradigm we present could serve to advance the study of acoustic recognition 165 

at the neuronal level, because, in contrast to humans(Coupé, Oh, Dediu, & Pellegrino, 2019), trained monkeys present only a few 166 

dozen acoustic representations, meaning fewer lexical overlaps, which could benefits the study of discrete acoustic percepts. 167 
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 168 

Methods 169 

         170 

Ethics statement 171 

  172 

All procedures were performed in compliance with the Mexican Official Standard for the Care and Use of Laboratory Animals 173 

(NOM-062-ZOO-1999) and approved by the Internal Committee for the Use and Care of Laboratory Animals of the Institute of 174 

Cell Physiology, UNAM (CICUAL; LLS80-16). 175 

  176 

Animals and experimental setup  177 

  178 

Two adult rhesus macaques (Macaca mulatta; one male, 13 kg, ten yrs. old, and one female, 6 kg, ten yrs. old) participated in this 179 

study. Typically, each monkey performed ~1000 trials during sessions of three hours (one session per day, six sessions per week). 180 

The monkeys received a daily minimum water intake of 20 ml/kg, completed in cage as needed. The monkeys’ training lasted 181 

approximately two years and concluded after each one recognised more than 20 sounds above an ~85% hit rate. Training and 182 

experimental sessions took place in a soundproof booth. The macaque was seated in a primate chair, 60 cm away from a 21” LCD 183 

colour monitor (1920 x 1080 resolution, 60 Hz refreshing rate). A Yamaha MSP5 speaker (50 Hz - 40 kHz frequency range) was 184 

placed fifteen cm above and behind the monitor to deliver acoustic stimuli at ~65 dB SPL (measured at the monkeys’ ear level). 185 

Additionally, a Logitech® Z120 speaker was situated directly below the Yamaha speaker in order to render background white 186 

noise at ~55 dB SPL. Finally, a metal spring-lever situated at the monkeys’ waist level captured the responses. 187 

  188 

Behavioural Task 189 

  190 
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The acoustic recognition task (ART) consisted of identifying T and N sounds. Fig. 1a presents the elements of the paradigm as 191 

follows: First, a grey circle with an aperture of 3° appeared at the centre of the screen, and the monkey pressed and held down the 192 

lever. Immediately thereafter, a playback of from 1 to 3 sounds began, and a T was always the last sound (Fig. 1b). After each 193 

sound, the monkey kept the lever down for another 0.5 s until the visual cue turned green (G). If the audio was a T, the monkey 194 

had 0.8 s to release the lever and receive a drop of liquid. However, releases at other periods constituted a false alarm (FA) that led 195 

to the abortion of the trial (Fig. 1c). The task’s programming was in LabVIEW 2014 (SP1 64-bits, National Instruments®). 196 

  197 

Stimuli 198 

  199 

The sounds were recordings from our laboratory or downloads from free internet libraries. They consisted of natural and artificial 200 

environmental sounds, e.g. monkey calls, other animal vocalisations and words. All sounds were sampled at 44.1 kHz (cutoff 201 

frequencies: 100 Hz to 20 kHz), amplitudes were normalised at -10 dB SPL (RMS), and compressed or elongated to 0.5 s. Fig. 1d 202 

presents examples of five T and five N used frequently during the experiments. The morphing sets comprised 11 mixtures of T and 203 

an N in proportions ranging from 0% T (i.e. 100% N) to 100% T in 10% increments of T(Chakladar, Logothetis, & Petkov, 2008; 204 

Kawahara, Masuda-Katsuse, & De Cheveigné, 1999). Each morphed sound was repeated randomly ten times but always presented 205 

first in a trial. Trials of two or three sounds were completed with T and N. To test for IRS, versions of learned sounds were presented 206 

forty times randomly, but only after the monkeys’ training concluded. Finally, we examined the recognition of acoustic salience 207 

using F1, F2, and F1&F2 formants of learned sounds and versions. All sounds were processed using Adobe Audition® version 6.0. 208 

The morphed sounds were created using the signal processing software STRAIGHT(Kawahara et al., 1999) (Speech 209 

Transformation and Representation based on Adaptive Interpolation of Weighted spectrograms: http://www.wakayama-210 

u.ac.jp/~kawahara/STRAIGHTadv/index_e).  211 

  212 

Analysis 213 

  214 
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PFs were TanH regressions of the probability of recognising a morph as a T(Duarte, Figueroa, & Lemus, 2018; Duarte & Lemus, 215 

2017). PAFs and FEDs were functions of Pearson correlations between continuous parameters measured at each morph and the 216 

same parameter in 100% T, and the Euclidean distances from each M to 100% T, respectively(Town et al., 2018). Spearman 217 

correlations between FAP and FED with PF computed the contribution of acoustic parameters to recognition. Differential limen 218 

(DL) was half the difference between the abscissa projected to the PF at 75%, and 25% performance. Reaction times were times 219 

of lever releases after the start of G. Logarithmic ratio = log(performance) - log(distance). Behavioural analyses were performed 220 

using SigmaPlot® version 12.0 software for Windows (Systat Software, Inc., San Jose, CA, USA), and customised algorithms in 221 

MATLAB® 8.5.0.1, R2015a (The Mathworks, Inc). Acoustic metrics were computed using Pratt (Boersma, P., & Van Heuven, 222 

2001) (version 6.0.37, http://www.fon.hum.uva.nl/praat/),  VoiceSauce (Shue et al., 2009)(version 1.36, 223 

http://www.seas.ucla.edu/spapl/voicesauce/) and Sound Analysis Pro(Tchernichovski et al., 2000) (http://soundanalysispro.com/). 224 

 225 

Bibliography 226 

Bao, P., & Tsao, D. Y. (2018). Representation of multiple objects in macaque category-selective areas. Nature Communications, 227 

9(1), 1–16. Springer US. Retrieved from http://dx.doi.org/10.1038/s41467-018-04126-7 228 

Belin, P., Bodin, C., & Aglieri, V. (2018). A “voice patch” system in the primate brain for processing vocal information? 229 

Hearing Research, 366, 65–74. 230 

Boersma, P., & Van Heuven, V. (2001). Speak and unSpeak with PRAAT. Glot International, 5((9/10)), 341–347. 231 

Brockelman, W. Y., & Schilling, D. (1984). Inheritance of stereotyped gibbon calls. Nature, 312(5995), 634–636. Nature 232 

Publishing Group. 233 

Chakladar, S., Logothetis, N. K., & Petkov, C. I. (2008). Morphing rhesus monkey vocalizations. Journal of Neuroscience 234 

Methods, 170(1), 45–55. 235 

Chandrasekaran, C., Lemus, L., & Ghazanfar, A. A. (2013). Dynamic faces speed up the onset of auditory cortical spiking 236 

responses during vocal detection. Proceedings of the National Academy of Sciences of the United States of America, 237 

110(48). 238 

.CC-BY-NC-ND 4.0 International licenseunder a
not certified by peer review) is the author/funder, who has granted bioRxiv a license to display the preprint in perpetuity. It is made available 

The copyright holder for this preprint (which wasthis version posted December 1, 2019. ; https://doi.org/10.1101/805218doi: bioRxiv preprint 

http://www.fon.hum.uva.nl/praat/
http://www.seas.ucla.edu/spapl/voicesauce/
http://soundanalysispro.com/
https://doi.org/10.1101/805218
http://creativecommons.org/licenses/by-nc-nd/4.0/


 

12 

 

Cohen, Y. E., Hauser, M. D., & Russ, B. E. (2006). Spontaneous processing of abstract categorical information in the 239 

ventrolateral prefrontal cortex. Biology Letters, 2(2), 261–265. 240 

Coupé, C., Oh, Y., Dediu, D., & Pellegrino, F. (2019). Different languages , similar encoding efficiency : Comparable 241 

information rates across the human communicative niche, (September). 242 

Cromer, J. A., Roy, J. E., & Miller, E. K. (2010). Representation of Multiple, Independent Categories in the Primate Prefrontal 243 

Cortex. Neuron, 66(5), 796–807. Elsevier Ltd. Retrieved from http://dx.doi.org/10.1016/j.neuron.2010.05.005 244 

Diamond, R. F. L., Stoinski, T. S., Mickelberg, J. L., Basile, B. M., Gazes, R. P., Templer, V. L., & Hampton, R. R. (2016). 245 

Similar stimulus features control visual classification in orangutans and rhesus monkeys. Journal of the Experimental 246 

Analysis of Behavior, 105(1), 100–110. 247 

DiCarlo, J. J., Zoccolan, D., & Rust, N. C. (2012). How does the brain solve visual object recognition? Neuron, 73(3), 415–434. 248 

Elsevier Inc. Retrieved from http://dx.doi.org/10.1016/j.neuron.2012.01.010 249 

Duarte, F., Figueroa, T., & Lemus, L. (2018). A Two-interval Forced-choice Task for Multisensory Comparisons. Journal of 250 

Visualized Experiments, (141), e58408. Retrieved September 4, 2019, from https://www.jove.com/video/58408/a-two-251 

interval-forced-choice-task-for-multisensory-comparisons 252 

Duarte, F., & Lemus, L. (2017). The time is up: Compression of visual time interval estimations of bimodal aperiodic patterns. 253 

Frontiers in Integrative Neuroscience, 11(August), 1–11. 254 

Elie, J. E., & Theunissen, F. E. (2015). Meaning in the avian auditory cortex: Neural representation of communication calls. 255 

European Journal of Neuroscience, 41(5), 546–567. 256 

Fitch, W. T., & Fritz, J. B. (2006). Rhesus macaques spontaneously perceive formants in conspecific vocalizations. The Journal 257 

of the Acoustical Society of America, 120(4), 2132–2141. 258 

Fritz, J., Mishkin, M., & Saunders, R. C. (2005). In search of an auditory engram. Proceedings of the National Academy of 259 

Sciences, 102(26), 9359–9364. Retrieved from http://www.pnas.org/cgi/doi/10.1073/pnas.0503998102 260 

Furuyama, T., Kobayasi, K. I., & Riquimaroux, H. (2016). Role of vocal tract characteristics in individual discrimination by 261 

Japanese macaques (Macaca fuscata). Scientific Reports, 6(January), 1–8. Nature Publishing Group. Retrieved from 262 

.CC-BY-NC-ND 4.0 International licenseunder a
not certified by peer review) is the author/funder, who has granted bioRxiv a license to display the preprint in perpetuity. It is made available 

The copyright holder for this preprint (which wasthis version posted December 1, 2019. ; https://doi.org/10.1101/805218doi: bioRxiv preprint 

https://doi.org/10.1101/805218
http://creativecommons.org/licenses/by-nc-nd/4.0/


 

13 

 

http://dx.doi.org/10.1038/srep32042 263 

Furuyama, T., Kobayasi, K. I., & Riquimaroux, H. (2017). Acoustic characteristics used by Japanese macaques for individual 264 

discrimination. Journal of Experimental Biology, 220(19), 3571–3578. 265 

Ghazanfar, A. A., Turesson, H. K., Maier, J. X., van Dinther, R., Patterson, R. D., & Logothetis, N. K. (2007). Vocal-Tract 266 

Resonances as Indexical Cues in Rhesus Monkeys. Current Biology, 17(5), 425–430. Elsevier Ltd. Retrieved from 267 

http://dx.doi.org/10.1016/j.cub.2007.01.029 268 

Kawahara, H., Masuda-Katsuse, I., & De Cheveigné, A. (1999). Restructuring speech representations using a pitch-adaptive 269 

time-frequency smoothing and an instantaneous-frequency-based F0 extraction: Possible role of a repetitive structure in 270 

sounds. Speech Communication, 27(3), 187–207. 271 

Leaver, A. M., & Rauschecker, J. P. (2010). Cortical representation of natural complex sounds: Effects of acoustic features and 272 

auditory object category. Journal of Neuroscience, 30(22), 7604–7612. 273 

Lemus, L., Hernández, A., & Romo, R. (2009). Neural codes for perceptual discrimination of acoustic flutter in the primate 274 

auditory cortex. Proceedings of the National Academy of Sciences of the United States of America, 106(23), 9471–9476. 275 

Moore, J. M., & Woolley, S. M. N. (2019). Emergent tuning for learned vocalizations in auditory cortex. Nature Neuroscience. 276 

Springer US. Retrieved from http://www.nature.com/articles/s41593-019-0458-4 277 

Ortiz-Rios, M., Azevedo, F. A. C., Kuśmierek, P., Balla, D. Z., Munk, M. H., Keliris, G. A., Logothetis, N. K., et al. (2017). 278 

Widespread and Opponent fMRI Signals Represent Sound Location in Macaque Auditory Cortex. Neuron, 93(4). 279 

Ortiz-Rios, M., Kuśmierek, P., DeWitt, I., Archakov, D., Azevedo, F. A. C., Sams, M., Jääskeläinen, I. P., et al. (2015). 280 

Functional MRI of the vocalization-processing network in the macaque brain. Frontiers in Neuroscience, 9(APR). 281 

Owren, M. J., Dieter, J. A., Seyfarth, R. M., & Cheney, D. L. (1992). ‘Food’ Calls Produced by Adult Female Rhesus (Macaca 282 

Mulatta) and Japanese (M. Fuscata) Macaques, their Normally-Raised Offspring, and Offspring Cross-Fostered Between 283 

Species. Behaviour, 120(3–4), 218–231. 284 

Perrodin, C., Kayser, C., Abel, T. J., Logothetis, N. K., & Petkov, C. I. (2015). Who is That? Brain Networks and Mechanisms 285 

for Identifying Individuals. Trends in Cognitive Sciences, 19(12), 783–796. Elsevier Ltd. Retrieved from 286 

.CC-BY-NC-ND 4.0 International licenseunder a
not certified by peer review) is the author/funder, who has granted bioRxiv a license to display the preprint in perpetuity. It is made available 

The copyright holder for this preprint (which wasthis version posted December 1, 2019. ; https://doi.org/10.1101/805218doi: bioRxiv preprint 

https://doi.org/10.1101/805218
http://creativecommons.org/licenses/by-nc-nd/4.0/


 

14 

 

http://dx.doi.org/10.1016/j.tics.2015.09.002 287 

Perrodin, C., Kayser, C., Logothetis, N. K., & Petkov, C. I. (2011). Voice cells in the primate temporal lobe. Current Biology, 288 

21(16), 1408–1415. Elsevier Ltd. Retrieved from http://dx.doi.org/10.1016/j.cub.2011.07.028 289 

Peterson, G. E., & Barney, H. L. (1952). Control Methods Used in a Study of the Vowels. Journal of the Acoustical Society of 290 

America, 24(2), 175–184. 291 

Petkov, C. I., Kayser, C., Steudel, T., Whittingstall, K., Augath, M., & Logothetis, N. K. (2008). A voice region in the monkey 292 

brain. Nature Neuroscience, 11(3), 367–374. 293 

Rajalingham, R., Schmidt, K., & DiCarlo, J. J. (2015). Comparison of object recognition behavior in human and monkey. 294 

Journal of Neuroscience, 35(35), 12127–12136. 295 

Rauschecker, J. P., & Tian, B. (2000). Mechanisms and streams for processing of “what” and “where” in auditory cortex. 296 

Proceedings of the National Academy of Sciences of the United States of America. 297 

Rauschecker, J. P., & Tian, B. (2004). Processing of band-passed noise in the lateral auditory belt cortex of the rhesus monkey. 298 

Journal of Neurophysiology, 91(6), 2578–2589. 299 

Rauschecker, J. P., Tian, B., & Hauser, M. (1995). Processing of complex sounds in the macaque nonprimary auditory cortex. 300 

Science, 268(5207), 111–114. 301 

Recanzone, G. H. (2008). Representation of con-specific vocalizations in the core and belt areas of the auditory cortex in the alert 302 

macaque monkey. Journal of Neuroscience, 28(49), 13184–13193. 303 

Remez, R. E., Rubin, P. E., Pisoni, D. B., & Carrell, T. D. (1981). Speech perception without traditional speech cues. Science 304 

(New York, N.Y.), 212(4497), 947–9. American Association for the Advancement of Science. 305 

Robert J. Zatorre; Pascal Belin. (2001). Spectral and temporal processing in human auditory cortex. Cerebral Cortex, 11(10), 306 

946–953. Narnia. 307 

Romanski, L. M., Averbeck, B. B., & Diltz, M. (2005). Neural representation of vocalizations in the primate ventrolateral 308 

prefrontal cortex. Journal of Neurophysiology, 93(2), 734–747. 309 

Roy, J. E., Buschman, T. J., & Miller, E. K. (2014). PFC neurons reflect categorical decisions about ambiguous stimuli. Journal 310 

.CC-BY-NC-ND 4.0 International licenseunder a
not certified by peer review) is the author/funder, who has granted bioRxiv a license to display the preprint in perpetuity. It is made available 

The copyright holder for this preprint (which wasthis version posted December 1, 2019. ; https://doi.org/10.1101/805218doi: bioRxiv preprint 

https://doi.org/10.1101/805218
http://creativecommons.org/licenses/by-nc-nd/4.0/


 

15 

 

of Cognitive Neuroscience, 26(6), 1283–1291. MIT PressOne Rogers Street, Cambridge, MA 02142-1209USAjournals-311 

info@mit.edu. Retrieved September 26, 2019, from http://www.mitpressjournals.org/doi/10.1162/jocn_a_00568 312 

Russ, B. E., Ackelson, A. L., Baker, A. E., & Cohen, Y. E. (2008). Coding of auditory-stimulus identity in the auditory non-313 

spatial processing stream. Journal of Neurophysiology, 99(1), 87–95. 314 

Saunders, J. L., & Wehr, M. (2019). Mice can learn phonetic categories. The Journal of the Acoustical Society of America, 315 

145(3), 1168–1177. 316 

Scott, B. H., Mishkin, M., & Yin, P. (2012). Monkeys have a limited form of short-term memory in audition. Proceedings of the 317 

National Academy of Sciences, 109(30), 12237–12241. Retrieved from 318 

http://www.pnas.org/lookup/doi/10.1073/pnas.1209685109 319 

Seger, C. A., & Miller, E. K. (2010). Category Learning in the Brain. Annual Review of Neuroscience, 33(1), 203–219. 320 

Seyfarth, R., Cheney, D., & Marler, P. (1980). Monkey responses to three different alarm calls: evidence of predator 321 

classification and semantic communication. Science, 210(4471), 801–803. Retrieved August 27, 2019, from 322 

http://www.sciencemag.org/cgi/doi/10.1126/science.7433999 323 

Shue, Y.-L., Keating, P., & Vicenik, C. (2009). VOICESAUCE: A program for voice analysis. The Journal of the Acoustical 324 

Society of America, 126(4), 2221. Retrieved September 27, 2019, from 325 

http://scitation.aip.org/content/asa/journal/jasa/126/4/10.1121/1.3248865 326 

Takahashi, D. Y., Fenley, A. R., & Ghazanfar, A. A. (2016). Early development of turn-taking with parents shapes vocal 327 

acoustics in infant marmoset monkeys. Philosophical Transactions of the Royal Society B: Biological Sciences, 371(1693). 328 

Tchernichovski, O., Nottebohm, F., Ho, C. E., Pesaran, B., & Mitra, P. P. (2000). A procedure for an automated measurement of 329 

song similarity. Animal Behaviour, 59(6), 1167–1176. 330 

Tian, B., Reser, D., Durham, A., Kustov, A., & Rauschecker, J. P. (2001). Functional specialization in rhesus monkey auditory 331 

cortex. Science, 292(5515), 290–293. 332 

Tian, Biao, & Rauschecker, J. P. (2004). Processing of frequency-modulated sounds in the lateral auditory belt cortex of the 333 

rhesus monkey. Journal of Neurophysiology, 92(5), 2993–3013. American Physiological Society. 334 

.CC-BY-NC-ND 4.0 International licenseunder a
not certified by peer review) is the author/funder, who has granted bioRxiv a license to display the preprint in perpetuity. It is made available 

The copyright holder for this preprint (which wasthis version posted December 1, 2019. ; https://doi.org/10.1101/805218doi: bioRxiv preprint 

https://doi.org/10.1101/805218
http://creativecommons.org/licenses/by-nc-nd/4.0/


 

16 

 

Town, S. M., Wood, K. C., & Bizley, J. K. (2018). Sound identity is represented robustly in auditory cortex during perceptual 335 

constancy. Nature Communications. 336 

Tsunada, J., Lee, J. H., & Cohen, Y. E. (2011). Representation of speech categories in the primate auditory cortex. Journal of 337 

Neurophysiology, 105(6), 2634–2646. 338 

Wright, A. A. (1999). Auditory list memory and interference processes in monkeys. Journal of Experimental Psychology: Animal 339 

Behavior Processes, 25(3), 284–296. 340 

Wutz, A., Loonis, R., Roy, J. E., Donoghue, J. A., & Miller, E. K. (2018). Different Levels of Category Abstraction by Different 341 

Dynamics in Different Prefrontal Areas. Neuron, 97(3), 716-726.e8. Elsevier Inc. Retrieved from 342 

https://doi.org/10.1016/j.neuron.2018.01.009 343 

Zador, A. M. (2019). A critique of pure learning and what artificial neural networks can learn from animal brains. Nature 344 

Communications, 10(1), 3770. 345 

  346 

Acknowledgments 347 

 348 

Figure legends 349 

  350 

Fig. 1 Auditory recognition task. a An example of the sequence of events of a trial. First, a visual cue appeared at the center of 351 

the screen to indicate that the monkey should press and hold the lever down. After a variable period of 0.5 to 1 s, a playback of 1 352 

to 3 sounds commenced, each followed by a 0.5 s delay and a 0.5 s green cue (G). The monkey obtained a drop of liquid for 353 

releasing within 0.7 s of the beginning of the G that followed the T. Releases at other periods aborted the trial. Colour code: 354 

orange=T, grey=N, green=release cue. b Depictions of sequences of one, two or three sounds. Note that T always appeared last. c 355 

The behavioural outcomes after presentations of Ts and Ns. FA, false alarm, CR, correct rejection. d Sonograms and spectrograms 356 

of five Ts. IPA nomenclature describes Spanish words used in the experiments. e same as in (d) but for nontarget sounds.  357 

  358 
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Fig. 2 The mean frequency correlates to target recognitions. a An example of a morphing set in which a N [si] morphed to an 359 

T coo, from 0% T to 100% T in increments of 10%. Every morphing set comprised eleven morphs. b Monkey V’s and monkey 360 

X’s probabilities of recognising a morph as a T during the morphing set shown in (a). Continuous lines correspond to the sigmoidal 361 

fit to the average performance during the different morphing sets. c Subpanels present Pearson’s acoustic functions (PAFs) of 362 

various acoustic metrics (see Methods). Same colours as in (b). d Same as in c but for acoustic functions of Euclidean distances 363 

(FEDs). e Each dot is a Spearman correlation coefficient (rho) between the psychometric functions and PAFs, for different acoustic 364 

metrics. Same colours as in previous panels. Solid bars, monkey V. Unfilled bars, monkey X. f Same as in (e) but for FEDs. 365 

  366 

Fig. 3 Mean frequency proximities between learned sounds and their variants produce perceptual invariance. a 367 

Spectrograms of T ['pwer.ta], i.e. the Spanish word for door and five variants. Each variant corresponds to a different speaker (v1-368 

v5). b Boxplots of the probability of recognising a variant as a T. Colours at ['pwer.ta] categories correspond to variants at (a). c 369 

Normalised Euclidean distances of variants of ['pwer.ta] to four Ts and five Ns. Colours are the same as in (a) and (b). Symbols 370 

are labelled at the abscissas. d Mean monkey performance as a function of Euclidean distances of variants of [‘pwer.ta] to all Ts 371 

and Ns. Same colour code as in (a-c). e Logarithmic ratio of the recognition of variants at (b) and the mean-frequency distance to 372 

each T and N, plotted as a function of the probability of recognising a T. Symbols as in (d). Upper left, the Pearson correlation 373 

coefficient (r) between the logarithmic ratio and behaviour. f Similar to (e) but for Pearson’s r, and for all of the tested acoustic 374 

metrics. 375 

  376 

Fig. 4. The first and second formants are key for perceptual invariance. a Spectrograms of T [ko.'mi.da], and first, second, and 377 

first & second formants. b One version of [ko.'mi.da], and its corresponding formants. c Comparison of F1 and F2 bandwidth 378 

formants of [ko.'mi.da] and the mean of the version’s F1 and F2 formants. d Monkeys’ mean probability of recognising sounds in 379 

(a) as T. e-f Same as in (c) and (d) but for N ['xaw.la]. g-h, Probability of recognition for F1, F2, F1&F2, learned and variants of 380 

Ts and Ns, respectively. 381 
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