Dynamic preferences account for inter-animal variability during the continual learning of a cognitive task
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Summary

In novel situations, behavior necessarily reduces to latent biases. How these biases interact with new experiences to enable subsequent behavior remains poorly understood. We exposed rats to a family of spatial alternation contingencies and developed a series of reinforcement learning agents to describe the behavior. The performance of these agents shows that accurately describing the learning of individual animals requires accounting for their individual dynamic preferences as well as general, shared, cognitive processes. Agents that include only memory of past choice do not account for the behavior. Adding an explicit representation of biases allows agents to perform the task as rapidly as the rats, to accurately predict critical facets of their behavior on which it was not fitted, and to capture individual differences quantitatively. Our results illustrate the value of making explicit models of learning and highlight the importance of considering the initial state of each animal in understanding behavior.

Introduction

Learning requires storing new information and using it to guide behavior. Standard accounts of learning often study this process without regard to an animal’s proclivities, in part because it is difficult to account for these pre-existing biases quantitatively. Nonetheless, in cases where specific biases can be identified in individuals (such as sign- or goal-tracking (Flagel et al., 2011)), accounting for these biases provides important predictive information about subsequent behavior (Flagel et al., 2010; Stead et al., 2006).

Ideally one would have a simple quantitative account of the initial state of each subject upon entering into a new situation, and this account could then be augmented by a description of how that state evolved as the subject incorporated new experiences into its knowledge base and used stored memories to guide its decisions. Reinforcement learning (RL) models provide a path forward toward that goal, particularly in the context of behaviors that center on rewards and punishments (Daw, 2011; Gershman and Daw, 2017), but RL is most often applied to asymptotic performance rather than the initial learning of tasks. Consequently, we lack a systematic approach to describe and incorporate the initial state of subjects and their entire course of learning. Furthermore, animals seamlessly learn different tasks over many different timescales, a characteristic with which machine learning and artificial intelligence are just starting to grapple (Kirkpatrick et al., 2017; Zenke et al., 2017). Yet it is rather rare for behavioral experiments to systemize, let alone study, the way that a task is learned from scratch. It is thus not surprising that models of behavior often fail to capture the way that animals learn tasks, measured by key characteristics such as the speed of acquisition.

Capturing the initial state and the entire course of learning is difficult for experimental, empirical, statistical and computational reasons. Experimentally, animals are typically exposed to behavioral tasks without prior experiences that would aid in identifying (or controlling) pre-existing biases. Empirically, at least until recently (International Brain Laboratory, 2017), it has been common to shape the behavior of each subject in an individualized and heterogeneous manner, a natural result of the focus on asymptotic performance of tasks rather than the acquisition of those tasks. Statistically, each subject only provides one set of data points about their entire learning trajectory, implying that one needs a large number of subjects, or very
powerful inductive biases. Computationally, standard RL agents typically learn either far slower or far faster than animals. In general, agents learn more slowly, since they do not capture the extensive knowledge about the world that animals apparently possess. However, particularly model-based agents (Gershman and Niv, 2010; Lake et al., 2017), can be constructed to efficiently absorb the relevant information (or be provided with an advantageously restricted set of inputs), and thereby (unfairly) gain information from the outset as to which are the critical features of the environment. This allows them to learn more quickly than the subjects. However, the relevance of that rapid acquisition to the learning that actually goes on in the subjects is unclear.

These problems led us to develop a new experimental and a new modeling approach to understand pre-existing biases and the dynamics of learning. We began with a specially designed rich and complex spatial alternation paradigm (Singer and Frank, 2009; Singer et al., 2010) with an initial set of reward contingencies that was designed to allow us to identify pre-existing biases and substrates for dynamic preferences. To minimize the issues of tailored shaping for the learning of each individual animal, we developed an automated behavioral system that administered the series of contingencies to the rats. We then undertook the task of modeling much of the course of the behavioral performance using a family of models with progressively increasing complexity. To help with the statistical issues, we exploited a key feature of the paradigm—that it evolves in discrete stages, each of which poses specific challenges—thus providing repeated windows into aspects of early acquisition.

The final model can capture many of the key features of learning and provides insights into what the animals know at each point in the task. The model not only fits the aggregate performance of the animals, but it also captures aspects of the variability among the individual rats, including differences in initial biases that strongly predict subsequent learning performance. As such, the model provides a platform from which individual variability (Galsworthy et al., 2002; Matzel et al., 2003) can be quantified and thus studied.

Results
Automated system to enable systematic control and measurement of behavior

One of our goals was to standardize behavioral training and to reduce potential effects of experimenter-subject interactions on learning (Sorge et al., 2014). We therefore developed an automated behavioral system (Brunton et al., 2013; Poddar et al., 2013; Rivalan et al., 2017) that required minimal animal handling: once animals were placed in the apparatus, no further experimenter contact was necessary until the end of the daily behavior. This system also enables the measurement of behavior across many animals throughout the entire course of learning and performance of the task. This apparatus itself contains four parts: 1) a six-armed track with reward wells at the end of each arm; 2) four rest boxes, each with a reward well; 3) corridors connecting the rest boxes to the track; and 4) doors to gate the pathway on and off the track for each rest box (Fig 1A).

The sequence of operations of the track for the set of behaviors are: 1) the doors open to clear the path from a single rest box to the track. Concurrently, the lights linked to all of the...
reward wells on the track turn on (Fig S1A). 2) On the first break of a track reward well beam (Fig S1A) following the opening of the doors, the door to the track closes, thus starting the session of that animal. The animal then has a fixed maximum number of trials for its session, and the session ends when either that maximum has been reached, or following a time limit of 30 minutes. All but one of the animals never reached the time limit (see methods). 3) Upon breaking the beam at the reward well at the last trial of the session, all of the reward well lights turn off, and the doors reopen to allow for passage back to the appropriate rest box. Concurrently, the light to the reward well in that rest box turns on. 4) Upon breaking the beam of the rest box reward well, the doors to the track close and the well delivers reward. The light of the rest box reward well turns off after reward delivery. 5) The doors to the track for the rest box for the next subject open, and the process repeats itself.

**Rats learn a series of spatial alternation contingencies**

The six arms of the track allow for the learning of multiple spatial contingencies. We used a spatial alternation task, which is commonly used to study learning, memory and decision making, both during normal function and in the context of models of neuropsychiatric disease (Dudchenko, 2004; Frank et al., 2004; Karlsson and Frank, 2008; Sigurdsson et al., 2010). The task requires an animal to learn, through trial and error, to visit goal location in a predetermined order which depends on past actions and associated outcomes. Such a task has traditionally been utilized to explore hippocampal function. However, even substantial manipulations of the hippocampus do not render subjects totally incapable of performing the task (Fernandez-Ruiz et al., 2019; Jadhav et al., 2012; Kim and Frank, 2009), indicating that other brain regions and memory systems are at least partially independently competent (Packard and Goodman, 2013; Packard and McGaugh, 1996).

One of our key goals was to identify pre-existing biases in choice behavior. That goal motivated the inclusion of an initial exploration period: prior to the rats beginning the spatial alternations task, they had 14 – 16 sessions (362 – 425 trials) of exploration on the track wherein they were rewarded at any arm that they visited as long as it was not a repeat visit to the immediately preceding arm. In addition to providing information about biases in the absence of challenging reward contingencies, this exploration provided the rats with the opportunity: 1) to get used to entering and exiting their rest boxes when the doors to the track opened, and 2) to explore the space of the track. This functionally separated the learning of the environment from the learning of the task.

Our analyses of the arm visits during these exploration sessions revealed multiple types of bias. Individual rats showed preferences towards visiting specific arms (Fig 1B&E). The rats also had a large propensity to transition to neighboring arms (Fig 1C&E). And finally, they exhibited directional inertia, whereby they continued to move in the same direction on the current trial as they did in the immediately preceding trial (Fig 1D&E). We incorporated these biases sequentially into our models to determine whether they were important contributors to, or modulators of, the subsequent learning processes.

Following this initial exploratory period, and without any external signal to indicate a change, rats were sequentially exposed to different spatial alternation contingencies. In each contingency, only three arms had the potential to deliver reward. Reward would be delivered
within a given contingency if the rat alternated between the outer arms after every visit to the center arm. For instance, if the contingency were at arms 2-3-4, then to get reward the animal would have to follow the sequence 3-4-3-2-3 etc.

The algorithm that governs this task defines two trial types, inbound and outbound. If the rat was at any arm other than the center arm, the way to get reward was to go to the center arm (arm 3 in this example); we will refer to these trials as inbound trials. Any such trial on which the rat failed to go into the center arm (and any error during the exploratory contingency) is called an inbound error. Once the rat had visited the center arm, then the only way it could get reward is to visit the less recently visited outer arm (i.e. in this example if before going to the center arm 3 the rat came from arm 4, then it would have to go to arm 2 next to get a reward). We will refer to these trials as outbound trials, and the corresponding error as outbound errors. Note that apparent alternative policies for solving the task, for instance by alternating rightward and leftward sequences (3-4; then 3-2; then 3-4; etc.), need not necessarily recover from errors in quite the way that the governing algorithm rewards maximally.

The rats learned a series of six different spatial alternation contingencies (Fig 1F), chosen to present increasing challenges. The transition from the first (2-3-4) to the second (1-2-3) contingency was designed to be relatively easy, since performing 2-3-4 would allow it to find the central arm of the new contingency readily. Finding this arm is critical to gaining consistent reward. The transition from the second (1-2-3) to the third (3-4-5) contingency was designed to be harder since the central arm (4) of the new contingency is not included in 1-2-3. The fourth (2-4-6) contingency was designed to be the hardest, since the animals would have to skip an arm to get to the correct outer arm of the contingency. The fifth (2-3-4) and sixth (4-5-6) contingencies were chosen for comparison with the first three contingencies to understand the evolution of the ability of the animals to perform the task and generalize from previous experience. As opposed to behaviors designed to study asymptotic performance, there need not be strict criteria for switching between the contingencies since the purpose of this task was to understand the continual learning and behavior of the rats. Furthermore, the automated systems matched the number of inbound rewards of the animals, ensuring that all animals had similar learning opportunities. We therefore switched to a new contingency the day after >80% of the animals received >80% reward over the course of a session. That ensured that by the time each contingency switched almost all of the rats reached at least ~80% correct on a session during each contingency (Fig S2C).

Performance improved on each of the contingencies, such that by the end of each one, almost all rats made few outbound or inbound errors (Fig 1G, S2C). There was, however, substantial systematic variability across animals. For instance, we found that rats that behaved poorly in a single contingency also behaved poorly in other contingencies, and vice versa (see colored lines in Fig 1F&G). This variability provided an additional goal for our modeling, in that an ideal model would capture not only the overall learning of the group but also the differences among individuals. Importantly, just because the rats show differences in their behavior does not mean that those differences are due to innate capabilities of the rats. The variability could occur due to a form of path dependency—enshrining aspects of the idiosyncratic vagaries of...
their initial engagement with the task in their later behavior. Our modelling approach has at least some capacity to separate these innate and experiential causes of variability.

**Model Fitting**

The procedures of model generation, testing and refinement are exactly those of formulating and falsifying hypotheses about possible underlying causes of the observed behavior. To put it another way, the hypotheses are typically componential—involving different potential processes (such as learning rules) and parameters (such as subject-specific learning rates or weights governing the impact of alternative mechanisms). It is these that are captured in the models. Since these are often somewhat buried or ignored in modeling papers, we take the opportunity to lay out the logic of their development and motivate their form through the intricacies of the data. Testing such hypotheses requires determining the values of the parameters that fit the data, and balancing the quality of the fits against the complexity of the models (Daw, 2011). New and additional hypotheses then arise from features in the residuals of the fits to the data. We illustrate these procedures by presenting a series of related models that increasingly capture the behavior of individual animals across multiple stages of the task. Since, by their very nature, models offer incomplete and simplified representations of phenomena of interest, we then address how and where to stop the formal modeling process, and what we learn from the final, albeit inevitably partial, model.

As a choice of modeling framework, we sought a simple algorithm that did not require acausal information, would alter its internal information based upon its choices and rewards to increase the expected return of reward, and could work in the face of partial observability (see below). Therefore, we used the actor-critic class of RL accounts trained by the REINFORCE policy gradient algorithm (Williams, 1992). This class is a popular choice for characterizing animal learning behavior in RL paradigms (Suri and Schultz, 1999), and there is also evidence of the use of REINFORCE-like methods in humans (Li and Daw, 2011).

According to these accounts, an animal’s choice of an arm on trial \( t \), which we write as \( a_t \), depends probabilistically on an internal characterization of its situation or state \( s_t \), which can contain various sorts of information such as past arm choices. This dependence arises through a collection of action preferences or propensities \( m(a, s_t) \), such that actions with higher propensities are more likely to be chosen. The propensities are updated in the light of rewards. The full details of the equations involved are provided in the Methods. However, in brief: a conventional softmax function converts the propensities to probabilities, \( p(a; s_t) \), of choosing to go to arm \( a_{t+1} = a \) on this trial (Eq. 1). Via the rules of the task, this choice of arm then determines whether the model receives a reward, \( r_{t+1} \), and also causes the state to update to \( s_{t+1} \). This reward is then used to calculate the prediction error, \( \delta_t \), using the value function of the critic at states \( s_t \) and \( s_{t+1} \), \( V(s_t) \) and \( V(s_{t+1}) \) (Eq. 2), \( \delta_t \) is then used to update \( V(s_t) \) (Eq. 6) and the factors governing the propensities \( m(a, s_t) \) (Eq. 3 – 5). Finally, new propensities \( m(a, s_{t+1}) \) are calculated, at which point the process begins again (Fig 2A).

For the fit to an individual rat, we forced the model to make the same sequence of arm visits as the animal during the initial exploratory phase, effectively using the data of the animal to inform the initial condition of the model. Additionally, we chose to fit specifically the second and third contingency, and then to see how those parameters caused the model to behave on
the rest of the contingencies. The second and third contingencies are the most representative for this task, as 1) they both follow other simple contingencies, and 2) occur before the hardest, fourth, contingency, for which the required alternation involves skipping neighboring arms. Furthermore, fitting the second and third contingency allowed us to use the performance of the model on the subsequent, and preceding, contingencies as predictions that could test the goodness of fit of the models.

A Basic RL model cannot learn spatial alternation task

In the first model (M1), we chose a simple formulation that relates choice to current location. In M1 the state is defined by the current location, $s_t = \{a_t\}$, such that $\mathcal{m}_1(a, s_t) = b(a|a_t)$. For each state, i.e. current arm location, $b(a|a_t)$ contains 5 numbers governing the propensity to make a transition from the current arm to each of the other 5 arms. Returning to the same arm is not allowed in the model, as it was never rewarded in the behavior. The model has only three parameters, all of which take values between 0 and 1. The first parameter is the temporal discount factor, $\gamma$, which determines the weighting of rewards in the farther future in defining the long-run values of states (and thus in calculating the prediction error, $\delta$) (Eq. 2). The second parameter is the learning rate, $\alpha$, which determines how much $\delta$ updates the propensities and the value function (Eq. 3 – 6). The third parameter is the forgetting rate, $\omega$, which determines how quickly the propensity parameters and the value function decay towards 0 (Eq. 3 – 6), a value that would indicate that there is no specific information about which arm to visit in any state. $\omega$ enables the model to learn the nonstationary task by constantly depreciating old information, allowing for more rapid changes in the propensities and value function during changes in contingencies.

To evaluate the theoretical capability of M1 to perform the same task as the rats, we found the set of parameters that maximized the amount of reward that the model could receive after initializing the model with the sequence of exploratory behavior that the animals take. That M1 is inadequate at performing the task can be seen through comparing its performance to the average behavior across all of the rats (Fig 2B). Although M1 improves over the course of each contingency, its maximal reward at any given contingency does not reach above ~65%, and so remains well below the performance of the animals.

In order to fit the model to characterize the behavior of each individual animal, we sought a procedure that could find parameter values that minimize the discrepancy between the choices the model would make and the actual choices of that animal. As is conventional, we first found the parameters that maximized the likelihood that the model chose the exact arms that the animal selected. However, when the model, with these parameter values, is allowed to generate new choices by itself (as a form of generative test (Wilson and Collins, 2019)), simple statistics of the inbound and outbound errors failed to match those of the animals (Fig 2C). By comparison, generating new choices based on the parameters that maximized the amount of reward that this model could get on the task did far better at recapitulating these error statistics. This was not an error in our fitting procedure since if we generate arm visits from the set of parameters that maximized the amount of rewards the model could receive; we were able to recover those same parameters using just this ML method (Fig 2C&D). Instead, the
deviation from the ML fit is a product of the inability of the model to fit the exact choices of the rats sufficiently accurately.

That ML fails in the face of model misfit is not surprising; however, its inability to find parameters that reproduce obvious characteristics of the behavior make it hard to use to investigate the structure in the residual error of the model, as it is this structure that points the way to improve the model. Therefore, instead of the ML method for fitting, we used an Approximate Bayesian Computation (ABC) method (Lintusaari et al., 2017) which finds parameters such that the average behavior of the model when operating in the task, choosing stochastically, matches as well as possible that of an individual animal, according to some suitably-chosen statistics. We averaged over 200 repeats of the model and chose as statistics the inbound and outbound performance for the second and third contingencies. The ABC parameters were found to minimize the root mean squared (rms) difference between the model and rat inbound and outbound performance on these contingencies. Compared with ML, the ABC method when fitting to the behavior of individual animals did a better job of capturing the errors rates of the animals, and, perhaps not surprisingly, found sets of parameters far closer to those that maximized the reward that M1 could gain (Fig 2C&D). As we will show below, the comparison of the parameters from the ABC fits to the parameters that maximize the reward of a given model provides a helpful rubric for understanding if a given model can capture innate variability, as opposed to random variation, in performance.

As expected, even with this alternative fitting method, M1 cannot perform this task well: it treats the reward contingency as being Markov, depending only on the current arm (Sutton and Barto, 1998). However, at the center arm of a contingency, just knowing the current arm cannot uniquely define the next correct arm to visit, as that requires knowledge of the previous arm visited. In formal terms, the reward contingency is partially observable (formally, a partially observable Markov decision process or POMDP; (Kaelbling et al., 1998)) or aliased—the immediate sensory information (the current arm) does not suffice to inform appropriate behavior. This is why the model does fairly well on capturing the inbound trials of the individual rat, but utterly fails at capturing the outbound behavior.

**Working memory RL model learns task slowly**

One way to solve a POMDP is to enrich the notion of state \( s \) with historical information that resolves aliasing, effectively generating an augmented state which does observes Markovian dynamics. For model M2, we did this by adapting and simplifying for our task an actor described by Todd et al. (2009). This adds to the state a memory unit that can store past actions. This enables M2 to make decisions based upon current and past information. Such a strategy had been used to learn common rat behavioral tasks (Zilli and Hasselmo, 2008), and exhibits features of rat behavior (Lloyd et al., 2012). In M2, the state, \( s_t = \{a_t, a_{t-1}\} \), includes both the current and the most recent past arm (Fig 3A). For this model the propensities are now

\[
m_2(a_t, s_t) = b(a|a_t, a_{t-1}).
\]

In all other respects M2 is identical to M1.

This working memory (WM) RL agent is now able to learn the task; however, in large part, it does so far slower than the rats, even for the parameters that maximize the total reward (Fig 3B). With M2, good performance on the first contingency arises at the correct timescale—something that will be discussed further below—but performance on all the subsequent
contingencies improves much more slowly than for the rats (Fig 3B&C), including the second and third contingencies on which it was fit to the behavior. As for M1, the parameters from fitting all animals to M2 are close to the parameters that maximize the amount of reward that the agent can receive, and thus do not capture individual differences due to innate capabilities among the animals (Fig 3D).

It is worth mentioning, that even though this model contains the capacity to maintain past information—i.e. has memory—it cannot learn the task as rapidly as the animals. These spatial alternation tasks are often used as a means to probe memory and changes in memory with different manipulations; however, the failure of this model to capture the rapidity of the learning of the rats highlights that other components could be responsible for the learning of the task, ones that are less closely associated with working memory.

Adding arm and transition preferences enables the model to learn as rapidly as the rats

We then considered additional information that could help the model perform more similarly to the animals. As shown above, the animals exhibit biases that are unrelated to reward contingencies in that they do not visit the different arms randomly during the exploratory phase of the behavior (Fig 1B&E). We therefore asked if such dynamic biases could underpin their later swift learning.

To capture these biases we added terms to the propensities such that for model M3:

\[ m_3(a, s_t) = b(a|a_t, a_{t-1}) + b^i(a). \]

The term \( b^i(a) \), which we call a dynamic independent arm preference, provides the agent with additional preferences to choose specific arms next, independent of its current or past locations. As with the state-dependent propensity terms, \( b^i(a) \) are also updated by \( \delta_t \) through the process of learning (Fig 4A). Importantly, adding this term allows us to capture both the fact that the animals may prefer specific arms before they begin the learning of the alternation contingencies and that these preferences can be shaped by reward.

Adding the dynamic independent arm preference makes M3 drastically faster than M1 and M2, coming far closer to the performance of the rats (Fig 4B&C). However, as also seen with M2, the first contingency still diverges from the real behavior, now with M3 learning faster than the animals. For M3, the values of \( \alpha \) and \( \gamma \), but not \( \omega \), for all of the individual animals are close to the values that maximize the amount of reward that M3 can receive (Fig 4D), indicating that M3 still does not help us determine whether the differences among the behavior of the individual rats is due to differences in innate capabilities.

Finally, we added two dynamic transition preferences, creating model M4 (Fig 5A), for which \[ m_4(a, s_t) = b(a|a_t, a_{t-1}) + b^i(a) + b^{n_1}x_1(a = a_t \pm 1) + b^{n_2}x_2(a = a_t \pm 2). \]

The additional propensities capture the preference of the animals seen in figure 1C to transition to neighbors that are either one, \( b^{n_1} \), or two arms \( b^{n_2} \), away. Again, these are both also updated by \( \delta_t \). It is worth noting, that although we have increased the internal complexity of the model, it still only has the same three parameters as the initial model. All of the factors in the propensities are updated with the same learning, \( \alpha \), and forgetting, \( \omega \), rates.

With the addition of these dynamic independent arm preferences, and dynamic transition preferences (Fig S3), model M4 fits contingencies two and three well (Fig 5B&C). In
addition, with M4 there was substantial variability in the parameter values across animals, which were no longer all the same as those that maximize the amount of rewards that the agent can receive (Fig 5D). This suggest that M4 could capture and expose individual differences due to innate learning. We expand on this further below.

To quantify the improvement in fit of M4 over the other models, we calculated the root mean square difference between the model and data for all rats for all inbound and outbound trials during each contingency (Fig 5E). We found that adding the dynamic independent arm preference dramatically improved the rms difference in both the inbound and outbound trials. This makes sense as the arm preference dynamically learns the three arms that provide reward in a given contingency (Fig S3A), effectively decreasing the space of states that the model has to explore to learn the contingency. Adding the dynamic transition preferences further improves the fit to the outbound trials for the same reason, since, now, when the model is at the center arm, it is far more likely that it will visit a neighboring arm.

**Generalization across contingencies**

The parameters of the models were chosen to fit the data from the animals on just the second and third contingencies. To quantify how well M4 generalized to the remaining contingencies we first computed the rms differences between the inbound and outbound error statistics of single runs of the model and the average behavior of the model (Fig 6A). These provide a baseline for interpreting the rms difference between the model and the animals, as they allow a comparison, for each contingency, of the variability in error statistics inherent in the model and the differences between the model and the behavior of the individual rats. Fig 6B shows this measure for the outbound errors for the fourth contingency. This allowed us to define the fit accuracy as the probability of the simulations of the model having a larger error than the data and to examine the distribution of fit accuracies across contingencies (Fig 6C).

Examining these distributions revealed clear successes of the model. The first, and possibly most surprising, is its ability to predict the outbound errors of the fourth contingency. This contingency, 2-4-6, is by far the hardest contingency, as it forces the animals to continue to alternate arms but to do so whilst skipping neighboring arms. The ability of the agent to capture such a distinct contingency suggests that the dynamic transition preferences capture key aspects of the animals’ behavior.

Importantly, this fit was by no means guaranteed. One could imagine that in terms of these outbound errors on the fourth contingency, the rats could have performed either far better or worse than the model. If the rats had generalized the fact that they had to alternate, then they would have performed far better than the model, which has no capacity to generalize the structure of the task. Alternatively, the rats could have developed a model whereby they only get rewarded at arm 4 but have to visit another arm prior to getting that reward, in which case the model would have done far better than the rats.

The second success is that the agent predicts the inbound errors for the fifth and sixth contingencies. Both of these contingencies are of the more standard variety, with neighboring arms being used in the alternation. As with the above example, this suggests that the model has
extracted core aspects of the way in which the rats transition between contingencies and continually learn.

The success is again informative because the animals could have performed better or worse than the model. The animals would have done better if they had learned that they live in a world that changes contingencies and were able to detect when that was the case more rapidly and adjust their behavior accordingly. M4 lacks the capacity to realize or act upon such regularities. The rats could also have performed worse than the model if they had been confused by the return from the skip arm contingency and had to relearn something to continue to perform the task well.

The failures of the model are equally, if not more, informative. The first failure of the model is apparent at a time when the animals’ knowledge might have been destabilized by the structure of the task. This is during the inbound trials in the fourth contingency. In the transition from the third contingency, 3-4-5, to the fourth contingency, 2-4-6, the center arm does not change, which is why the model makes essentially no inbound errors at that transition. The animals, on the other hand, systematically show an increase in inbound errors after the transition to the fourth contingency. One could imagine many ways that this could happen. For instance, this could be an indication of a global destabilization of information whereby, since the animals have a difficult time determining how to get rewards, they discard other things that they already know, even though they might be correct. Equally, it could be a signature of a form of directed or undirected exploration that we do not model.

Second, the distribution of fit accuracies shifts for the worse for the outbound errors of the fifth and sixth contingencies. The median of the distribution is 0.092 and 0.099, respectively (Fig 6C). These medians are far worse than the outbound fit accuracies for the second (0.363) and third (0.752) contingencies, and, surprisingly, they are also worse than the outbound fit accuracy for the fourth contingency (0.237), even though the fifth and sixth contingencies are of the standard variety with neighboring arms being the outer arm.

To better understand the nature of this shift in the fit accuracy for the outbound errors of the fifth and sixth contingencies we calculated the average difference between the errors of the individual rats and the errors of the model fits (Fig 6D). These residuals confirm the observations from the distributions of the fit accuracies. The model makes fewer errors, inbound and outbound, on the first contingency, and it also makes fewer inbound errors on the fourth contingency. However, the model makes more outbound errors at the beginnings of the fifth and sixth contingencies. We view this difference as a potential indication that the animals have generalized something about the structure of the task at this point, such that they know that they have to alternate, they just have to find the center arm from which they will then alternate, leading to effectively no outbound errors upon switching contingencies.

Finally, and as we have seen with the various models, the first contingency is quite different. We will return to this first contingency and the differences between the model and the rats below.

Parameters of individual model fits capture variability in behavior
With model M4 and with the addition of the neighbor arm preferences, the parameters of the fits to the individuals showed more variability and deviation from the parameters that maximized the reward (Fig 5D). When compared to M3 the M4 fits to all 24 rats had an interquartile range 3.0 times larger for \( \gamma \) (0.11 vs. 0.04), 7.8 times larger for \( \alpha \) (0.39 vs. 0.05), and 1.8 times larger for \( \omega \) (0.004 vs. 0.002). Given the presence of this variability, we asked whether it could reflect the variability in performance that we see in the data (Fig 1F&G).

First, we need to ensure that the differences in the parameter values we get from the fits are meaningful. We therefore evaluated the error landscape of the fits to determine whether there were clear global minima for each animal. We found that there were indeed global minima that were distributed across the parameter space. Our fitting procedure reliably determined the vicinity of the global minima (see Fig S3A for an example), indicating that the differences among animals are meaningful.

These different global minima also corresponded to different reward rates. We computed the average reward rate across 200 repeats of the model for a large range of parameters and found that the reward rate peaked at a large learning rate, small temporal discounting and midrange forgetting rate. We then compared that reward space to the range of the parameters of multiple fits to the individual animals (Fig 7A). The variability in the parameters corresponded to different reward rates for the model, indicating that the different model fits could reflect different learning capabilities in the rats.

To represent the variability in the behavior of the animals, and to see if the model captures that variability, we calculated the reward rate for all animals across the second and third contingencies, those contingencies fit by the model. As a comparison we also calculated the average reward rate of 200 repeats of the model for each of the individual fits of the model also for the second and third contingencies (Fig 7B). Both reward rates varied across a large range, and those animals with the lowest behavioral reward rates also had the lowest model reward rates. However, the model and behavioral reward rates differ in two ways. The first is that the highest performing rats were able to receive more rewards than could the model. This exposes another limitation of the model. Given fixed parameters for the entirety of the behavior, a good fit of the model has to find the right balance between, for example, a fast forgetting rate necessary for rapidly learning the different contingencies, but not too fast that the model forgets information during the performance of a single contingency and gets less reward at its asymptotic behavior. A possible way forward would be to incorporate dynamic parameters.

The second way in which the behavioral and model reward rates differ is that the ordering of the animals with increasing reward rate is not identical between the behavior and model reward rates. This could be viewed as another point of failure for the model; however, it is also possible that the model has extracted a more abstract version of the learning capacity of the animal; if so, this difference in ordering is a success of the modeling. To distinguish these two possibilities, we performed a median split of the animals based upon their actual reward rates (Fig 7C) and their model reward rates (Fig 7D) over the second and third contingencies and averaged the actual behavior of the two groups across all the contingencies.
If the models have abstracted information related to each animal’s learning capacity, then this median split should better separate groups on contingencies 1, 4, 5, & 6 (those not taken into account for the median split). That was indeed the case: the average difference between the two groups (Fig 7E) when split along the median using the model reward rate was 40% larger than when split along the median using the actual reward rate (7.5 % vs. 5.4%) (p = 0.008; permutation test). Therefore, the model reward rate more veritably reflects the overall learning capacity of the rats.

Exploratory behavior persists into the first alternation contingency

We now return to the first alternation contingency, which has stood out at multiple stages in the modeling process. One explanation as to why that might be the case comes from considering M4 and the steps taken to develop the model to that point (Fig 5).

Model M4 captures the speed of the learning of the subsequent contingencies but learns the first alternation contingency too quickly. It is possible that we have not added sufficient preferences and biases to the model. To create M4 we added preferences that would enable the model to speed up its learning; however, the rats also show directional inertia (Fig 1D&E), and that could work against their ability to learn the task rapidly. This raises the hypothesis that the rats show directional inertia that persists into the first alternation contingency. This hypothesis is consistent with the entirety of this task drawing upon previously unappreciated aspects of the behavior of the rats beyond just memory storage.

To understand what else could be missing in the model, and thereby what other aspects of the behavior of the rats might govern their learning, we reconsidered the way in which the rats interact with the arms during the exploratory period (Fig 1) and examined the neighbor frequency and directional inertia (Fig 1 C – E) of the animals and model during the exploratory period and into the first alternation contingency. We compared the behavior of the rats to the average behavior of M2 and M4, using the parameters from the fits to the individual animals. M2 provided a useful foil, as that model did a better job capturing the rate of learning of the animals during the first alternation contingency.

We calculated the frequency of transition to a neighboring arm in each session (Fig 8A). The values are identical between the animals and the models during the exploratory period because we force each model to follow the same series of arm visits as the individual rats (see Methods). Following the transition to the first contingency, M2 and M4 show distinct behavior. M2 shows a more precipitous decline and a slower return to asymptote in the neighbor frequency when compared to M4. The rats behave in a more consistent way with M4. Their initial decrease is larger than that of M4, but they do not persist at the low level, rapidly increasing to their asymptotic performance.

The fact that the rats show more consistent behavior with M4 supports the hypothesis that even the first contingency is not exclusively a memory-based task since in the purely memory-based version of the model (M2) this preference for neighboring arms develops much slower than in the animals (and in M4). However, that does not explain why the animals are so much slower to learn this first contingency than M4. To understand what might be at play we turned to the directional inertia of the animals.
For the directional inertia (Fig 8B) M2 and M4 show relatively similar dynamics, both of which are distinct from the rats. At the transition to the first contingency, both of the models initially drop and then rise to their asymptotic directional inertia levels. In contrast, the rats persist with an elevated directional inertia after the transition to the first alternation contingency, and then drop and eventually rise back up to their asymptotic directional inertia level. Neither M2 nor M4 has any additional preferences to capture the directional inertia, and this persistent value in the rats can indicate that, at least part of the slowness of the animals, can be due to the persistence of this pre-existing bias.

These results indicate that that persistent directional inertia could be a cause of the slower learning of the first contingency. To evaluate that possibility, we split the neighbor frequency and directional inertia metrics between the high performing and low performing animals as dictated by the median split of the model reward rate (Fig 7D). If directional inertia is related to learning rate, then the low performing animals should show more persistent directional inertia than the high performing animals (Fig 7D). That, indeed, is the case. The lower performing animals show an increased persistence ($p = 0.004$) of the elevated directional inertia (Fig 8D) into the first alternation contingency, but do not show different numbers of trials to rise in their return towards asymptote ($p = 0.08$) for the neighbor transition frequency (Fig 8C).

One of the intriguing hypotheses raised by exploring the variability between rats (Fig 7) is that the rats could have different innate abilities to learn. Those rats that learn the second and third contingency the best, as defined by the model, are also the rats that learn most of the other contingencies the best. This same grouping shows differences in the neighbor transition frequency during the exploratory period ($p = 0.006$, permutation test) (Fig 8C). The high performing rats show a greater neighbor transition frequency during this period. It is interesting that it is the neighbor transition frequency that differs in the exploratory period, as that was the feature that we had to add to the model in the first place to enable it to encompass some of the variability amongst the rats (Fig 5D).

Not only does the neighbor frequency bias differ between the groups of high and low performing animals, but the average neighbor frequency during the exploratory period of the individual rats shows a very high correlation ($r^2 = 0.41$, $p = 8 \times 10^{-4}$) with the amount of reward that same rat receives during the first alternation contingency (Fig 8E). This further supports that the pre-existing biases and dynamic preferences of the rats are a major contributing factor to their behavior, even during the first alternation contingency.

It is important to note that this connection between the exploratory behavior and the learning during the first spatial alternation contingency is not a causal statement. Further experiments will be necessary to understand if the higher performing animals perform better on the first alternation contingency (and subsequently contingencies) because they have a larger neighbor bias during exploration or if there is something about a larger neighbor bias that relates to greater learning capabilities in general. For instance, when innate learning capabilities have been studied in mice, there has also been a connection between faster learners and exploratory behavior (Matzel et al., 2006).

**Discussion**
We have presented a behavioral and modeling paradigm to advance our understanding of the nature of continual learning in rats. Using an automated behavioral system (Fig 1A), we recorded the continuous behavior of multiple rats. The rats learned a series of spatial alternation contingencies, whereby the next rewarded arm could be a function of not just the current location of the animal, but also on the past behavior of the animal (Fig 1F&G). Instead of beginning the learning of the alternation task with the initial exposure of the animals to the track, we separated the learning of the environment from the learning of the task by starting all animals on an exploratory period of the behavior. The exploratory period demonstrated that the rats interacted with the apparatus by showing multiple components of non-random behavior, exposing their pre-existing biases and the substrate for dynamic preferences (Fig. 1B–E).

Through refinement, we developed an RL agent that could perform the task as quickly as the rats and fit that model to capture the individual behavior. We laid bare the logic of the changes that we made to the RL agent to develop the final model. As the alternation task cannot be described as a Markov decision process, the simple model-free RL agent (M1), with which we started, could not learn the task (Fig 2). A working memory RL agent (M2) (Todd et al., 2009) could learn the task, but did so far slower than the animals for all but the first alternation (Fig 3). Incorporating dynamic preferences, motivated by the exploratory behavior of the rats, into the RL agent (ultimately model M4) enabled it to learn as rapidly as the rats (Fig 4&5). Note that M2 and M4 can both be described as model-free agents; thus our result shows that one need not necessarily appeal to more computationally sophisticated, model-based, components (Gershman and Niv, 2010) to account for all aspects of fast learning, but rather take appropriate account of structural contributions associated with biases.

Through fitting M4 to a subset of the alternation contingencies we compared the performance of the agent to the individual rats. The RL agent captured some aspects of the learning of the rats well, with the biases underlying M4 explaining different aspects of the individual variability of the animals (Fig 8). Perhaps the most surprising match between M4 and the rats was its ability to predict the outbound errors during the hardest alternation contingency (Fig 6). However, M4 did not perfectly capture all aspects of the behavior. There were systematic differences between the model and rat behavior. Of perhaps most interest is that the model made more outbound errors on the final alternation contingencies (Fig 5&6). We speculate that it is here that M4 is compromised by its inherent model-free nature and that the rats outperform the RL agent at these later contingencies because by that time they have generalized that they are performing a task that alternate and could use that information to speed up their learning of a given contingency. It will be interesting to study the timing and nature of this potential generalization further. Does the generalization only happen due to the number of contingencies, or is there something about the animals’ experience of the skip arm contingency that allows them to generalize the alternating nature of the task more competently?

For this behavior we chose a simplified output as the modeled feature: visiting arms. The nature of the algorithm that governs the behavior led to the choice of arm visits for the model, as arms visits are the only factor taken into account when evaluating rewards. However, there are clearly many additional aspects of the behavior of the rats that are not completely...
subsumed by the arm the animal visits. Future models will be necessary to account for the
timing of arm visits, the precise trajectory the animal takes, and whether or not the animal
breaks the beam of the reward well, as well as other potentially relevant ways in which the rats
interact with the space of the task.

**Modeling considerations: ML vs ABC and when to stop modeling**

In developing and fitting the RL agents we had to make many decisions, many of which highlight
general points about modeling animal behavior. When fitting individual animals with the model
we found that maximizing the likelihood that the model would chose the same arms as the
animal did not provide parameters that would then be able to generate statistics that captured
the way in which the rats behaved (Fig 1C – D). Therefore, consistent with other studies using
RL agents to fit rodent behavior (Lloyd et al., 2012; Luksys et al., 2009), we utilized ABC
methods to minimize the difference between characteristic statistics of the rats and the model.
This is not formally surprising, since ML offers no guarantee for models that underfit data; but it
would be important to understand such failures more generally, since by far the bulk of
behavioral modeling employs methods that are vulnerable to the same concern.

Through the various model iterations, we had to decide both when to continue refining
the model, and when to stop doing so. The initial drive to continue the modeling was
obvious. M1 couldn’t perform the task (Fig 2) and M2 couldn’t learn the task as rapidly as the
animals (Fig 3). However, with M3, the need to continue was far more subtle. M3, largely, had
the capacity to learn the task as rapidly as the rats; however, when we fit M3 to the individual
animals the parameters mostly clustered around the parameters that maximized the amount of
reward that M3 could receive (Fig 4D). This indicated that there was still something
fundamentally missing in the agent. None of the subtlety and richness of the individual
variability between animals existed within the parameters for the fits of M3. Finally, with M4,
the parameters from the fits varied away from the maximal parameters from that agent. This
indicated that we could consider no longer continuing the process of improving the modeling.

The decision to stop the modeling at that point rested upon somewhat different factors.
Even though M4 fails to capture certain identifiable aspects of the behavior of the rats, it,
surprisingly at times, closely matches different features of the way in which the individual
animals learned the task (Fig 6), and better separated them than simple statistics such as the
reward rate (Fig 7). It was the combination of capturing variability across animals and predicting
features of the behavior outside of the fit that suggested that we might stop refining the model
further. To go beyond this, it would be desirable to refine the paradigm, for instance to put the
‘skip’ contingency (2-4-6) at different points to examine its role in generalization; or to
systematize the length of engagement with each contingency to study the possible decrease in
learning rate as performance improved.

**Modeling functions: quantitative understanding for hypothesis generation**

The success of Model M4 highlights a number of factors about the behavior of the
animals. First, it sets something like a lower bound on the information and strategy an animal
could use to perform the task. M4 sets into relief the fact that the rats, for much of their
behavior, need not know anything more complicated than a working-memory-based variant of
a model-free RL agent. That, of course, does not mean that they do not know anything more, it
just shows that they need not to perform the behavior the way that they do. M4 also highlights
that this spatial alternation task is not just a memory task. Rather, they are, at least as much, a
study in the way in which rats utilizes and alter their behavioral biases.

Second, in the places M4 fails to capture the behavior it can highlight the aspects of the
task that are least well understood to direct further inquiry. When this lower bound cannot
keep up with the behavior of the rats, as evident in M4’s characterization of the outbound
ersors of the fifth and sixth contingencies, it focuses us on timepoints worthy of further
experimentation.

Third, animals behave differently, something lost in averaging behavior across animals.
This individual variability can be due to many different causes, but at the extremes are that
random variation underlies that variability between animals or that the variability is due to
innate differences between animals. These two extremes are far from mutually exclusive and
very difficult to tease apart, especially with a continual learning task. Individual rodents show
consistent learning ability across tasks (Galsworthy et al., 2002; Matzel et al., 2003), indicative
of there being innate differences between animals. M4 was able to capture variability between
animals (Fig 7), and it served as a better way to separate out that variability than the actual
reward rate of the rats, suggesting a reality to what it captured.

Conclusion
In sum, we have shown the promise and problems of modeling relatively complex behavioral
patterns in rodents. We examined the course of learning from the very outset in some detail,
and thereby gained insight into aspects of the different strategies employed by our subjects.
These results point directly to further questions that new variants of the paradigm can duly
elucidate.

Methods
Animals: All experiments were conducted in accordance with University of California San
Francisco Institutional Animal Care and Use Committee and US National Institutes of Health
guidelines. Rat datasets were collected from Long Evans rats, ordered from Charles River
Laboratories, that were fed standard rat chow (LabDiet 5001). To motivate the rats to perform
the task, reward was sweetened evaporated milk, and the rats were food restricted to ~85% of
their basal body weight.

Two cohorts of rats, comprised of 6 males and 6 females each, were run on the
automated behavior system. There were no systematic differences in reward probabilities
between the male and female rats within the two cohorts (Fig S2A), so data from all animals
were aggregated for subsequent analyses. The entire behavior took place over the course of 22
days for the first cohort and 21 days for the second cohort. The first cohort ran an extra day on
the initial exploratory behavior, where the animals received rewards after visiting any arm of
the track. At the start of the behavior the first cohort of rats were 4 – 5 months old, and the
second cohort of rats were 3 – 4 months old.
Automated behavioral system: The automated behavior system was custom designed and constructed out of acrylic. All parts of the behavior system were enclosed with walls. There were different symbols on each arm of the track serving as proximal cues, and there were distal cues distinguishing the different walls of the room. Pneumatic pistons (Clippard) opened and closed the doors. Python scripts, run through Trodes (Spike Gadgets), controlled the logic of the automated system. The reward wells contained an infrared beam adjacent to the reward spigot. The automated system used the breakage of that infrared beam to progress through the logic of the behavior (Fig S1A). In addition to the infrared beam and the spigot to deliver the reward, each reward well had an associated white light LED (Fig S1A).

Each cohort of rats were divided into groups of four animals. The same groups were maintained throughout the duration of the experiment. Within a group, a given rat was always placed in the same rest box, and the four rats of a group serially performed the behavior. The rats had multiple sessions on the track each day. During the exploratory period of the behavior, the duration of a session was defined by a fixed number of rewards. During the alternation task the duration of a session was defined either by a fixed number of center arm visits and at least one subsequent visit to any other arm, or a fixed amount of time on the track (30 minutes), whichever came first. Only one of the female rats reached the time limit, and it did so for only two sessions toward the beginning of the first alternation contingency. For that one female we incorporated the trials that she ran on those sessions and did not distinguish the time out sessions for the analyses.

The algorithm underlying the exploratory part of the behavior had only one rule. Reward was delivered for any infrared well beam break if and only if the current well infrared beam break was immediately preceded by an infrared beam break at any other well. This prevented the animals from getting continuous reward at a single arm, and ensured the rats visited at least two of the arms.

The algorithm underlying the spatial alternation task was such that three arms on the track had the potential for reward within a given contingency, for example during contingency at arms 2-3-4, arms 2, 3, and 4 had the potential to be rewarded, and arms 1, 5, and 6 did not. Of those three arms we will refer to the middle of the three arms as the center arm (arm 3 in the above example) and the other two arms as the outer arms (arms 2 and 4 in the above example). Reward was delivered at the center arms if and only if: 1) the immediately preceding arm whose reward well infrared beam was broken was not the center arm. Reward was delivered at the outer two arms if and only if: 1) the immediately preceding arm whose reward well infrared beam was broken was the center arm, and 2) prior to breaking the infrared beam at the center arm, the most recently broken outer arm infrared beam was not the currently broken outer arm infrared beam. The one exception to the outer arm rules was at the beginning of a session, following the first infrared beam break at the center arm, where only the first condition had to be met.

For the running of the behavior, the infrared beam break determined an arm visit (Fig S1A); however, the rats would sometimes go down an arm, get very close to the reward wells, but not break the infrared beam. Therefore, for all of the analyses described, an arm visit was defined as when a rat got close to a reward well. These times were extracted from a video...
recording of the behavior. These, effective missed pokes were more frequent at the beginning
of a contingency (Fig S2B), but overall were not that common. This proximity-based definition
of an arm visit added additional arm visits to those defined by the infrared beam breaks, and by
definition none of them could ever be rewarded, nor alter the logic of the underlying algorithm.
However, because of the non-Markovian nature of the reward contingency, they could affect
the rewards provided for subsequent choices.

**RL agents:** Given that each spatial alternation task could be framed as a partially observable
Markov decision process, we adapted the working memory model of Todd et al. (2009) as the
basis for our series of RL agents. The models specify rules governing propensities \( m(a, s) \) that
contain the preferences of the agent of choosing arm \( a \) when the state is \( s \). Models differ in
terms of what counts as the state, and also according to the various terms whose weighted sum
defines the propensity.

In the first agent (Fig 2) the state is defined as the current arm location, \( s_t = a_t \), of the
agent. In all subsequent agents the state is defined as the combination of the current arm
location of the agent and the immediately preceding arm location of the agent, \( s_t = \{a_{t-1}, a_t\} \).
This is a simplification from the Todd et al. model, whereby \( a_{t-1} \) is always placed into the
memory unit, effectively setting the gating parameter for the memory unit to always update
the memory unit. Then, the first component of \( m(a, s) \) for all models is \( b(a, s) \), which is a
6x(6+1) or 6x(36+6+1) matrix containing the transition contingencies to arm \( a \) from state \( s \). The
reason for the additional states beyond just the 6 arms or 6x6 arms by previous arms is to
include the rest box in the possible locations to allow for the inclusion of the first arm visit of a
session. In so doing that adds 1 additional state to model M1, and 6+1 additional states into the
subsequent agents since the animals can be located in the rest box and can be located at any of
the 6 arms having previously been in the rest box.

To provide the agents with additional spatial and transitional preferences we added
components to the transition propensities. The first is an arm preference, \( b^i(a) \) that is
independent of the current state of the animal. The second is a preference for visiting arms that
neighbor in space the current arm, \( b^{n_1} \chi(a = a_t \pm 1) \), where \( \chi() \) is the characteristic function
that takes the value 1 if its argument is true (and ignoring arms outside the range 1...6) and \( b^{n_1} \)
is the (plastic) weight for this component. The third is a preference for visiting arms that are
two removed, in space, from the current arm, \( b^{n_2} \chi(a = a_t \pm 2) \). The neighbor arm
preferences contain only single values, the preference to go to a neighboring arm. These
neighbor biases were applied equally in both directions when possible (i.e. if the agent was at
the end of the track the neighbor bias could only be applied to one direction).

To determine the probability of visiting each of the arms from a given state, the total
propensity is passed through a softmax such that:

\[
p(a; s) = \frac{\exp(m(a, s))}{\sum_b \exp(m(b, s))}
\]

(1)

The agent’s visit is the determined by a sample from this distribution. The choice of arm then
determines the reward, \( r \), which is either 0 or 1, based on the algorithm that governs the
spatial alternation task. The probability of revisiting the current arm is set to zero, and the
probabilities of going to the remaining arms sums to 1.

The model uses the REINFORCE policy gradient method (Williams, 1992) within the
actor-critic framework of temporal difference learning, to update the propensities in the light of
the presence or absence of reward. To do this, the agent maintains a state-long-run-value
approximation, $V(s)$, which functions as a lookup table, with one component for each state.

The reward determines the state-value prediction error:

$$\delta_t = r_t + \gamma V(s_{t+1}) - V(s_t)$$

(2)

where $\gamma \in [0, 1)$ is a parameter of the model called the temporal discounting factor, which
determines the contribution of future rewards to the current state.

$\delta_t$ is then used to update the preferences all of the components of the propensities and
$V(s)$. The state-based transition component is updated according to the rule:

$$b(a, s) \leftarrow b(a, s)(1 - \omega) + a \delta_t \times \begin{cases} 
1 - p(a; s), & s = s_t, a = a_t \\
-p(a; s), & s = s_t, a \neq a_t \\
0, & s \neq s_t 
\end{cases}$$

(3)

where $\alpha \in [0, 1]$ is a parameter of the model called the learning rate, which determines the
amount by which all components of the propensities change based on the new information.

$\omega \in [0.001, 0.015]$ is also a parameter of the model called the forgetting rate, and determines
how the propensities associated with unchosen states (and/or actions) decay. The independent
arm preference is updated according to the rule:

$$b^i(a) \leftarrow b^i(a)(1 - \omega) + a \delta_t \times \begin{cases} 
1 - p(a = \{a_t + i, a_t - i\}; s), & a = a_t \\
-p(a = \{a_t + i, a_t - i\}; s), & a \neq a_t 
\end{cases}$$

(4)

The strength of the neighbor arm preferences are updated according to the rule:

$$b^{ni} \leftarrow b^{ni}(1 - \omega) + a \delta_t \times \begin{cases} 
1 - p(a = \{a_t + i, a_t - i\}; s), & a = a_t \pm i \\
-p(a = \{a_t + i, a_t - i\}; s), & a \neq a_t \pm i 
\end{cases}$$

(5)

where $i$ is either 1 or 2 depending on whether the energy being calculated is the immediate
neighbor preference or the 2 arm away preference. And, finally, the state-value approximation
is update according to the rule:

$$V(s) \leftarrow V(s)(1 - \omega) + a \delta_t \times \begin{cases} 
1, & s = s_t \\
0, & s \neq s_t 
\end{cases}$$

(6)

The learning, $\alpha$, and forgetting, $\omega$, rates were the same for all of the updating
rules. This does not need to be the case, but since we found that a single learning and
forgetting rate fit the data well, we did not feel there was a need to increase the complexity of
the models by increasing the number of parameters.
Model fitting: The model was implemented in C++ and run and fit within Igor Pro (Wavemetrics). There were 7 arms at which the agent could be located, 6 track arms and 1 rest box “arm;” whereas, there we only 6 arms to which the agent could transition. That means that the model implemented the transition from the rest box to the track but did not model the return to the rest box from the track, this was done so that all track arm visits would be included in the analyses. For the working memory version of the model, there were, therefore, 43 states in which the agent could find itself. 36 states (6^2) for all combinations for both the previous and current arm being one of the 6 track arms (6 of these states could never be visited since a return to the same arm is not allowed), an additional 6 states for the current arm being one of the 6 track arms and the previous “arm” being the rest box, and a final 1 state for the agent starting from the rest box.

We fit the various agents to individual animals in two ways. The first was using maximum likelihood; whereby we optimized the parameters of the agent to maximize the likelihood that the agent would exactly reproduce the arm visits of the animal during the second and third spatial alternation contingencies. Given that this method did not find parameters that would generate the behavior with similar statistics to the animals (Fig 2), we use the alternative Approximate Bayesian Computation method. For that fitting we found the parameters that minimized the average root mean square difference between the inbound and outbound errors of the individual animal and of the average of 200 different repeats of the model. The inbound and outbound fitting errors were summed with equal weighting to create the final fitting error. For both fitting categories we used simulated annealing and ran the optimization at least 4 different times from different initial conditions. We chose the parameters with the maximum likelihood or minimal error. For each run of the model we used the same random number generating seed to minimize the random fluctuations between parameter sets (Daw, 2011).

Quantification of differences in statistics between high and low performing rats: We quantified the differences between the high and low performing rats in the neighbor frequency and directional inertia metrics by calculating the average session whereby these metrics dropped to half their range during the first contingency. For the neighbor frequency we defined the range as the difference between the value of the average across all animals at the first and last session of the contingency. For the direction inertia, since it shows more biphasic dynamics, we defined the range as the difference between the value of the average across all animals during the first session of the contingency and the minimal average value of the directional inertia. We permuted the identity of the rats and recalculated the metric 10,000 times to compare to the differences between the high and low performing rats.
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Figure Legends

Fig 1. Automated behavior system for analysis of continuous spatial alternation behavior. (A) Layout of automated behavior system. (B) Arm preferences of all rats (n = 24) during the exploratory period of the behavior, where a rat can get rewarded at any arm of the track. Rats ordered by arm preference. (C) Example transition matrix during the exploratory period of the behavior a single rat (animal #8 from A) showing the probability of going to any of the six arms when starting from each of the six arms. (D) Example arm choices (arrowheads) of a single rat (animal #1 from A) during a session of the exploratory behavior. (E) Probability of seeing the maximal arm preference (left) neighbor visit frequency (middle) or directional inertia (right) given random choices between the six arms. Horizontal line shows a probability of 0.05. For the neighbor transition frequency, the random distribution was defined by the arm visit probability of the animal, and for the directional inertia the random distribution was defined by the transition matrix of the animal. As the p-value was determined using 10,000 draws from distributions, the minimal value is $10^{-4}$. 14/24 rats were at that minimal value for the max arm probability, 24/24 for the neighbor visit frequency, and 19/24 for the directional inertia. (F) Probability of getting a reward for all 24 rats. Within each contingency, curves smoothed with a Gaussian filter with a standard deviation of 10 arm visits. Two different rats shown in colors (yellow and teal) to indicate consistency of performance in those rats across the different contingencies. Contingencies demarcated by vertical lines above the plot. Contingencies labeled by six boxes, with the open boxes indicating which of the six rewards well contain the potential for reward. (G) Error likelihoods for inbound and outbound trials for all 24 animals. Values smoothed with a Gaussian filter with a standard deviation of 10 inbound or outbound trials and then interpolated to reflect total arm visits. Colors indicate the same rats as in F. Contingencies indicated as in F.

Fig 2. Simple RL agent does not learn alternation task. (A) Graphic of RL agent M1. Colored symbols, $b(a, s_i)$ and $V$, indicate the entities that change as the agent goes to arms, $a$, and does or does not get reward, $r$. The state of this agent, and therefore the probability of transitioning to each of the arms, $p(a; s)$, is defined by the current arm location, $a_t$, of the agent. (B) Average reward probability of all animals (n = 24) across all contingencies (grey), and average behavior of 200 repeats of the model, whose parameters were optimized to maximize the rewards gotten across all contingencies (purple). (C) Inbound and outbound error likelihood for an individual animal across all contingencies. Grey color indicates animal behavior to which the model is not fit, while black color indicates animal behavior to which the model is fit. Values smoothed with a Gaussian filter with a standard deviation of 2.25 errors and then interpolated to reflect arm visits. In light purple is the average behavior of 200 repeats of the model using the parameters that maximize the likelihood of exactly reproducing the choices of a single run of the model using the parameters that maximize the amount of reward. In yellow is the average behavior of 200 repeats of the model using the parameters that maximize the likelihood of exactly reproducing the rat’s arm choices during the second and third alternation contingencies (black). In dark purple is the average behavior of 200 repeats of the model using the parameters that minimize the rms difference between the model and the animal during the second and third alternation contingencies (black). (D) Comparison of parameters under
different fitting conditions shown in C. The leftmost point shows the parameters for the model that maximizes the amount of reward the model can get over all the contingencies, as shown in B.

**Fig 3. Working memory RL agent learns alternation task far slower than rats.** (A) Graphic of RL agent M2. Colored symbols, $\mathcal{b}(\mathbf{a}, s_t)$ and $\mathcal{V}$, indicate the entities that change as the agent goes to arms, $\mathbf{a}$, and does or does not get reward, $r$. The state of this agent, and therefore the probability of transitioning to each of the arms, $p(a; s)$, is defined by the current arm location, $a_t$, and the previous arm location, $a_{t-1}$, of the agent. (B) Average reward probability of all animals ($n = 24$) across all contingencies (grey), and average behavior of 200 repeats of the model with parameters chosen to maximize the rewards received across all contingencies (orange). The model was given extra arm visits to reach asymptotic behavior (after the endpoints of the grey curves for each contingency) to show more clearly the model’s ability to learn the task. (C) Inbound and outbound error likelihood for an individual animal across all contingencies (grey/black). Values smoothed with a Gaussian filter with a standard deviation of 2.25 errors and then interpolated to reflect arm visits. In orange is the average behavior of 200 repeats of the model using the parameters that minimize the rms difference between the model and the animal during the second and third alternation contingencies (black). (D) Comparison of the parameters for the fits of individual animals (open circles) to the parameters that maximize rewards (closed circles).

**Fig 4. Giving RL agent dynamic arm bias allows for far more rapid learning of alternation task.** (A) Graphic of RL agent M3. Colored symbols, $\mathcal{b}(\mathbf{a}, s_t)$, $\mathcal{b}^1(\mathbf{a})$ and $\mathcal{V}$, indicate the entities that change as the agent goes to arms, $\mathbf{a}$, and does or does not get reward, $r$. The probability of transitioning to each of the arms, $p(a; s)$, is determined by the state of the agent and an independent dynamic arm preference. (B) Average reward probability of all animals ($n = 24$) across all contingencies (grey), and average behavior of 200 repeats of the model, whose parameters were optimized to maximize the rewards gotten across all contingencies (blue). (C) Inbound and outbound error likelihood for an individual animal across all contingencies (grey/black). Values smoothed with a Gaussian filter with a standard deviation of 2.25 errors and then interpolated to reflect arm visits. In blue is the average behavior of 200 repeats of the model using the parameters that minimize the rms difference between the model and the animal during the second and third alternation contingencies (black). (D) Comparison of the parameters for the fits of individual animals (open circles) to the parameters that maximize rewards (closed circles).

**Fig 5. Adding dynamic neighbor bias enables further speeding up of RL agent learning of alternation task.** (A) Graphic of RL agent M4. Colored symbols, $\mathcal{b}(\mathbf{a}, s_t)$, $\mathcal{b}^1(\mathbf{a})$, $\mathcal{b}^{n_1}\mathcal{X}_1(a = a_t \pm 1)$, $\mathcal{b}^{n_2}\mathcal{X}_2(a = a_t \pm 2)$ and $\mathcal{V}$, indicate the entities that change as the agent goes to arms, $\mathbf{a}$, and does or does not get reward, $r$. The probability of transitioning to each of the arms, $p(a|s)$, is determined by the state of the agent, an independent dynamic arm preference, and dynamic...
neighbor preferences. (B) Average reward probability of all animals (n = 24) across all contingencies (grey), and average behavior of 200 repeats of the model, whose parameters were optimized to maximize the rewards gotten across all contingencies (green). (C) Inbound and outbound error likelihood for an individual animal across all contingencies (grey/black). Values smoothed with a Gaussian filter with a standard deviation of 2.25 errors and then interpolated to reflect arm visits. In green is the average behavior of 200 repeats of the model using the parameters that minimize the rms difference between the model and the animal during the second and third alternation contingencies (black). (D) Comparison of the parameters for the fits of individual animals (open circles) to the parameters that maximize rewards (closed circles). (E) RMS difference between the model and the data for all animals (n = 24) for the inbound and outbound errors for each contingency for the different models from Fig 3 (orange), 4 (blue) and 5 (green).

Fig 6. Successes and failures of the model. (A) Inbound and outbound error likelihood for an individual animal across all contingencies (grey/black). Values smoothed with a Gaussian filter with a standard deviation of 2.25 errors and then interpolated to reflect arm visits. In dark green is the average behavior of 200 repeats of the model using the parameters that minimize the rms difference between the model and the animal during the second and third alternation contingencies (black). In light green is the inbound and outbound error likelihood for a single repeat of the model using the parameters from the fit to the individual animal. (B) Cumulative distribution for all of the RMS difference errors between individual simulations of the model and the 200 repeats of the model for the outbound errors of the fourth contingency. The RMS difference error for the data is shown in the black circle. Fit accuracy in the subsequent panel is the fraction of the cumulative distribution that falls to the right of the data. (C) Histograms across animals of the log of the fit accuracy of the model from Fig 5. Above each pair of histograms are boxes indicating the contingency. Open boxes indicate wells with the potential to provide reward. Fit accuracy is the probability of individual runs of the model providing an error greater than the error of the data. Parameters optimized to minimize the error between 200 repeats of the model and the data during the second and third alternation contingency (black). Vertical dotted line show p = 0.05 for comparison. Arrowheads point to value of the median for the outbound fit accuracies. (D) Difference between the error likelihood for the rats and the model fit to the individual rats, averaged across all rats (± standard deviation). Positive residual values indicate that the model had higher error likelihoods and negative residual values indicate that the model had lower error likelihoods.

Fig 7. M4 captures differences in animal performance. (A) Three-dimensional space of parameters projected down on all pairs of parameters. The median and interquartile range of 24 fits for each animal is plotted as the red or pink dot with errors bars in both axes. Red and pink colors indicate split of animals as dictated by panel B. Color scale in background is the maximal reward rate during the second and third contingency for the pair of parameters. For instance, for the α/γ plot, each color indicates the maximal reward value that can be obtained for the pairing of α and γ, which is found by scanning through all values of ω. (B) The reward
obtained by each animal (diamonds) and by the model fit to each animal (circle). Animals ordered by the model reward. Animals colored by the median split for the actual reward rate (blue/black) and model reward rate (pink/red). Dotted horizontal line indicates maximal reward rate for the model. (C) Average (± sem) probability correct across all contingencies for the grouping by the median split of the actual reward rate. (D) Average (± sem) probability correct across all contingencies for the grouping by the median split of the model reward rate. (E) Difference between the average reward rates (± sem) when the animals are split based upon their actual reward rates (black) or based upon the model reward rates (red).

**Fig 8. Comparison of behavioral statistics to understand differences in the first contingency.** Neighbor arm visit frequency (A), and directional inertia (B) for each session during the exploratory period and first spatial alternation contingency. In grey is the average (± sem) behavior of all 24 rats. In orange (green) is the average (± sem) behavior of the 24 fits of model M2 (M4). The average (± sem) neighbor arm visit frequency (C), and directional inertia (D) for the higher (red) and lower performing (pink) rats as defined by the median split of the model reward rate in Fig 7B. The horizontal solid lines in C & D indicates the values at which the decay (C) or rise (D) are calculated to measure differences between the groups. For A – D, the horizontal dotted lines indicate the value for perfect performance of the first alternation contingency. (E) Correlation between the average neighbor frequency during exploration and the average reward rate during the first contingency across all animals. Dotted line shows the linear fit to the data.

**Supplementary Figure 1. Reward well.** (A) Picture of a reward well showing the spigot through which milk is delivered, flanked by an IR LED and phototransistor, encased in metal elbows, to detect the position of the animal. Any unconsumed milk exited the track through the drain below the spigot. A light is illuminated directly behind the reward well when there is potential for reward delivery (see methods). Reward wells were made entirely out of metal.

**Supplementary Figure 2. Males and females perform the behavior comparably across the two cohorts.** (A) Average probability of getting a reward for the male (dotted line) and female (solid line) rats in the first (top) and second (bottom) cohort. Within each contingency, curves smoothed with a Gaussian filter with a standard deviation of 10 arm visits and then averaged across the different animals. Thickness of the line indicates the sem. Contingencies demarcated by vertical lines above the plot. Contingencies indicated by filled in boxes indicating the potential for reward at each of the six reward wells. (B) Average missed poke likelihood across all contingencies. Averaged across all rats. Thickness of line indicates sem. (C) Maximal reward rate in a session for each contingency and for all animals. Horizontal dotted line demarcates 80% correct.
Supplementary Figure 3. Dynamics of individual arm and neighbor preferences for the model. The average individual arm preferences ($\beta^a$) (A) and neighbor arm preferences ($\beta^{n_1}$ and $\beta^{n_2}$) across all contingencies and repeats of the model for the fit to the animal shown in Fig 5C. The values shown are those prior to passing through the exponential for the Softmax.

Supplementary Figure 4. Error landscape for M4. (A) Three-dimensional space of parameters projected onto the plane for the parameters from the fit. For instance, for the $\alpha/\gamma$ plot, the plane for the fit value of $\omega$ is chosen. The median and interquartile range for the parameters for the same rat from Figs 2-6 for 24 fits are plotted as the red dot with errors bars in both axes (obscured by the dot). The color scale in the background shows the error between the model and the data.
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Figure 2

A. $s_t = \{a_t\}$

B. Probability correct vs. Arm visits (#)

C. Error likelihood vs. Arm visits (#)

D. Data comparison between ML simulated, ML data, and ABC data.
Figure 3

A

\[ s_t = \{a_t, a_{t-1}\} \]

\[ b(a, s) \rightarrow p(a; s) \rightarrow a_{t+1} \rightarrow r_{t+1} \]

\[ a_t, a_{t-1} \rightarrow V \rightarrow \gamma \]

B

Probability correct

\[
\begin{array}{cccc}
0 & 0.5 & 1 & 0.5 \text{ data} \\
\end{array}
\]

Arm visits (#)

\[
\begin{array}{cccc}
0 & 2,000 & 4,000 & 6,000 \\
\end{array}
\]

C

Error likelihood

\[
\begin{array}{cccc}
0 & 0.5 & 1 & 0.5 \text{ inbound} \\
\end{array}
\]

Arm visit (#)

\[
\begin{array}{cccc}
0 & 1,000 & 2,000 & 3,000 \\
\end{array}
\]

D

\[
\begin{array}{cccc}
0 & 0.5 & 1 & 0.5 \\
0 & 0.01 & 0.015 & 0.005 \\
0 & 0 & 0 & 0 \text{ max reward ABC data} \\
\end{array}
\]
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\[ s_t = \{a_t, a_{t-1}\} \]

\[ p(a_t; x) \]

\[ \gamma \]

\[ a_t, a_{t-1} \]
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C
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\[ \alpha \]

\[ \gamma \]

\[ \omega \]

\[ \text{max reward} \]

\[ \text{ABC data} \]

\[ \text{Arm visits (#)} \]

\[ \text{Probability correct} \]

\[ \text{Error likelihood} \]

\[ \text{Outbound} \]

\[ \text{Inbound} \]

\[ \text{Arm visits (#)} \]

\[ \zeta \]

\[ \zeta' \]
Figure 5

A

\[ s_t = (a_t, a_{t-1}) \]

\[
\begin{align*}
\rho(a, s) \\
+ \rho'(a) \\
\rho_{\pm 1}(a = a_t \pm 1) \\
+ \rho_{\pm 2}(a = a_t \pm 2)
\end{align*}
\]

B

Probability correct

Error likelihood

C

Arm visits (#)

Arm visit (#)

D

\[ V_p(a; s_t) = \alpha b^n_1(a = a_t + 1) + \omega b^n_2(a = a_t + 2) \]

E

RMS difference:

contingency

M2

M3

M4