




Supplementary Figures979

Figure 1. Simulated V1 datasets with different noise levels. (a) Gray lines represent the fits to simulated V1 perception datasets with
different levels of SNR. Each panel contains 100 independently simulated datasets with the same noise level. Orange lines represent the fits to
the actual perception and memory data, reproduced from Figure 4b, and are the same for each SNR value. (b) Purple lines represent the fits to
simulated V1 perception datasets with different frequencies of failed retrieval. Other conventions as in (a). (c) Blues lines represent the fits to
simulated V1 perception datasets with different amounts of memory error. Other conventions as in (a).
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Figure 2. pRF model comparisons. (a) Predicted polar angle response functions are plotted for three pRF models: linear, CSS, and DoG+CSS.
Comparing these responses to perception data plotted in Figure 4b, the linear model did the poorest job of predicting perception responses.
Linear predictions underestimated the amplitude of the observed response, particularly in later visual areas. Both nonlinear models (CSS and
DOG+CSS) avoided this magnitude of failure. The DoG+CSS model selectively captured negative responses in V1–V3. (b) Model accuracy
(R2) of the predicted polar angle response functions for each pRF model, evaluated separately for perception and memory data in each ROI.
Error bars indicate 68% bootstrapped confidence intervals. Accuracy of the linear model in predicting perception data dropped steadily moving
away from V1, indicating poor fit. Model accuracies for the the CSS and DoG+CSS models were higher and more stable across ROIs, with the
DoG+CSS performing slightly better in every region. With the exception of the linear model in late visual areas, accuracy for all three models was
far worse for memory data than perception data.
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