dSNE: a visualization approach for use with decentralized data
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Abstract

Visualization of high dimensional large-scale datasets via an embedding into a 2D map is a powerful exploration tool for assessing latent structure in the data and detecting outliers. It plays a vital role in neuroimaging field because sometimes it is the only way to perform quality control of large dataset. There are many methods developed to perform this task but most of them rely on the assumption that all samples are locally available for the computation. Specifically, one needs access to all the samples in order to compute the distance directly between all pairs of points to measure the similarity. But all pairs of samples may not be available locally always from local sites for various reasons (e.g. privacy concerns for rare disease data, institutional or IRB policies). This is quite common for biomedical data, e.g. neuroimaging and genetic, where privacy-preservation is a major concern. In this scenario, a quality control tool that visualizes decentralized dataset in its entirety via global aggregation of local computations is especially important as it would allow screening of samples that cannot be evaluated otherwise. We introduced an algorithm to solve this problem: decentralized data stochastic neighbor embedding (dSNE). In our approach, data samples (i.e. brain images) located at different sites are simultaneously mapped into the same space according to their similarities. Yet, the data never leaves the individual sites and no pairwise metric is ever directly computed between any two samples not collocated. Based on the Modified
National Institute of Standards and Technology database (MNIST) and the Columbia Object Image Library (COIL-20) dataset we introduce metrics for measuring the embedding quality and use them to compare dSNE to its centralized counterpart. We also apply dSNE to various multi-site neuroimaging datasets and show promising results which highlight the potential of our decentralized visualization approach.

1. Introduction

Large-scale datasets have proven to be highly effective in facilitating solutions to many difficult machine learning problems [1]. High tolerance to mistakes and possible problems with individual data samples in applications relevant to internet businesses[1] together with advances in machine learning methodologies (such as deep learning [2]) are able to effectively average out problems with individual samples lead to improved performance in recognition tasks. The story is different in the domains working with biomedical data, such as neuroimaging, where a data sample is a magnetic resonance image (MRI) of the entire brain containing on the order of 100,000 volumetric pixels (voxels). There, the data collection process for each sample is expensive, considerations of data privacy often prevent pooling data collected at multiple places, thus the datasets are not as large. Yet they are large enough to be difficult to manually vet each sample. An incorrect data sample may still lead to wrong conclusions and quality control is an important part of every analysis. Methods for simultaneous embedding of multiple samples are welcomed, as it is very difficult to scan through each and are used in practice for quality control [3].

A common way of visualizing a dataset consisting of multiple high dimensional data points is embedding it to a 2 or 3-dimensional space. Such embedding can be an intuitive exploratory tool for quick detection of underlying structure and outliers. Although linear methods such as principal component analysis (PCA) provide the functionality they are not usually useful when there is a need to preserve and convey hidden nonlinear structure in the data. Many methods were developed for the task on non-
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1It is expected that the mistakes average out and even if they do not the cost of displaying an image that the user did not request is low.
linear data embedding and visualization including Sammon mapping \[4\], curvilinear components analysis \[5\], Stochastic Neighbor Embedding \[6\], Isomap \[7\], Maximum Variance Unfolding \[8\], Locally Linear Embedding \[9\], Laplacian Eigenmaps \[10\]. The problem with these approaches is in their inability to retain local and global structure in a single map. A method to handle this situation efficiently was alternatively proposed: t-distributed stochastic neighbor embedding (t-SNE) \[11\]. The embeddings resulting from t-SNE applications are usually intuitive and interpretable which makes it an attractive tool for domain scientists \[3, 12\].

The necessity of dimensionality reduction and visualization is growing rapidly in various research domains. To Visualize underlying structure and intrinsic transitions in high-dimensional biological data, a highly scalable both in memory and runtime approach called potential of heat diffusion for affinity-based transition embedding (PHATE) is introduced in \[13\]. viSNE, an approach based on the t-SNE algorithm was developed to visualize and capture the cellular relationships and structure of high dimensional single-cell data \[14\]. Hierarchical stochastic neighbor embedding (HSNE) is another approach which was invented to analyze hyperspectral satellite imaging data; but later it was adapted to analyze large high-dimensional mass cytometry data sets to visually investigate millions of cells focusing on to reveal rare cell types \[15\]. UMAP (Uniform Manifold Approximation and Projection) \[16\] is another technique for dimensionality reduction which overcomes the computational restrictions on embedding dimension. UMAP was successfully applied on the field of bioinformatics \[17, 18, 19, 20\] to analysis single-cell RNA sequencing; on materials science for the analysis of manifold learning \[21, 22\], and on machine learning in different task specific domains (e.g. visualize the relation between the universal language representations \[23\]; representations of CIFAR-10 images after each layer of the deep convolutional gaussian mixture model \[24\]).

All of these methods, however, are built on the assumption that the input dataset is locally available. t-SNE, for example, needs computation of the pairwise distances between all samples (points) in the dataset. Yet, in many situations it is impossible to pull the data together into a single location due to legal and ethical considerations. This is especially true for biomedical domain, where the risk of identifiability of anonymized
data often prevents open sharing. Any site or institution very rarely shared the biomedical data for the concern of revealing the identity of individual [25].

Meanwhile, many systems allow virtually pooling datasets located at multiple research sites and analyzing them using algorithms that are able to operate on decentralized datasets [26, 27, 28]. The importance of operating on sensitive data without pooling it together and thus generating truly large-scale neuroimaging datasets is so high that researchers successfully engage into manually simulating a distributed system [29]. For all of the applications of the above systems quality control is essential and intuitive visualization of the complete virtual dataset physically spread across multiple locations is an important and much needed tool for filtering out participating sites with bad data, incorrect processing or simply mistakes in the input process.

To cope with this situation, we proposed a way to embed a decentralized dataset into a 2D map that is spread across multiple locations such that the data at each location cannot be shared with others due to e.g. privacy concerns [30]. Recently privacy-preserving analysis on distributed datasets has studied in [31, 32, 33, 34, 35, 36]. Some methods ensure the differential privacy only on private data and several methods take care both public and private data. Even the methods that are seemingly suitable to this setting (after a possible modification) do not seem to address the problem of inability to compute the distance between samples located at different sites in iterative manner. For example, a method of embedding multiple modalities into the same space was suggested in [37]. We could think of the modalities as our locations and modify their approach to our settings. This, however, is not straightforward as, again, the approach requires measuring co-occurrence, which transcends the borders of local sites.

We base our approach on availability of public anonymized datasets, which we use as a reference and build the overall embedding around it. This is most similar to the landmark points previously used for improving computational efficiency [38, 39]. In fact, we start with a method that resembles the original landmark points approach. We show that it is not as flexible and does not produce good results. Then we introduce a dynamic modification that indeed is able to generate an embedding that reflects relations between points spread across multiple locations. Unlike the original landmark point approach, we use t-SNE as our base algorithm. We call the decentralized data
algorithm dSNE. To evaluate the performance and to compare with the centralized version we use the MNIST [40] and COIL-20 dataset [41] and take advantage of the known classes of the samples to introduce a metric of overlap and roundness to quantify the comparisons. We evaluate and compare our algorithms in a range of various settings, establishing 4 experiments with MNIST data and 2 experiments of COIL-20 data. Furthermore, we apply our approach on five different multi-site neuroimaging datasets.

2. Methods

In the general problem of data embedding we are given a dataset of $N$ points $X = \{x_1, \ldots, x_N\}$, such that each point $x_i \in \mathbb{R}^n$ with the task of producing another dataset $Y = \{y_1, \ldots, y_N\}$, such that each point $y_i \in \mathbb{R}^m$, where $m << n$. Usually $m = 2$ for convenience of visualization. Of course, this is an incomplete definition of the problem, as for any interesting results $Y$ must be constrained by $X$.

2.1. t-SNE

In t-SNE the distances between the points in $Y$ must be as close to the distances between same points in $X$ as possible given the weighted importance of preserving the relations with nearby points over those that are far. At first, t-SNE converts the high dimensional Euclidean distances between datapoints into conditional probability that represent similarities (see Algorithm 1).

\textbf{Algorithm 1} \textbf{PairwiseAffinities}

\textbf{Input:} $p$ (site index), $\rho$ (perplexity), $X \in \mathbb{R}^{N \times C \times K_p}$
\textbf{Output:} $P$

1: Eq. (1) to compute $p_{ij}$ with perplexity $\rho$
2: $P_{ij} = (P_{ji} + P_{ij})/(2n)$

The similarity of datapoint $x_j$ to datapoint $x_i$ is the conditional probability, $p_{j|i}$, that $x_i$ would pick $x_j$ as its neighbor if neighbors were picked in proportion to their probability density under a Gaussian distribution centered at $x_i$.

At the same way we can compute $q_{ij}$ from low dimensional output data. Algorithm 2 outlines the full procedure. In this algorithm, equations (1) and (2) are used.
Algorithm 2 tSNE

**Input:**
- Data: $X = [x_1, x_2, \ldots, x_N]$, $x_i \in \mathbb{R}^n$
- Objective parameters: $\rho$ (perplexity)
- Optimization parameters: $T$ (number of iterations), $\eta$ (learning rate), $\alpha$ (momentum)

**Output:** $Y = \{y_1, y_2, \ldots, y_N\}$, $y_i \in \mathbb{R}^m$, $m << n$

1: $\{p_{ij}\} = \text{PairwiseAffinities}(0, \rho, X)$
2: $Y \propto \mathcal{N}(0, 10^{-4} I)$, $I \in \mathbb{R}^{m \times m}$ initialize from Gaussian
3: for $i = 1$ to $T$ do
   4: $\text{Eq. } (2)$ to compute low-dimensional affinities $q_{ij}$
   5: $\text{Eq. } (3)$ to compute $\delta C / \delta y_i$
   6: $y_t^i = y_t^{i-1} + \eta(\delta C / \delta y_i) + \alpha(t)(y_t^{i-1} - y_t^{i-2})$
7: end for

To compute high dimensional and low dimensional pairwise affinities respectively. To embed data points into low dimensional space, t-SNE tries to minimize the mismatch between conditional probabilities (referred to as similarities) in higher and lower dimensional space. To achieve this, t-SNE minimizes the sum of Kullback-Leibler divergence of all data points using the gradient descent method. The gradient of the Kullback-Leibler divergence between $P$ and the Student-t based joint probability distribution $Q$ is expressed in (3).

\[
p_{j|i} = \frac{\exp(-||x_i - x_j||^2/2\sigma_i(\rho)^2)}{\sum_{k \neq i} \exp(-||x_i - x_k||^2/2\sigma_i(\rho)^2)} \quad (1)
\]

\[
q_{ij} = \frac{(1 + ||y_i - y_j||^2)^{-1}}{\sum_{k \neq j} (1 + ||y_k - y_j||^2)^{-1}} \quad (2)
\]

\[
\frac{\delta C}{\delta y_i} = 4 \sum_j (p_{ij} - q_{ij})(y_i - y_j)(1 + ||y_i - y_j||^2)^{-1} \quad (3)
\]

Inspired by the overall quite satisfactory performance of t-SNE on a range of tasks, we base on it our algorithms for decentralized datasets.

2.2. dSNE

In a scenario that we consider here, no data can leave a local site and thus it seems impossible to compute distances of samples across the sites. Without those distances
(see equation (1)) we will not be able to obtain a common embedding. Fortunately, in neuroimaging there are now multiple large public repositories of MRI data which are able to provide diverse datasets for analyses [42, 43, 44].

First we introduce some notation for sending and receiving messages. For a matrix $X$, $X \rightarrow p$ means that it is sent to site $p$ and $X \leftarrow p$ means that it is received from site $p$. We assume that a shared dataset is accessible to all local sites and the sites have it downloaded.

We implemented two algorithms: 1) Single-shot dSNE and 2) Multi-shot dSNE. Detailed procedure and experimental results of Single-shot dSNE are provided in [30] and Appendix A.

### 2.2.1. Multi-shot dSNE

**Algorithm 3 GradStep**

**Input:**
- Data embeddings: $Y_p$ (local), $Y_s$ (shared), $P$
- Optimization parameters: $\eta, \alpha$

**Output:** $\hat{Y}_p$ (local), $\hat{Y}_s$ (shared)

1: Eq. (2) to compute low-dimensional affinities $q_{ij}$
2: Eq. (3) to compute $\delta C / \delta y_i$
3: $\hat{y}_i = \eta(\delta C / \delta y_i) + \alpha(y_i^{t-1} - y_i^{t-2})$
4: group $\hat{y}_i$ into $\hat{Y}_p$ (local) and $\hat{Y}_s$ (shared)

For multi-shot dSNE we at first pass the reference data from centralized site $C$ to each local site. Now each local site’s data consists of two portions. One is its local dataset, for which we need to preserve privacy, and another one is the shared reference dataset both comprise the combined datasets. One master node plays the most crucial role in every multi-shot iteration. The pseudocode and overall procedure for multi-shot dSNE are shown in Algorithm 6. In multi-shot dSNE each local site computes gradient (Algorithm 3) based on the combined datasets and passes the embedding vector $Y$ for shared data to master node at each iteration. The master node collects the shared data with different embedding vectors $Y$ from different local sites and computes the average of $Y$ values. Next, the master node passes the new computed value of embedding vector $Y$ for reference data to all local sites and the local site updates (Algorithm 4) it’s local and shared embedding vector $Y$. After that, one global mean is computed in master.
node by taking the mean value from each site’s samples. Finally, master node passes the global mean to each local site and every site fixes their global position using global mean (Algorithm 5). Note, at each iteration the embedding vector $Y$ for the shared dataset will be the same at all local sites. So at every iteration the local values of different sites are influenced by the same and common reference data.

\begin{algorithm}[h]
\caption{UpdateStep}
\textbf{Input:} \\
\quad Data embeddings: $Y_p, Y_s, \hat{Y}_p, \hat{Y}_s$ \\
\textbf{Output:} $Y_p, Y_s$
\begin{algorithmic}
\STATE $Y_p = Y_p + \hat{Y}_p$
\STATE $Y_s = Y_s + \hat{Y}_s$
\end{algorithmic}
\end{algorithm}

\begin{algorithm}[h]
\caption{deMean}
\textbf{Input:} \\
\quad Data embeddings: $Y, Y_{Gmean}$ \\
\textbf{Output:} $Y$
\begin{algorithmic}
\STATE $Y = Y - Y_{Gmean}$
\end{algorithmic}
\end{algorithm}

### 2.3. Comparison Metrics

Figure 1: A t-SNE output on centralized MNIST and COIL-20 dataset and outlier-free convex hull boundaries.

The assessment of cluster quality control is an essential part of cluster analysis. Different techniques and approaches are proposed and used recently for the measurement of the cluster quality control. Davies-Bouldin index (DB) [45] is used to find out compact and well separated cluster by measuring similarity between clusters. The Dunn index [46] measures the ratio of inter and intra-cluster distance to validate the
Algorithm 6 multishotDSNE

Input:
- Objective parameters: \( \rho \) (perplexity)
- Optimization parameters: \( T, \eta, \alpha \)
- Shared Data: \( X_s = [x^s_1, x^s_2, \ldots, x^s_N], x^s_i \in \mathbb{R}^n \)
- Data at site \( p \): \( X_p = [x^p_1, x^p_2, \ldots, x^p_N], x^p_i \in \mathbb{R}^n \)

Output: \( Y = \{y_1, y_2, \ldots, y_N\}, y_i \in \mathbb{R}^m, m \ll n, N = \sum_p N_p + N_s \)

1: \( Y_s \sim \mathcal{N}(0, 10^{-4}I), I \in \mathbb{R}^{m \times m} \) initialize from Gaussian
2: for \( p = 0 \) to \( P \) do
   \( \triangleright \) Initialize at sites
3: \( Y_{s} \leftarrow \)
4: \( P_p \leftarrow \text{PairwiseAffinities} (p, \rho, [X_p, X_s]) \)
5: \( Y_p \sim \mathcal{N}(0, 10^{-4}I), I \in \mathbb{R}^{m \times m} \)
6: end for
7: for \( i = 0 \) to \( T \) do
8:   for \( p = 0 \) to \( P \) do
   \( \triangleright \) At local sites
9:   \( \hat{Y}_p, \hat{Y}_s \leftarrow \text{GradStep} [Y_p, Y_s, P_p] \)
10: end for
11: \( \hat{Y} \leftarrow 0 \)
12: for \( p = 0 \) to \( P \) do
   \( \triangleright \) At the master
13: \( \hat{Y}_s \leftarrow \frac{1}{P} \hat{Y}_s \)
14: end for
15: end for
16: for \( p = 0 \) to \( P \) do
   \( \triangleright \) At local sites
17: \( Y \leftarrow \)
18: \( Y_p, Y_s \leftarrow \text{UpdateStep} [Y_p, Y_s, \hat{Y}_p, \hat{Y}_s] \)
19: end for
20: for \( p = 0 \) to \( P \) do
   \( \triangleright \) At local sites
21: \( Y_{\text{mean}} = Y \)
22: end for
23: for \( p = 0 \) to \( P \) do
   \( \triangleright \) At the master
24: \( Y_{\text{mean}} \leftarrow \frac{1}{P} Y_{\text{mean}} \)
25: end for
26: for \( p = 0 \) to \( P \) do
   \( \triangleright \) At local sites
27: \( Y \leftarrow \)
28: \( Y_{\text{Gmean}} \leftarrow \text{demean} [Y, Y_{\text{Gmean}}] \)
29: end for
30: end for
31: end for

Cluster performance where large index value represents good cluster outcome. The SD index [47] evaluates clustering schemes considering scattering within and between clusters where index is slightly influenced by the maximum value of clusters’ number.

[47]
The Bayesian information criterion (BIC) index \[48\] which is derived from Bayes’s theorem considers appropriate fitting of model and the corresponding complexity to the applied dataset. The silhouette coefficient \[49\] takes into account both tightness and separation to measure the quality of a cluster. Besides there is another approach called the external index where evaluation is measured based on the comparison of computed cluster and predefined cluster structure. For the external comparison metric different approaches such as an F-measure, entropy, purity, and rand index can be used. A good comparison is illustrated between external and internal indices in \[50\].

A great concern in our distributed low dimensional embedding is to ensure point of a specific class is embedded in another cluster. We consider here two a priori classified clustering datasets (1) the MNIST dataset \[40\] and (2) the COIL-20 dataset \[41\] whose clusters are known and described in \[11\]. So in our case we consider that the known number of clusters are our ground truth. We introduce three new validation techniques (1) **K-means ratio** (2) **Intersection area** and (3) **Roundness** to compute only the cluster performances based on the low dimensional embedding. An objective comparison of inherently subjective visualization algorithms is difficult. We used the k-means criterion which is the ratio of intra and inter-cluster distances between the clusters:

\[
\alpha = \frac{\sum_{d=0}^{9} \sum_{s \in X_d} \| \mu_d - x_d^s \|^2}{\sum_{(i,j),(i>j),(i\neq j)} \| \mu_i - \mu_j \|^2} \tag{4}
\]

In an attempt to quantify perceptional quality of the resulting embeddings we have developed two additional metrics: Intersection area which is basically the overlap between the clusters and roundness. To remove sensitivity to noise we first remove the outliers (See Figure 1) in each digit’s cluster \[51\]. Then we compute the convex hull for each digit and use them to compute the measure of the overlap– the sum of all polytope areas minus the area of the union of all the polytopes normalized by this union’s area and the roundness– the ratio of the area of each polytope to the area of the circumscribed circle. To compute the roundness we represent a cloud with a convex hull. To remove the effect of differences in perimeter, etc. we first normalize the measure. This normalization effectively approximates the process of making the perimeters equal. For
the same perimeter a circle has the largest area. We compute the area of the polytope and use it as our measure of roundness.

3. Data

We base our experiments and validation on seven datasets:

1. MNIST dataset
2. COIL-20 dataset
3. Autism Brain Imaging Data Exchange (ABIDE) fMRI dataset
4. Pediatric Imaging Neurocognition Genetics (PING) dataset
5. Structural Magnetic Resonance Imaging (sMRI) dataset
6. Function Biomedical Informatics Research Network (fBIRN) structural MRI dataset and
7. Bipolar and Schizophrenia Network for Intermediate Phenotypes (BSNIP) structural MRI dataset

**MNIST** dataset for handwritten images of all digits in the 0 to 9 range were taken from a Kaggle competition which has 28,000 gray-scale images of handwritten digits. Each image contains \(28 \times 28 = 784\) pixels. Among these data, we randomly (but preserving class balance) pick 5,000 different samples from the data set for our needs. At first, we reduce dimension of the data from 784 to 50 using PCA. Then, dSNE and t-SNE are used to generate \((x, y)\) coordinates in two dimensional space.

**COIL-20** dataset contains images of 20 different objects. Each object was placed on a motorized turntable against a black background and taken picture in every 5 degrees interval between the rotation of \(0 - 360^\circ\). So eventually each object was viewed from 72 equally spaced orientations, yielding a total of 1,440 images. The images contain \(32 \times 32 = 1024\) pixels.

[40] https://www.kaggle.com/c/digit-recognizer
[53] The full dataset is available here: http://pingstudy.ucsd.edu/Data.php
ABIDE fMRI dataset contains data of 1153 subjects accessible through the COINS data exchange (http://coins.mrn.org/dx). The ABIDE data has been pre-processed down to multiple spatial and temporal quality control (QC) measures. For ABIDE, because of the low dimension of QC measures, we do not use dimensionality reduction at the beginning but directly run our t-SNE and dSNE to produce the embeddings.

PING is a multi-site study which contains neuro developmental histories, information about developing mental and emotional functions, multimodal brain imaging data, and genotypes for well over 1000 children and adolescents between the ages of 3 to 20. We take 632 subjects from this multi-sites data for our experiment.

sMRI scans (3D T1-weighted pulse sequences) are pre-processed through voxel based morphometry (VBM) pipeline using the SPM5 software. VBM is a technique using MRI that facilitates examination of focal differences in brain anatomy, using the statistical approach of parametric mapping [55]. The unmodulated gray matter concentration images from the VBM pipeline are registered to the SPM template. In some cases the non-modulated maps are preferred to modulated maps in accordance with existing literature as per [56]. To reduce computation load on the system, and improve run time of the proposed algorithm, for each scan, the voxel values at every location from all the brain slices are first added across slices, resulting in a matrix size of $91 \times 109$. For each scan, all the voxel values from this image are given as inputs to t-SNE and dSNE algorithm.

fBIRN and BSNIP datasets that are used in this study are collected from the fBIRN and BSNIP projects respectively. fBIRN data are collected from 7 imaging sites and BSNIP data are collected from 6 imaging sites. The subject was selected based on head motion ($\leq 3^\circ$ and $\leq 3mm$) and good functional data providing near full brain successful normalization [57]. These criteria yielded a total of 311 subjects (160 schizophrenia (SZ) patients and 151 healthy control (HC)) for the fBIRN dataset and 419 subjects (181 SZ and 238 HC) for the BSNIP dataset. In this study, the Neuromark pipeline [54] was adopted to extract reliable intrinsic connectivity networks (ICNs) that are repli-
4. Experimental setup

4.1. MNIST data

Experiment 1 (Effect of the sample size): Often centralized stores accumulate more data than any separate local site can contain. Our goal is to check the adaptability of our algorithm in this case. In this experiment, every local site contains only one digit and the reference dataset contains all digits (0-9). We consider 2 cases: when each site contains 400 samples and each digit in the reference consists of 100 samples; and the inverse case, when sites only have 100 samples, while the reference digits are represented by 400.

Experiment 2 (No diversity in the reference data): In this experiment, the reference dataset contains a single digit that is also present at all of the three (3) local sites. We run an experiment for each of the 10 digits. Each site contains 400 samples for each of its corresponding digits. Reference dataset contains 100 samples of its digit.

Experiment 3 (Missing digit in reference data): In this experiment we investigate the effect of the case when a digit is missing from shared data. This approximates the case of unique conditions at a local site. Each local site out of 10 contains a single digit. We run 10 experiments; in each, the reference dataset is missing a digit. For each of the experiments we have 2 conditions: in one the reference dataset is small (100 samples for each digit but the missing one) while the sites are large (400 samples per site); in another the reference data is large (400 samples per digit) and the sites are small (only 100 samples).

Experiment 4 (Effect of the number of sites): In this experiment, we investigate whether the overall size of the virtual dataset affects the result. Every local site, as well as the reference data, contains all digits (0-9) 20 samples per digit. We continuously increase the number of sites from 3 to 10. As a result, the total number of samples across all sites increases.
4.2. **COIL-20 data**

**Experiment 1 (Effect of the sample size):** Like the experiment 1 of MNIST dataset, we apply the same strategy where centralized stores accumulate more data than any separate local site can contain. In this experiment, every local site contains only one type of object and the reference dataset contains all type of objects (1 to 20). We consider 2 cases: when each site contains 52 samples of its corresponding object and each object in the reference consists of 20 samples; and the inverse case, when sites only have 20 samples, while the reference objects are represented by 52.

**Experiment 2 (Missing object in reference data):** In this experiment we investigate the effect of the case when some objects are missing from shared data like experiment 3 of MNIST dataset. Each local site out of 20 contains a single object. We run 10 experiments with different random seed; every time, the reference dataset is missing objects from local site 16-20. For each of the experiments we have 2 conditions: in first case the reference dataset is small (20 samples for each object but the missing ones) while the sites are large (52 samples per site); in another the reference data is large (52 samples per object) and the sites are small (only 20 samples).

4.3. **ABIDE fMRI data**

To simulate a consortium of multiple sites for ABIDE dataset, we randomly split these data into ten local and one reference datsets for dSNE experiment. We run three different dSNE experiments on ABIDE data. In each experiment, we pick 10 sites randomly to act as local sites and accumulate rest of the site’s data to form reference sample. And beside that, we collect all data together and run t-SNE on this centralized data to access the performance with our decentralized setup.

4.4. **sMRI data**

Our sMRI data consists of four different ages people. The age range for four different samples are below 11, 11 to 18, 30 to 34 and above 64 respectively. We run three experiments on this dataset.

In first experiment, we place data for each individual age range people into unique local sites(four sites total) and form reference sample by taking 100 samples from each
local site. In second experiment, we keep local sites identical compared to experiment 1 but create reference data by taking 100 samples from site 1 only. We analysis the behavior of common data samples case in experiment 3 where different local sites contain data of same age range people. In experiment 3, we keep the same set up as experiment 1 for reference samples, but we randomly take 50 samples from site 2 and place in site 1 and besides we take 100 samples from site 4 and distribute equally between site 2 and site 3.

4.5. PING data

We collect PING data from five different data sources and run four different experiments on them. For experiment 1, we place data for each data source into unique local site (total five local sites) and form our reference sample by taking very low samples from each local site. We keep the same set up for experiment 2 compared to experiment 1, but take 100 samples from site 2 only to create reference sample. We test the case of common data samples for different local sites in experiment 3. Here we randomly take 30 samples from site 2 and place in site 1, take 20 samples from site 3 and place in site 2, take 10 samples from site 2 and place in site 3, take 10 samples from site 1 and place in site 4. We form reference sample by the same manner of experiment 1. Finally, for experiment 4, we keep sites 1, 3 and 4 unchanged and create reference sample by taking the whole data from site 2 and site 5 (eventually create total 3 local sites and one referenced sample).

4.6. fBIRN and BSNIP data

For the experiment of fBIRN and BSNIP, We run t-SNE separately on both of these datasets. As we collected fBIRN data from seven different sites, we considered them as local sites (seven local sites total) and accumulated BSNIP data from six imaging sites and used as reference sample for our dSNE experiment. We also ran t-SNE on combined datasets (fBIRN + BSNIP) for visual comparisons with dSNE.
5. Results

5.1. MNIST data

For MNIST experiment, we only present the results of Experiment 1. The rest experimental results (Experiments 2, 3 and 4) are presented in [30]. Figure 2 represents the result of experiment 1. In the center, the upper figure represents the best, and the lower one is for worst performing run and the layout is colored by digits. On the right, the upper and lower figures are the same as column 2 but colored by sites. In the boxplots, t-SNE was computed on pooled data; SMALL and LARGE represent smaller and larger size of the reference dataset in dSNE runs. The comparison metrics show that when the shared portion contains large amount of data the metrics are better than in the case of smaller number of samples in the reference dataset. However, the cluster roundness degrades with the size of the sample in the shared data. dSNE clusters are less round compared to the centralized t-SNE.

![Figure 2: MNIST Experiment 1: Reference data contains samples of all MNIST digits but it is either small or large amount. In the boxplots, tSNE was computed on pooled data; SMALL and LARGE represent smaller and larger size of the reference dataset in dSNE runs. In the center, the upper figure represents the best, and the lower figure – the worst performing run and the layout is colored by digits. On the right, the upper and lower figures are the same as column 2 but colored by sites.](image-url)
5.2. **COIL-20 data**

Figure 3: COIL-20 Experiment 1: Reference data contains samples of all COIL-20 objects but it is either small or large amount. In the boxplots, tSNE was computed on pooled data; SMALL and LARGE represent smaller and larger size of the reference dataset in dSNE runs. In the center, the upper figure represents the best, and the lower figure – the worst performing run and the layout is colored by objects. On the right, the upper and lower figures are the same as column 2 but colored by sites.

Figure 3 depicts the results of Experiment 1 of COIL-20 dataset. In the center, the upper figure represents the best, and the lower one is for worst performing run and the layout is colored by objects. On the right, the upper and lower figures are the same as column 2 but colored by sites. In the boxplots, t-SNE was computed on pooled data; SMALL and LARGE represent smaller and larger size of the reference dataset in dSNE runs. In comparison metrics, we see similar type characteristics like experiment 1 of MNIST dataset. For large amount of shared data, the comparison metric shows better performance than in the case of smaller samples in the reference dataset.

Figure 3 depicts the results of Experiment 2 of COIL-20 dataset. In comparison metric, we always obtain better results for kmeans, intersection ratio and roundness for large reference samples compared to the case of fewer samples in the reference. For small reference samples, we observe highly overlapped clusters for which it is very hard to distinguish the clusters for different objects.
5.3. Biomedical Data

We investigate performance of multi-shot dSNE in comparison with the embedding produced by t-SNE on the pulled data using the QC metrics of the ABIDE fMRI, sMRI, PING, fBIRN and BSNIP datasets.

5.3.1. ABIDE fMRI data

The layout of ABIDE data is shown in Figure 5. Results show 10 different clusters for centralized data. For three random splits of our decentralized simulation we obtain 10 different clusters as well. Notably, the split into the clusters in the embedding is stable regardless of the split into sites.

5.3.2. sMRI data

Figure 6 depicts the results of sMRI Experiments. For experiment 2, we get bad results where all of the clusters of different age people are overlapped and don’t get separate clusters at all. But for experiment 1 and 3, we get very noticeable output compared to centralized one. In our dSNE setup, the clusters are not clearly separable, but even for centralized setup of t-SNE, we don’t get significantly separable clusters.
5.3.3. PING data

Figure 7 depicts the experimental results of PING data. We observe very significant results. We get four major clusters after running t-SNE on pooled data and in best case scenario, we obtain same number of clusters as well in all of our dSNE experiments.

5.3.4. fBIRN and BSNIP data

Figure 8 depicts the results of fBIRN and BSNIP Experiments. On the left, we present the t-SNE layout where top and bottom ones stand for the layout of fBIRN and
Figure 7: Experiment for QC metrics of the PING dataset. (a) The tSNE layout of pooled data. In all columns, the top figure presents the best, and the lower one represents the worst performing run. (b), (c), (d) and (e) are the dSNE layout of four different dSNE experiments. In all dSNE experiments, we get four clusters like tSNE in best case scenario.

Figure 8: Experiment for QC metrics of fBIRN and BSNIP dataset. A) Top one represents the tSNE layout of fBIRN and bottom one is for BSNIP respectively. (B) Top one is the t-SNE layout of combined(fBIRN + BSNIP) datasets which is colored by groups and bottom one is same layout but colored by sites. (C) Top one is dSNE layout of combined(fBIRN + BSNIP) datasets which is colored by groups and bottom one is same layout but colored by sites.

BSNIP respectively. We get pretty much well separated groups(HC and SZ) for fBIRN but not in BSNIP. In the center, we present the t-SNE layout of combined datasets where top and bottom figures are colored by groups and sites respectively. We ran t-SNE on the combined datasets but during plotting we only show fBIRN subjects. Because our major goal is to see how subjects from the same group of fBIRN data from different sites embed together in low dimensional space. On the right, we present dSNE layout of combined datasets where top and bottom figures are colored by groups and sites respectively. Again, we only plotted fBIRN after running dSNE on the combined datasets. From the layout of t-SNE and dSNE on the combined datasets, we notice that subjects from HC group are densely clustered in both plot. We get weakly densely
clusters for SZ group but embeddings are pretty much similar in both t-SNE and dSNE plot. In dSNE layout, we get much overlaps compared to t-SNE. It’s reasonable in a sense that there is no direct communication between private local sites. So during plotting some points can be embedded in a very small dense region. We also plotted the embedding colored by sites. We did not see any evidence of bias in which data are grouped by sites in embedding.

6. Discussion

The current practice of data sharing faces great challenge as the field grows more concerned with the potential of subject de-identification. Based on scanning location and diagnosis for a specific disease one may be able to identify subjects who has been suffering for rare diseases [58] [59]. Yet, the inability to combine datasets from different research groups can be devastating as individual studies rarely contain enough data to meet the challenges of the questions of foremost importance for biomedical research. Addressing the problem of data scarcity at individual sites and in an attempt to improve statistical power, several methods that operate on data spread across multiple sites have been introduced. Virtual Pooling and Analysis of Research Data (ViPAR) [60] is one of the proposed software platforms that tackles this problem. In this framework a secure and trusted master node or a server synchronizes with all the remote sites involved in the computation. At each iteration each remote site sends data via an encrypted channel to this secure server. These data are then stored in RAM on the VIPAR master server where they are analysed and subsequently removed without ever permanently being stored. But this process still relies on sending the data outside the original site, even if via an encrypted channel, which incurs severe bandwidth and traffic overhead and ultimately increases computational load. Nevertheless, it is a step forward in computing on private dataset. One of the promising approaches is the Enhancing Neuroimaging Genetics through Meta-Analysis (ENIGMA) consortium [61] which does not require local sites to share the data but only their summary statistics. ENIGMA uses both mega (if possible) and meta analysis. In meta analysis, each local site runs same analysis (e.g. regression) using the same measurements of the brain and finally aggregates summary
statistics from all sites. This gives significant performance, but eventually addresses the problem of manual processing. To run the same type of simulations by maintaining same measurements criteria, the lead site has to coordinate with all the local sites before starting and after the completion of computation. Most importantly, this approach does not guarantee that it will prevent the re-identification of individuals. Meanwhile, it does not support multi-shot computation, i.e. computing results in an iterative manner [62]. In many machine learning problems, there are many cases where statistics exchange in a single shot is not enough and multi-shot is needed to get to the optimal solution [30]. EXpectation Propagation LOgistic REgRession (EXPLORER) is one of the existing models where the computation occurs by the communication between the server and different local sites [63]. At first, server and a client draw a random number each and after that the server stores the summation of its random numbers and the client’s number after collecting it from the client. In the next step, client adds its local data with its own random number and sends the summed up data to the server and finally the server gets info about the local data.

The recent ongoing research on federated learning, differential privacy and encrypted computing is described at [64]. The Intel corporation has started a collaboration with the University of Pennsylvania and 19 other institutions to advance real world medical research using the federated learning. They showed that a deep learning model which is trained by traditional approach on pooled data, can be trained up to 99% of the pooled accuracy using the federated learning approach [65].

Several tools and algorithms are introduced to handle this federated computing efficiently. PySyft [66] is one of OpenMined’s Python code libraries which integrates cryptographic and distributed technologies with PyTorch and Tensorflow. It is developed to train an AI model in a secured way by ensuring patient privacy using the distributed data. Our platform COINSTAC [28] is another example of an open source platform addressing these tasks. Researchers at Google Inc. has introduced a model of federated learning using distributed data of user’s mobile devices [67]. In this model, a mobile device downloads the current model and trains that model by accessing the data of this device. After that it summarizes the changes and sends them as an update to cloud using encrypted communication. Finally, all the updates coming from all devices
are averaged in the cloud eventually improves the shared model.

A dynamic and decentralized platform called Collaborative Informatics and Neuroimaging Suite Toolkit for Anonymous Computation (COINSTAC) \cite{28} was introduced to address the difficulty of data sharing. This platform gives scope to perform distributed computation by using the commonly used algorithm into privacy-preserving mode. But it’s very challenging to use algorithms like t-distributed stochastic nonlinear embedding (t-SNE), shallow and deep neural networks, joint ICA, IVA etc. in distributed fashion. To enable decentralized deep neural network in this framework one feed-forward artificial neural network was developed \cite{68}. It’s capable of learning and running computation among distributed local site data. Each batch contains one gradient per site and mini-batch gradient descent was used to average the gradient across sites. One master node plays role for averaging the resulting gradients.

To fit traditional joint ICA into this framework, decentralized joint iCA(djICA) \cite{69} was developed. The overall demonstration of decentralized computation and performance compared to centralized analysis of this algorithm is described in \cite{70}.

Federated Averaging (FedAvg) is one of the computation techniques in federated environment introduced in 2016 to fit a global model to the training data which is distributed across local sites \cite{67}. In this model, the weights of a neural network are initialized on the server and distributed to the local clients. Locally the model is trained on the local data over multiple epochs and the trained model is then delivered to the server. After collecting weights from all local clients, the server computes the average and sends these weights back to the local site again. This model gives satisfactory performance for IID data. But the accuracy drops when the local sites contain non-IID data. To overcome the statistical challenge for non-IID data, a proxy data sharing technique was introduced in 2018 \cite{71}. In this approach, a publicly available shared dataset with uniformly distributed class labels is stored in the cloud accessible to all nodes. During the initialization of FedAvg, a warm up model is trained over these shared data and a fraction of those shared data are sent to each local site. Local model is then trained by FedAvg using the combination of shared data with their own local data over a fixed number of communication rounds. The cloud then aggregates all local models and updates the global model using FedAvg.
We used a very similar approach in dSNE [30] before proposing proxy data sharing technique [71]. In dSNE, one publicly available dataset is accessed by all local sites and each site updates their local data using the combination of shared data with their own local data. Like the communication round in [71], each site runs the operations over a fixed number of iterations to reach into optimal solution.

Considering the complexity of local client-side computation, communication cost, and test accuracy, another model called Loss-based Adaptive Boosting FederatedAveraging (LoAdaBoost FedAvg) was introduced where local clients with higher cross-entropy loss are further optimized before averaging in the cloud by FedAvg [72]. Here the proxy data sharing technique [71] is used for non IID data. In this method, cross entropy loss is used during training local models in a way that if any local model is underfitted, more epoch is used for training and fewer epoch is used for overfitted local model. Consequently, global model is not affected after the averaging of all local models in the cloud because all overfitting or underfitting problems are resolved on local sites. In dSNE, we also apply the averaging technique where local model is averaged after each iteration and transferred to all sites by master node.

The need for data assessment and quality control is growing day by day. But in a federated settings when the data is decentralized among multiple sites, local sites and institutions may not be willing to share their data to preserve the privacy of their subjects among many reasons. To cope with this situation we introduced a way to visualize a federated datasets in a single display: dSNE [30], which can be used for the quality control of decentralized data while preserving their privacy. One master node communicates with all local sites during whole computation period. At each iteration, the master node manipulates the reference data that is open and not private and common to all local sites. Averaging seems the simplest way but most sophisticated strategy which may turn significance results [62]. Our multi-shot approach also follows this strategy. The performances of tSNE and dSNE are presented in Figure 2 to 8. For the best case scenario, dSNE almost replicates tSNE and it shows significance performance in terms of comparison metrics. We obtain the optimal embedding and comparison metric values for large and more variable reference samples. The performance increases
when reference data contains a large amount of samples which is shown in Figure 2 for MNIST dataset. We see a similar type of behavior for COIL-20 dataset which is shown in Figure 3 and Figure 4. The influence of large reference samples into performance was also shown in djICA [69]. We observe very significant results for five different biomedical dataset (ABIDE, sMRI, PING, fBIRN and BSNIP) which are shown in Figure 5 to 8.

We also implemented single-shot dSNE but didn’t find significance results. We observed overlapped and crowding problems which is shown in Figure A.9 for MNIST dataset. In single shot dSNE, there is no way to communicate iteratively among different sites. For single shot, the major problem of averaging arises when different sites are widely varying sized and belong to different population [28]. For multi-shot dSNE, the reference dataset should be most variable and large; otherwise there is a high chance of not getting the optimal embedding. In each run, we may not get better results because initially it randomly initializes the low dimensional points and optimizes iteratively. It may not reach into optimal solution for any certain random initialization.

The implementation and the deployment of dSNE algorithm in Coinstac framework is still in progress but very soon it will be able to run with real time multi-sites computation. We envision other mentioned frameworks adapting the approach for visualization and QA in their respective implementations.

7. Conclusion

Our approach enables embeddings of high dimensional private data which is spread over multiple sites into low dimensional space and visualize them into privacy-preserving mode. Throughout the whole computation, private data never leaves the sites and only minimal gradient information from the embedding space gets transferred across the sites. The clusters in the output embeddings are formed by class elements possibly present across many locations. Of course, we all know, that the algorithm is not explicitly aware (and does not require) of any prior existence of classes. The main idea
of the iterative method is in sharing only the parts, that are related to the already public reference dataset. As the paper shows, this is enough to co-orient classes that are spread across locations. We consider this approach plausibly private as most of the information about individual samples was discarded. Extensive tests on MNIST and COIL-20 datasets demonstrate the usefulness of the approach and high quality of the obtained embeddings over a variety of settings. Meanwhile, Our consistent results over multi-site biomedical datasets establish the applicability of our approach in this field where privacy-preservation is a major concern. Although multi-shot dSNE is quite robust to various conditions and settings, such as changes in the number of sites, rare or missing data etc., the best performance is achieved when the reference dataset is dense. Notably, the single-shot dSNE, which is mostly an implementation for t-SNE of the previously existed landmark point method, tends to ignore the differences across the sites as there is no direct or indirect contact among local sites. It only relies on reference data which basically influences the overall results. In contrast, our multi-shot approach provides enough information propagation among remote and local sites which finally enables better embeddings. Yet, all that is being exchanged is pertinent to the already public reference data. An alternative solution—an average of the gradients weighted by the quality of their respective local t-SNE—can be another remarkable method for our decentralized system. Yet, it is not immediately clear how one should approach this. Using this clustering measures on location specific data to weight each Y may bias the results toward good local groupings but unacceptable overall embedding, as we see in the single-shot dSNE. Evaluation of the overall result per iteration (using this metrics, or equivalently the ones we have already used in the paper) is unable to convey the contribution of each site to give it a proper weight. Because in the most general setting we are unable to know a priori, what data each site contains since the algorithm fully preserves site’s privacy. Given these difficulties, we have to leave the problem for future, but indeed, interesting and important work. Finally, We conclude that dSNE is a valuable quality control tool for virtual consortia working with private data in decentralized analysis setups.
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Appendix A. Single-shot dSNE

For Single shot d-SNE (Algorithm 7), we at first pass the reference data from centralized site $C$ to each local site.

Now each local site’s data consists of two portions. One is its local dataset, for which we need to preserve privacy, and another one is the shared reference dataset both comprise the combined datasets. Each local site runs the t-SNE algorithm on this combine data and produces an embedding into a low dimensional space. However, while computing each iteration of tSNE a local site computes gradient based on combined data, but it only updates the embedding vectors $y$ for local dataset. The embedding
Algorithm 7 singleshotDSNE

Input:
- Objective parameters: \( \rho \) (perplexity)
- Optimization parameters: \( T, \eta, \alpha \)
- Shared Data: \( X_s = [x^s_1, x^s_2, \ldots, x^s_N], x^s_i \in \mathbb{R}^n \)
- Data at site \( p \): \( X_p = [x^p_1, x^p_2, \ldots, x^p_N], x^p_i \in \mathbb{R}^n \)

Output: \( Y = \{y_1, y_2, \ldots, y_N\}, y_i \in \mathbb{R}^m, m << n, N = \sum_p N_p + N_s \)

1: \( Y_s \leftarrow \text{tSNE} \ X^s, \rho, T, \eta, \alpha \) \hspace{1cm} \triangleright \text{At the master node}

2: for \( p = 0 \) to \( P \) do
3: \( Y^p \leftarrow \) \hspace{1cm} \triangleright \text{At the master site} \( p \)
4: Run \( \text{tSNE} \) on \( [X_p, X_s] \)
5: At each iteration only update \( Y_p \) \hspace{1cm} \triangleright \text{At local site} \( p \)
6: end for

7: \( Y \leftarrow [] \) \hspace{1cm} \triangleright \text{At the master}
8: for \( p = 0 \) to \( P \) do
9: \( Y^p \leftarrow \) \hspace{1cm} \triangleright \text{At the master}
10: \( Y \leftarrow [Y, Y_p] \)
11: end for
12: \( Y \leftarrow [Y, Y_s] \)

for the shared data has been precomputed at the master node and shared with each local site. Similarly to the landmark points approach of [38] our method uses reference points to tie together data from multiple sites. In practice the samples in the shared dataset are not controlled by the researchers using our method, and it is hard to assess the usefulness of each sample in the shared data in advance. In the end each local site obtains an embedding of its data together with the embedding of the shared dataset. Since the embedding points of the shared dataset did not change, all local embeddings are easily combined by aligning the points representing the shared data.
Figure A.9: Single-shot dSNE layout of MNIST data. Single-shot was run for the experiment of 1, 3, and 4 of MNIST dataset. For all experiments, we are able to embed and group same digits from different sites without passing any site info to others. Here every digit is marked by a unique color. Centralized - is the original tSNE solution for locally grouped data. Digits are correctly grouped into clusters but these clusters tend to heavily overlapped.