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Abstract9

Evidence from both GWAS and clinical observation has suggested that certain psychiatric, metabolic, and10

autoimmune diseases are heterogeneous, comprising multiple subtypes with distinct genomic etiologies and11

Polygenic Risk Scores (PRS). However, the presence of subtypes within many phenotypes is frequently12

unknown. We present CLiP (Correlated Liability Predictors), a method to detect heterogeneity in single13

GWAS cohorts. CLiP calculates a weighted sum of correlations between SNPs contributing to a PRS on14

the case/control liability scale. We demonstrate mathematically and through simulation that among i.i.d.15

homogeneous cases, significant anti-correlations are expected between otherwise independent predictors due16

to ascertainment on the hidden liability score. In the presence of heterogeneity from distinct etiologies,17

confounding by covariates, or mislabeling, these correlation patterns are altered predictably. We further18

extend our method to two additional association study designs: CLiP-X for quantitative predictors in19

applications such as transcriptome-wide association, and CLiP-Y for quantitative phenotypes, where there20

is no clear distinction between cases and controls. Through simulations, we demonstrate that CLiP and its21

extensions reliably distinguish between homogeneous and heterogeneous cohorts when the PRS explains as22

low as 5% of variance on the liability scale and cohorts comprise 50, 000− 100, 000 samples, an increasingly23

practical size for modern GWAS. We apply CLiP to heterogeneity detection in schizophrenia cohorts totaling24

> 50, 000 cases and controls collected by the Psychiatric Genomics Consortium. We observe significant25

heterogeneity in mega-analysis of the combined PGC data (p-value 8.54e-4), as well as in individual cohorts26

meta-analyzed using Fisher’s method (p-value 0.03), based on significantly associated variants.27
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1 Introduction28

In recent years Genome-Wide Association Studies (GWAS) have identified thousands of genomic risk factors29

and generated insights into disease etiologies and potential treatments [1, 2, 3]. Increasingly, there has been30

interest in advancing beyond these associations towards obtaining a deeper understanding the mechanisms31

by which genomic factors influence disease [1, 4]. These require models beyond simply combining linear32

effects of variants, as they often modulate phenotypes indirectly, though the expression of other genes [5, 6].33

One such avenue has concerned the apparent heterogeneity of diseases which has not been sufficiently34

recognized by GWAS: while individuals in cohorts for these studies are frequently classified simply as cases or35

controls, clinical evidence for several GWAS traits have suggested that there are multiple different subtypes36

of diseases consisting of distinct sets of symptoms and association with distinct rare risk alleles [7, 8].37

For example, polygenic risk scores for major depressive disorder explain more of the phenotypic variance38

when cases are partitioned into two known subtypes (typical and atypical), and the two subtypes exhibit39

polygenicity with distinct traits [9]. Similarly, by separating bipolar disorder into its two known subtypes,40

corresponding to manic and hypomanic episodes, distinct polygenic risk scores comprising different associated41

SNPs are discovered, with genetic correlation being significantly lower than when individuals are partitioned42

otherwise, e.g. by batch. Additionally, only the manic subtype shares a high degree of pleiotropy with43

schizophrenia [10]. Aside from psychiatric traits, heterogeneity of genomic associations between known44

subtypes has been observed in diseases such as lupus [11], multiple sclerosis [12], epilepsy [13], encephalopathy45

[14], and juvenile idiopathic arthritis [15]. Elucidating the nature of heterogeneity in these traits may also46

play a role in addressing the missing heritability problem in GWAS, as hidden heterogeneity reduces power47

to detect SNP associations [16].48

Heterogeneity in disease etiology has also become a concern for clinical applications, as the predictive49

accuracy polygenic risk scores is known to vary across different demographics of patients. As most genomic50

studies to date have been conducted on primarily Northern European populations, accuracy of the predictors51

they develop, measured as R-squared, is lower in other populations, raising the possibility of inequities in52

care by the direct application of these PRSs [17]. Even if these concerns are mitigated by future large53

studies conducted in under-served populations, recent work has shown that PRS accuracy further varies54
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across other covariates such as age and sex [18]. Therefore, methods to develop population-differentiated55

PRSs and detect deficiencies in existing PRSs are urgently needed before predictive genomics can be widely56

integrated into precision medicine.57

To date there have been only few strategies to identify subtypes in GWAS cohorts, largely due to58

two challenges: the very small signals typically found in polygenic traits, and the presence of confounding59

sources of heterogeneity such as batch effects. One method [19] purports to discover strong evidence of60

subtyping in schizophrenia by non-negative matrix factorization of the cohort genotype data, interpreting61

the hidden factors as different subtypes. However, this work failed to take into account alternative sources62

of heterogeneity such as population stratification and linkage disequilibrium, that might produce spurious63

results [20, 21]. Another method, reverse GWAS [22], applies a Bayesian latent factor model to partition64

SNP effect sizes and individual membership into a set of latent subtypes so that the likelihood of phenotype65

predictions within each subtype is maximized. The method is reported to detect subtypes that may be66

suggestive of clinical implications, such as a possible differential effect of statins on blood glucose levels.67

However, this approach is under-powered to detect heterogeneity in single phenotypes, and thus is geared68

for simultaneous predictions across multiple observed phenotypes. Additionally, many of these phenotypes69

are quantitative, which allows for more accurate estimation of effect sizes, and thus more accurate subtyping,70

than in case/control phenotypes. Therefore methods of this flavor may struggle to detect subtypes among71

single case/control phenotypes, in which the quantitative liability score is hidden.72

Within-phenotype heterogeneity has also surfaced as a possible confounding factor in the discovery of73

pleiotropic associations between phenotypes [23]. Assuming a GWAS model of disease risk, ideal pleiotropy74

would involve a single variant significantly associated with two observed phenotypes, producing a genomic75

correlation between those phenotypes. However, the presence of distinct subtypes in one or both pheno-76

types may alter the conclusions derived from pleiotropic analysis. For example, two additional subtypes of77

depression have been characterized by either episodic or persistent experiences of low mood. Of the two, the78

persistent subtype is more closely associated with childhood maltreatment, and only in persistent cases is79

an association found between childhood maltreatment and a particular variant of the serotonin transporter80

gene [24, 25]. Misclassification is another possible source of heterogeneity leading to spurious pleiotropic81
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relationships between phenotypes. For example, a significant percentage of patients diagnosed with either82

bipolar disorder or schizophrenia have their diagnoses later corrected to reflect the other disease [26]. As83

bipolar disease and schizophrenia are understood to be highly pleiotropic [27, 28, 29], these misclassifications84

have the potential to skew analyses of genetic correlation between the two phenotypes.85

Recent work by Han et al. [30] has sought to address the detection of heterogeneity specifically in86

the context of pleiotropic phenotypes. The proposed method, BUHMBOX, operates on a matrix comprising87

cases for one disease genotyped over the associated SNPs for a second disease. When only a subset of cases88

are also cases for a second disease, individuals within that subset will exhibit a slightly higher ascertainment89

for the risk alleles included in the matrix. In a non-heterogeneous pleiotropic scenario, these risk alleles90

would instead be randomly distributed among all included individuals rather than co-occurring in a subset.91

When multiple risk alleles are overrepresented in a subset, they are positively correlated across all individuals92

in the matrix, and these positive correlations serve as evidence of heterogeneity.93

We propose a generalized method called CLiP (Correlation of Liability Predictors) that leverages94

these correlations more broadly to detect multiple forms of heterogeneity in even single-trait GWAS, rather95

than strictly in two labeled pleiotropic traits. The goals of this work are threefold: First, we demonstrate96

that in a homogeneous (null) cohort of cases in a case/control study, predictors with effect sizes of the same97

sign are not uncorrelated as stated by Han et al. [30] but negatively correlated, and are expected to produce98

negative heterogeneity scores. This is a mathematical consequence of both logistic and liability threshold99

models despite independent sampling of predictors over the entire cohort. We evaluate the power of CLiP100

across realistic GWAS scenarios, and demonstrate its utility by identifying heterogeneity in schizophrenia.101

Although previous methods have attempted to partition SNPs or individuals into distinct clusters, the102

highly polygenic nature of most phenotypes renders these methods under-powered for single trait GWAS103

even when data sizes are very large. CLiP aggregates signals across all associated SNPs to generate a single104

score, permitting users to flag heterogeneous data sets for further study. Second, we develop an extension105

of CLiP to accommodate parameters that are not binomial genotypes, but rather continuous predictors106

such as expression data, which we term CLiP-X. Finally, we further extend CLiP to identify heterogeneous107

subgroups in quantitative phenotypes, where no clear delineation between cases and controls exists, by108
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weighting correlations according to polygenic risk scores, which we term CLiP-Y.109

2 Methods110

From a GWAS perspective, heterogeneity can be interpreted broadly as the presence of distinct mixtures111

of cases within a cohort which have been identified as cases through different PRSs. We define two models112

for generating genotype matrices of heterogeneous cohorts: First, misclassification, whereby a subset of113

individuals are not really cases, but have been rather labeled as such despite genetically being controls.114

This may occur due to erroneous phenotyping, but it may also suggest distinct disease etiologies, some of115

which are not ascertained for the PRS of interest. Second, a mixture of unobserved sub-phenotypes with116

distinct PRSs. A case is observed if the individual passes the liability threshold of at least one of these117

sub-phenotype PRSs. Figure 1 displays idealized genotype matrices and correlation matrices for each of118

these models along with the homogeneous null scenario, in which all cases are selected according to the same119

PRS. The column set S comprises associated SNPs reported in GWAS summary statistics, with the counted120

allele selected so that the corresponding effect size is positive. As described in Results, associated SNPs121

participating in the same PRS are negatively correlated over a set of cases selected according to that PRS122

(panel B). When the cohort comprises both cases and misclassified controls, the pattern of ascertainment of123

risk-alleles is consistent for particular individuals across all SNPs, resulting in positive correlations between124

SNPs (panel D). Panel E depicts a mixture scenario with two hidden disjoint PRSs. Individuals labeled as125

cases of the observed phenotype may be in reality a case for sub-phenotype 1 only (blue), sub-phenotype 2126

only (orange), whereas controls are observed as such (grey). The presence of cases for multiple hidden sub-127

phenotypes produces a mixture of positively and negatively correlated SNPs depending on the membership128

of the compared SNPs (panel G).129

The goal of CLiP is to distinguish this heterogeneous cohort from one that comprises only cases130

and controls for a single PRS. In the following sections, we first describe a correction (CLiP) to the way131

heterogeneity scores had been used [30], where we account for negative correlations which are expected of132

case/control data sampled from a logistic or liability threshold model. Next we present adaptations of this133

general method to studies with quantitative predictors such as expression measurements rather than SNPs134
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Figure 1: Cartoon examples of genotype matrices (A,C,F) and SNP correlation matrices (B,D,G) ex-
pected of homogeneous and heterogeneous case cohorts. For homogeneous cases (A,B), SNPs are uni-
formly ascertained, but negative correlations exist between any pair of associated SNPs. For heteroge-
neous cases comprising a mixture of true cases and misclassified controls (C,D), SNPs are ascertained in
a subset of individuals, creating positive correlations between SNPs. For heterogeneous cases comprising
disjoint sub-phenotypes (E,F,G), associated SNP subsets S1 and S2 pertain to two independent PRSs,
and passing the threshold of at least one of these PRSs is sufficient to select a case (E). Genotypes sam-
pled from this model produce a mixture of positive and negative correlations.
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(CLiP-X), and also with quantitative phenotypes for which there is no definition of a “case” (CLiP-Y). Next135

we describe the generative process for simulations of homogeneous and heterogeneous PRS data used to test136

the performance of these methods.137

2.1 CLiP: Correcting for negative correlation bias138

CLiP calculates the same heterogeneity score as previous work [30], but adjusts the null distribution to139

account for expected correlations between SNPs when the cohort is homogeneous. Calculation of this140

adjustment and verification by simulations are shown in the Results and Supplemental Note. The test is141

performed over a genotype matrix X comprising N cases and M SNPs counting the number of risk-alleles,142

as well as a matrix of controls X0 with N0 individuals. Pairwise SNP correlations are calculated over cases143

and controls separately and stored in R and R0 respectively. These correlations are then compared against144

their null expected values. The expected correlation among controls, E[R0
jk], is always 0 in practice as SNPs145

are sampled independently, but is included below for clarity. This modified heterogeneity score is computed146

as follows:147

Shet(X,X
0) =

∑M
j=1

∑M
k=j+1 wjwk(Rjk −R0

jk − E[Rjk −R0
jk])√

N+N0

NN0

√∑M
j=1

∑M
k=j+1 w

2
jw

2
k

(1)

where148

wj =
pj
√

1− pj(γj − 1)

(γj − 1)pj + 1
(2)

The score Shet is a weighted sum of difference in correlation between cases and controls, to account for149

prior sources of SNP-SNP correlation such as ancestry. A high score resulting from a bias towards positive150

correlations would indicate the presence of subtypes with differing ascertainment for the included risk-alleles,151

and thus heterogeneity. The weights are intended to adjust the score’s sensitivity to certain SNPs based152

on their allele frequency p and odds ratio γ, with larger odds ratios and frequencies close to 0.5 producing153

greater weights.154
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2.2 CLiP-X: Heterogeneity Detection with quantitative predictors155

While comorbidity subtypes may occur in transcriptome-wide association studies, the heterogeneity score156

cannot be computed directly over continuously distributed gene expression variables rather than discrete157

SNPs. In CLiP, the weights w are important for scaling the contributions of individual SNPs to the final158

heterogeneity Z-score, and they are dependent on risk-allele frequencies and odds ratios, quantities not159

strictly defined for continuous variables.In the case of binary variables, higher weights are assigned to SNPs160

with more extreme risk-allele frequencies as well as effect sizes, as these variables are more likely to generate161

highly positive correlations in the presence of heterogeneity. Here we generalize this weighting scheme162

to accommodate arbitrarily distributed continuous input variables, which may be applied in particular to163

expression analyses.164

2.3 CLiP-X Simulation Procedure165

To fully simulate expression variables as modeled in transcriptome-wide association, expression predictors166

are generated from a linear model of randomly sampled genotypes, rather than directly sampling expression.167

Although the input into CLiP-X includes only the expression variables, explicitly modeling the genotype168

layer allows for inclusion of prior correlations resulting from SNPs associated with multiple transcripts,169

rather than from the liability threshold model.170

For a single case-control phenotype, transcript effect sizes α are fixed so that the variance explained171

of all modeled transcripts is a desired value. Likewise, genotype-transcript effect sizes β are also fixed172

so that variance explained of each transcript by genomic variants is a second specified value. Although173

fixing effect sizes at the genotype-transcript layer is admittedly unrealistic, the results are only simplified174

when these interactions are removed, with no interactions reducing to expression sampled from the standard175

normal distribution. Cases are determined according to the liability threshold model. For an individual i176

in transcript matrix Z, a hidden quantitative liability score y∗i is calculated, with the variance of error ε177

set so that y∗ has a total variance of 1. The observed case/control label yi is set according to whether y∗i178

passes the liability scale threshold T , which is placed on the standard normal distribution so that affected179

individuals constitute a prevalence of 0.01.180
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y∗i =
L∑
j=1

Zijαj + ε

yi =


1 if y∗i ≥ T

0 if y∗i < T

(3)

To generate cases and controls, we iteratively generate batches of transcripts by random sampling, and181

compile those that pass or fail the threshold cutoff into case and control cohorts. We generate heterogeneous182

cohorts, by concatenating simulated cases and controls, with the fraction of cases π set to 0.5 for simplicity.183

We reasoned that this procedure was a conservative representation of a large number of possible heterogeneity184

scenarios including those with multiple independent sub-phenotypes. If the PRSs of these sub-phenotypes185

are independent, then a large number of correlations between predictors will be evaluated close to zero,186

resulting in a score very different from the homogeneous null. A full description of the simulation procedure187

is provided in Supplemental Algorithm 1 and illustrated in Supplemental Figure S2. Note that the variance188

of the random noise ε in Equation 3 is determined by the desired total variance explained by the simulated189

genotypic variables h2:190

V ar(ε) =
1− h2

EXP

h2
EXP

V ar(

L∑
j=1

αjZj) (4)

2.3.1 Characterizing correlations between continuous variables191

Given N × L matrices of quantitative expression measurements Z among cases and Z0 among controls, we

would like to determine whether Z comprises a homogeneous or heterogeneous set of cases as generated in

Supplemental Algorithm 1. When Z is heterogeneous, we assume the individuals in Z can be assigned to

one of two subtypes: one sampled according to the liability threshold model for the simulated phenotype,

and one sampled randomly as controls. For a given predictor indexed by j ∈ [1, . . . , L], assume Zij is

sampled according to a mean and variance specific to the subtype of individual i, denoted by Z+
i· for the

case subtype and Z−i· for the control subtype. The distribution of the variables need not be discrete or even
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normally distributed, as the heterogeneity score is computed from correlations, which in turn rely only on

the mean and variance of the input variables. Therefore the score can be calculated assuming any probability

distribution provided that the mean and standard deviation are obtainable. For an arbitrary probability

distribution D parameterized by its mean and standard deviation, we have:

X+
·j ∼ D(µ+

j , σ
+
j )

X−·j ∼ D(µ−j , σ
−
j )

(5)

Assume that the proportion of individuals belonging to the group + is π. For a homogeneous group of192

case, π = 0, and our simulations assume π = 0.5, but in practice this proportion is unknown. Incorporating193

this proportion allows the redefinition of expectations over the entire cohort as weighted sums of the expec-194

tations over the subgroups. The expected correlation evaluated over the entire group can then be calculated195

according to within-group expectations:196

rjk =
E[ZjZk]− E[Zj ]E[Zk]√
V ar(Zj)

√
V ar(Zk)

=
Aπ
(
E
[
Z+
j Z

+
k

]
,E
[
Z−j Z

−
k

])
− Aπ

(
µ+
j , µ

−
j

)
Aπ
(
µ+
k , µ

−
k

)√
Aπ
(
E
[
(Z+

j )2
]
,E
[
(Z−j )2

])
− Aπ

(
µ+
j , µ

−
j

)2
·
√
Aπ
(
E
[
(Z+

k )2
]
,E
[
(Z−k )2

])
− Aπ

(
µ+
k , µ

−
k

)2
(6)

where Aπ (x, y) = πx+ (1− π)y.197

2.3.2 Definition of weights for continuous variables198

We would like to make use of these expectations over correlations by incorporating them as weights in the199

heterogeneity score as in Han et al. [30]. As predictors with high mean differences between subgroups and200

high effects are expected to contribute more signal to the score, weighting them higher than other predictors201

will increase power to detect heterogeneity. Therefore, we would like to define a set of weights wij for each202

expected rij .203

We derive the weights for continuous variables in an analogous manner to Han et al. [30], by taking204
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the derivative of the expected sample correlation with respect to π at the null value, π = 0.205

wjk =
∂

∂π
rjk

∣∣∣∣
π=0

(7)

To facilitate calculation of E[Z+
j Z

+
k ] and E[Z−j Z

−
k ] in equation 6, we assume as in [30] that within206

a subgroup of cases or controls, the correlation between any two predictors, even those associated with the207

phenotype, is zero. This allows us to express expectations of products as products of expectations. Note208

that this does not mean that correlations over the entire cohort E[ZjZk] are zero: these correlations are209

calculated inclusive of all subgroups, and their nonzero correlations are what determines the heterogeneity210

score. We demonstrate in the Results that theoretically and by simulation this assumption is violated in211

logistic and liability threshold models.212

Given the assumption of no correlation within subgroups, the correlation between two variables Z·j213

and Z·k can be expressed as the following. For further details on the derivation, please see the Supplemental214

Note.215

wjk =
µ+
j µ

+
k − µ

+
j µ
−
k − µ

−
j µ

+
k + µ−j µ

−
k

σ−j σ
−
k

(8)

=
(µ+
j − µ

−
j )(µ+

k − µ
−
k )

σ−j σ
−
k

(9)

The same weights defined in Han et al. [30] for Bernoulli variables is a special case of this general216

formulation. These weights can now be substituted into the heterogeneity score.217

In practice we do not know the value of µ+
j because the membership of individuals in each of the218

subsets is unknown. However, we do know the mean values of the heterogeneous case group which we denote219

as µj . We can use this value as an approximation for µ+
j , and calculate an approximate weight:220

ŵjk =
(µj − µ−j )(µk − µ−k )

σ−j σ
−
k

(10)

We can also quantify the errors we are making by this approximation. We have the following rela-221
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tionship for any distribution of the genotype random variables:222

µj = Aπ
(
µ+
j , µ

−
j

)
(11)

The approximation in Eq. 10 will attenuate the magnitude of µ+
j with respect to the true value of the223

weight. However, we also see that:224

ŵij
wij

=

[
Aπ
(
µ+
j , µ

−
j

)
− µ−j

][
Aπ
(
µ+
k , µ

−
k

)
− µ−k

]
(µ+
j − µ

−
j )(µ+

k − µ
−
k )

= π2 (12)

As each weight is scaled by a constant factor, their relative magnitudes are unchanged. Consequently,225

the heterogeneity score for continuous input variables does not change after this approximation. Thus we226

can still achieve optimal estimates of heterogeneity despite lacking access to the true mean for the underlying227

case subgroup.228

2.4 CLiP-Y: Heterogeneity Detection in Quantitative Phenotypes229

The basic CLiP test for heterogeneity relies on differential enrichment of SNP effect sizes or odds ratios230

across subtypes, and thus requires ascertainment for cases. But one can presume that heterogeneity exists231

in quantitative phenotypes as well; e.g., are there distinct genetic mechanisms predisposing individuals232

to being tall? But extending this method to quantitative phenotypes presents a challenge as there is no233

dichotomous delineation between cases and controls. A naive solution may be to pick an arbitrary z-234

score as a threshold and denote samples who score higher as “cases” and those lower as “controls.” This235

introduces a trade-off between sample size and signal specificity, as lowering this threshold provides more236

samples for the correlation analysis but also introduces more control-like samples which will attenuate SNP237

associations, and the correlations themselves. A more principled method would allow for the inclusion of238

all continuous samples, but give higher weight to those with large polygenic SNP scores. Thus we propose239

to score heterogeneity by a weighted correlation with polygenic risk scores serving as a measure of the240

importance of a sample in the case set. These weights determine the degree to which individuals count as a241

“case”, and therefore their contribution to the total heterogeneity score of the genotype matrix. Artificially242
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creating the two groups by applying a hard threshold over the quantitative phenotype values is a special243

case of this method with a step function as the weighting scheme, equally weighting all individuals above244

the threshold “step.”245

2.5 CLiP-Y Simulation Procedure246

Here SNPs as input predictors are sampled directly from binomial distributions with fixed minor allele247

frequency of 0.5. The quantitative phenotype y is calculated from the PRS score with normally distributed248

noise added according to the desired PRS variance explained. As in the CLiP-X simulation procedure, we249

generate heterogeneous cohorts by concatenating a subset of cases and controls together into a single putative250

set of cases according to the fraction π. For quantitative phenotypes, the “control” subset is generated so251

that the quantitative phenotype value is simply sampled from the normal distribution with zero PRS variance252

explained. A more detailed description of the simulation procedure is provided in Supplemental Algortithm253

2.254

2.5.1 Definition of individual weights by phenotype values255

We define a weight over individuals such that those with higher phenotype values contribute more strongly to

the heterogeneity score. For a cohort of N individuals let Xij ∈ {0, 1, 2} be the number of risk alleles of SNP

j in individual i, and let Y = (y1, . . . , yN ) values of quantitative trait 1 for the respective individuals. We

introduce a normalized weight vector across the N individuals defined as φ ∈ RN such that ∀i, φi ≥ 0 and∑N
i φi = 1. Most intuitively we would define φ ≡ φ(F), where the weight values would reflect normalized

scaling of the trait φi = F(yi)∑
j F(yj)

by a monotone function F . Dichotomous, case/control weighting is the

special case of:

F01(yi) =

 1 case

0 control

Uniform weighting is obtained by F1(yi) ≡ 1. To obtain the optimal weight function which most clearly256

contrasts the scores of heterogeneous and homogeneous cohorts, we tested several possible functions and257

also performed a local search over polynomials of arbitrary degree by iteratively updating and testing the258
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performance of individual polynomial coefficients. This local search is described in detail in Supplemental259

Algorithm 3. First, a small number of homogeneous and heterogeneous cohorts are generated as described260

before. These serve as the training data by which the weight function is optimized. All weight functions are261

applied over the raw phenotype values directly, or their conversion to percentiles in the sample distribution,262

in the range [0,1]. After initially randomizing a set of coefficients, at each iteration, a coefficient is randomly263

selected and incremented by a random quantity sampled from a normal distribution. The resulting polyno-264

mial is tested against the training data, and the change to the coefficient is kept if the difference in score265

between heterogeneous and homogeneous cohorts increases. After a set of high-performing weight functions266

are selected, they are each evaluated against a larger sample of validation data comprising homogeneous and267

heterogeneous cohorts as before. Of these candidates, the polynomial that performs best on the validation268

data is selected.269

2.5.2 Definition of weighted correlations270

To compute correlations we define, for each SNP j, a random variable uφj with values in {0, 1, 2} by sampling271

from the genotypes of the sample cohort X·j with probability equal to the weight φi assigned to each272

individual i. Rather than calculate the correlations directly over SNPs in X, we now calculate correlations273

over these random variables. We omit the superscript φ in uφ when it is clear from context. For a single274

SNP j, we define the weighted mean value across N individuals as:275

E[uj ] =

N∑
i=1

φiXij (13)

Between two SNPs j and k, we define the weighted covariance as:

Cov(uj , uk) = E[(uj − E[uj ])(uk − E[uk])]

=
N∑
i=1

φi(xij − E[uj ])(xik − E[uk])
(14)
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We define the weighted correlation matrix Rφ for any weighting φ as:

Rφ
jk = Corr(uφj , u

φ
k )

=
Cov(uφj , u

φ
k )√

Cov(uφj , u
φ
j )Cov(uφk , u

φ
k )

(15)

The heterogeneity score tallies the entries of the upper-triangular correlation matrix for the phenotype-276

weighted individuals Rφ(F). As we now lack a held-out set of controls to cancel the contribution of correla-277

tions unrelated to the phenotype, we instead calculate a conventional correlation uniformly weighted across278

all individuals R0 ≡ Rφ(F1). Additionally, we introduce a scaling factor of
√

(
∑N
i=1 φ

2
i )− 1

N to correct for279

the change in variance resulting from re-weighting the correlation according to individual weights φi. These280

changes produce the following preliminary heterogeneity score for quantitative phenotypes:281

Q =

∑M
j=1

∑M
k=j+1R

φ
jk −R0

jk√
(
∑N
i=1 φ

2
i )− 1

N

(16)

Lastly, we incorporate into the test statistic Q a weighting scheme over SNPs as described in Han282

et al. [30]. This second set of weights w ∈ RM is introduced to correct for larger contributions to the score283

by SNPs with large effect sizes or risk allele frequencies close to 0.5. These weights apply to SNPs, and284

should not be confused with the weights φ over individuals. For each SNP j, we define pφj ≡
E[uφ

j ]

2 , the285

sample allele frequency weighted by the individual phenotype, as opposed to the unweighted allele frequency286

p0
j ≡ p

φ(F1)
j . The contribution of SNP j to the heterogeneity score is then scaled by287

wφ
j =

√
p0
j (1− p0

j )(γ
φ
j − 1)

((γφj − 1)p0
j + 1)

(17)

where288

γφj =
pφj (1− pφj )

p0
j (1− p0

j )
(18)

is a weighted generalization of an odds ratio. These weights are analogous to those found in Han et al. [30],289

where given case allele frequency p+
j , control allele frequency p0

j , and sample odds ratio γj =
p+j (1−p+j )

p0j (1−p0j )
, the290
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weight is291

wj =

√
p0
j (1− p0

j )(γj − 1)

((γj − 1)p0
j + 1)

(19)

.292

Combining these intermediate calculations, the heterogeneity test statistic for continuous phenotypes293

is:294

Shet(X, y) =

∑M
j=1

∑M
k=j+1 w

φ
j w

φ
k (Rφ

jk −R0
jk)√∑N

i=1 φ
2
i − 1

N

√∑M
j=1

∑M
k=j+1(wφ

j )2(wφ
k )2

(20)

For high N , this test statistic approaches the standard normal distribution, and can be evaluated as295

a z-score hypothesis test.296

Note that even when applying a dichotomous weighting scheme, dividing the cohort with quantita-297

tive phenotypes into artificial cases and controls, CLiP-Y still differs slightly from a direct application of298

the case/control score. If a dichotomous weight function produces Nφ artificial cases, the scaling factor299

1√∑N
i=1 φ

2
i−

1
N

simplifies to
√

NφN
N−Nφ instead of the slightly smaller

√
NφN
N+Nφ

in the original case/control score.300

This corrects for the slight reduction in variance of Rφ
jk−R0

jk because these differently-weighted correlations301

are taken over a single cohort of individuals rather than disjoint sets of cases and controls. In practice, we302

find this correction factor performs very well in scaling the test statistic variance to 1.303

2.6 Evaluating heterogeneity in SCZ304

We applied CLiP to test for heterogeneity in case/control data for schizophrenia collected by the Psychiatric305

Genomics Consortium (PGC). The data comprise in total roughly 23,000 cases and 28,000 controls and306

was the subject of a 2014 meta-analysis reporting 108 schizophrenia-associated loci [31]. We would like to307

test whether heterogeneity suggested from clinical observation is also detectable at the level of the PRS308

comprising these loci. The PGC data is an aggregate of cohorts collected from many studies conducted309

in different populations. Therefore a test for heterogeneity over the all cohorts is likely to be confounded310

by ancestry stratification or batch effects between cohorts. We attempt to circumvent these confounding311

variables by applying GWAS meta-analysis methods to CLiP scores evaluated over individual cohorts, as well312

as evaluating the p-value of the sum of all CLiP scores. As each CLiP score is standard normal distributed313
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over the null, the distribution of their sum has expectation 0 and standard deviation
√
N if N is the number314

of cohorts in the sum. To evaluate the significance of CLiP Z-scores across individual cohorts, we applied315

Fisher’s method for summing p-values [32].316

χ2 = −2
K∑
i=1

log pi (21)

where K is the total number of cohorts and pi is the p-value of the CLiP heterogeneity score for317

cohort i. The p-value of this test statistic is evaluated on a chi-square distribution with 2K degrees of318

freedom. Additionally, we calculated the meta-analysis Z-score of the CLiP score in a manner analogous to319

the conventional GWAS approach, but with a 1-tail test for highly positive scores only. The meta-analysis320

Z score is calculated according to321

Zi =sign(ZCLiP )Φ−1(1− pi)

Z =

∑K
i=1 Zini√∑K
i=1 n

2
i

(22)

where ZCLiP is the CLiP Z-score evaluated against the expected score with a standard deviation of322

1, and ni is the sample size of cohort i. The results of individual cohort tests along with meta-analysis tests323

are shown in Table 1.324

2.7 Application to GWAS of Schizophrenia325

We applied CLiP to GWAS data from the PGC, phased and imputed using SHAPEIT [33] and IMPUTE2326

[34], a pipeline with similar or better accuracy compared to other tools according to a recent evaluation327

[35]. Imputation was performed using the 1000Genomes Phase 3 reference panel. Roughly half of the PGC328

cohorts were mapped with assembly NCBI36, and the SNP coordinates of these data sets were converted to329

GRCh37 using the LiftOver tool in the UCSC genome browser database [36]. Individuals were excluded from330

further analysis if their percentage of missing data was greater than 0.1 in the 1 Mb region flanking each SNP.331

Additionally, of the 108 associated SNPs and indels reported in Ripke et al. [31], six were excluded because332
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they are not listed in the 1000Genomes Phase 3 reference panel, one was excluded due to low variance in333

many individual study cohorts, and one was excluded due to mismatching alleles between reported summary334

statistics and the reference panel, for a total of 100 variants included in the heterogeneity analysis.335

To accurately estimate expected heterogeneity scores, the odds ratios reported in Ripke et al. [31]336

must be converted to effect sizes on the liability scale. We apply an approximate method reported by Gillett337

et al. [37] to convert for variant j an odds ratio ORj to the liability effect βj :338

βj ' Φ−1(FLogistic(log
V

1− V
+ORj))− Φ−1(V ) (23)

where V is the disease prevalence (0.01 for schizophrenia), and FLogistic(x) = 1
1+exp(−x) .339

3 Results340

3.1 Implementation of CLiP341

We have implemented the CLiP family of methods with open source availability of the software and auxiliary342

code for generating results reported in this paper, available at https://github.com/jyuan1322/CLiP. For343

the scenarios reported in this manuscript, the runtime to simulate and test a single cohort is always below344

5 minutes on a standard machine.345

3.1.1 Correlations between effect variables in cases346

One of the fundamental claims of Han et al. [30] is that SNPs conferring risk for a disease are uncorrelated347

among cases for the disease as well as controls. However, the authors prove this using only for a multi-348

plicative binary model, in which an individual’s risk is the product of odds ratios of probability of disease349

for associated SNPs. The most common model in contrast is a logistic or liability threshold model, in350

which these odds ratios are thresholded by a sigmoid function, potentially introducing correlations between351

SNPs. In practice the results of logistic or liability threshold regression are very similar, with effect sizes352

differing by approximately a constant factor [37]. We first tested the conventional, case-control score for353

heterogeneity, as implemented in Han et al. [30], with cases generated from a full logistic model as well as354
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the multiplicative model. We simulated individual data using 100 independent SNPs whose effects were355

standard-normally distributed. Across logistic and multiplicative models, the same odds ratios are ascribed356

to each SNP to facilitate comparison. Also, for simplicity, we assumed a variance explained of 1 to better357

observe the resulting correlation signal. We evaluated the dichotomous-trait score relative to sample sizes358

for both homogeneous and heterogeneous groups. The result is shown in Figure 2A, where it is apparent359

that the behavior of the two models diverges drastically. In particular, when a logistic model is assumed the360

null test statistic is significantly biased towards negative values, indicating widespread negative correlations361

between the SNPs that contributed to the liability score, in contrast to the multiplicative model considered362

by Han et al. [30]. While true heterogeneity results in positive scores as before, in the logistic model these363

scores are also highly attenuated by the negative bias observed in controls. A more detailed discussion of364

these negatively correlated SNPs can be found in the Supplemental Material.365

3.2 Correction for Negative Correlation Bias366

To demonstrate the effects of correlated predictors on heterogeneity detection, we evaluated hetrogeneity367

scores on simulated homogeneous and heterogeneous cohorts. Simulation parameters were set to approximate368

those described in a meta-analysis of schizophrenia GWAS by the Psychiatric Genomics Consortium [31],369

which describes a PRS over 108 genomewide-significant SNPs with a total variance explained of 0.034,370

typical of current GWAS for highly polygenic phenotypes. Genotypes over 100 associated SNPs are sampled371

according to a fixed risk-allele frequency of p = 0.2. Effect sizes are set to a fixed value producing the desired372

variance explained in a standard normal PRS distribution. Homogeneous case cohorts were generated by373

repeatedly sampling control genotypes and selecting individuals whose PRS pass a threshold corresponding374

to a prevalence of 0.01. Heterogeneous cohorts are created by combining an equal number of homogeneous375

cases and controls. The scores of these cohorts were evaluated over a range of sample sizes keeping variance376

explained constant at 0.034 (Figure 2B), and a range of total variance explained keeping sample size constant377

at 30,000 cases and 30,000 controls (Figure 2C). Additionally, we tested the performance of CLiP with respect378

to the fraction of individuals in the case mixture that are true cases, shown in in Figure 3A. The color of379

each line indicates the size of the entire case cohort, while the X-axis indicates the fraction of individuals of380
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that count that are true cases. When the fraction is 0, the cohort contains only controls, and all expected381

correlations are 0, producing a heterogeneity score of 0. When the fraction is 1, the cohort contains only382

cases, and produces a highly negative score due to negative correlations between all pairs of SNPs. As383

expected, a mixture of cases and controls produces positive scores, with the peak score occurring when the384

cohort is split evenly. More detailed results of this set of simulations are shown in Supplemental Table S2.385
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Figure 2: (A) Heterogeneity scores (y-axis) across different cohort sizes (x-axis) and genetic architectures.
Thresholded models for case/control data such as logistic and probit (liability threshold) regression pro-
duce negative correlations between predictors, while the simpler multiplicative (Risch) model does not.
Here case/control cohorts are generated from logistic or Risch models with 10 diploid SNPs with allele
frequency 0.5 and OR 1.16 (set to keep Risch probabilities ≤ 1). As described in [30], Risch model cases
exhibit no correlations in homogeneous cases, and positive correlations in heterogeneous cases, producing
zero and positive heterogeneity scores, respectively. However, in thresholded models, negative correlations
in homogeneous models produce negative scores. This negative bias in homogeneous scores is unaccounted
for in the method by [30], significantly increasing the probability of type II errors. (B) Heterogeneity
scores (y-axis) on simulated case/control cohorts as a function of sample size (x-axis) with a fixed variance
explained of 0.034 as in [31]. Simulations are run with a PRS of 100 SNPs with total variance explained of
0.034. Heterogeneous cohorts (Green) are equal-proportion mixtures of controls (Black) and homogeneous
cases (Red). The expected homogeneous score (Blue) is calculated from effect sizes and allele frequencies
of PRS SNPs only, and should be used as the true null score in CLiP. (C) Heterogeneity scores (y-axis) as
a function of variance explained (x-axis) with a fixed sample size of 30,000 cases and 30,000 controls.

We also evaluated the performance of CLiP when heterogeneity consists of multiple potentially inde-386

pendent sub-phenotypes, each with a distinct PRS, such that an individual is considered to be a case when387

it is a case for one or more of these sub-phenotypes. Discovering heterogeneity in these cohorts is more388

challenging because correlations between SNPs involved in different sub-phenotype PRSs are expected to389

be zero rather than positive, and if there are any SNP associations shared between sub-phenotypes, nega-390
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tive correlations will be expected between them despite the presence of distinct sub-phenotypes. We tested391

the performance of CLiP by fixing the number of cases and controls at 50,000 each, the total number of392

SNPs at 100, and the total variance explained at 0.05, while varying the number of sub-phenotypes and the393

fraction of SNPs that are shared across all sub-phenotypes. When this fraction is zero, the sub-phenotypes394

are completely independent, and the SNPs are divided into mutually exclusive subsets associated with each395

sub-phenotype. When the fraction is non-zero, that fraction of SNPs has the same effect size across all396

sub-phenotypes. Results of these simulations are shown in Figure 3B as well as Supplemental Table S1.397

Note that by dividing associated SNPs into associations with particular sub-phenotypes, the total variance398

explained for each sub-phenotype is reduced, and the observed variance explained of the entire heterogeneous399

cohort will be lower in a simple linear regression.400

A B

Figure 3: A Heterogeneity scores (y-axis) evaluated on heterogeneous cohorts comprising a mixture of
true cases and controls at different proportions (x-axis). Colors indicate the total cohort size. All tests
were conducted over 50,000 cases and 50,000 controls, with a SNP variance explained of 0.05. B Hetero-
geneity scores (y-axis) evaluated on simulated heterogeneous cohorts with disjoint sub-phenotypes. Per-
formance is shown a function of the fraction of SNP effects unique to a particular sub-phenotype (x-axis).
Colors indicate the number of sub-phenotypes. Simulations were performed with 50,000 simulated cases
and 50,000 controls, and a total SNP variance explained over all sub-phenotype PRSs set to 0.05.

3.3 CLiP-Y: Quantitative Phenotypes401

In practice, we found converting PRSs to percentiles improved performance for all learned weight functions,402

possibly because percentiles limit the domain of the PRS function over which the function must be ≥ 0,403
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and they reduce the contribution to the score calculation by extreme PRS values. We performed this404

search for polynomials of increasing degree, finding optimal polynomial functions show in Figure 4A. All405

polynomial functions converged to highly similar concave functions. This is due to the balancing effect of the406

normalization factor on the sum of correlations: while correlations of PRSs at the high end of the distribution407

are more extreme because these individuals more closely resemble “cases,” a high weight value at the higher408

end of the PRS spectrum means that the normalization factor also shrinks the magnitude of the score. To409

demonstrate that optimal weight functions are concave functions over the range of PRS percentiles, we tested410

weight functions that sum up two indicator functions for intervals in [0, 1], one increasing, for an interval411

ending at 1, and another decreasing, for an interval starting at 0, and evaluated heterogeneity detection412

performance, shown in Figure S9. The best performing functions are those where the increasing function413

threshold is near but not at 0, and the decreasing function threshold is near but not at 1, producing a414

function similar to the concave polynomials found in Figure 4A.415

In the absence of a method for scoring continuous phenotypes, a naive approach using conventional416

heterogeneity scoring [30] would involve setting an arbitrary PRS cutoff by which to partition the cohort417

from a continuous phenotype into cases and controls. We compare our continuous heterogeneity test to418

cutoffs at various percentiles of PRS’s. Both the continuous heterogeneity test and the arbitrary cutoff tests419

are standard normally distributed in the null scenario, when no heterogeneity is present. As shown in Figure420

4, the continuous heterogeneity test outperforms all thresholded tests by achieving the highest score when421

heterogeneity is present. This is consistent across all tested simulation parameters for total genomic variance422

explained and number of individuals in the entire cohort. Also note that as expected, the best performing423

z-score threshold is some intermediate rather than extreme value. Reducing the threshold too much adds424

to much noise to the correlation, and conversely raising it too high reduces the number of cases and hence425

the detectable signal too much. From the tests shown in Figure 4, a threshold near the center of the PRS426

distribution seems close to optimal, but this is significantly outperformed by the continuous method. Plotted427

here are the differences in heterogeneous and homogeneous cohorts, with the homogeneous cohorts being the428

true null value of the score. The scores for these cohorts individually are shown in Supplemental Figures S4429

to S7.430
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Figure 4: A Learned weight functions φ(x) for scoring heterogeneity in quantitative phenotypes. A lo-
cal search over polynomial coefficients is performed such that the resulting function maximizes the differ-
ence between the heterogeneity scores of simulated samples of homogeneous and heterogeneous cohorts.
B Tests for heterogeneity in quantitative phenotypes using multiple weighting functions over individuals,
including those in A, as a function of variance explained by the PRS. Plotted are scores of heterogeneous
cohorts minus the expected score of a homogeneous cohort over 20 trials. One Hundred SNPs are simu-
lated with cohorts of 100,000 individuals. C Tests for heterogeneity in quantitative phenotypes using mul-
tiple weight functions. Plotted are mean scores of heterogeneous cohorts minus the expected score of a
homogeneous cohort over 20 trials, as a function of sample size. One hundred SNPs are simulated with a
total variance explained of 0.1. For comparison these scores are plotted on the same Y-axis as scores gen-
erated from step function weights at various thresholds on the percentile scale of a standard normal quan-
titative phenotype distribution. For each of these step function scores, the expected homogeneous score
is estimated by the mean of 20 sampled homogeneous cohorts, to limit computation time. For all weight
functions and test conditions, expected homogeneous scores are near-exact estimates of the means of simu-
lated scores, as shown in Supplemental Figures S5A and S7A.
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3.4 CLiP-X: Quantitative Predictors431

We generate cases and controls for both homogeneous and heterogeneous transcriptome-wide association432

cohorts, with 100 simulated SNPs generating 10 transcriptome-level variables. We run 20 trials across a range433

of sample sizes and total genomic variance explained, controlled by the value of ε in equation 4, to evaluate434

the performance of the continuous variable test statistic in true heterogeneous cohorts, homogeneous case435

cohorts, and independently sampled control cohorts. The results are presented in Figure 5 and Supplemental436

Figure S3.437
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Figure 5: Heterogeneity scores with continuous input predictors generated according to Supplemental Al-
gorithm 1 and Supplemental Figure SS2. Controls (Black) have no criteria for selection placed on their
generated quantitative predictors; homogeneous cases (Red) are selected according to a liability threshold
over predictors; and heterogeneous cases (Green) are an even combination of controls and homogeneous
cases. The Blue line indicates expected mean scores of homogeneous cohorts calculated from summary
statistics of the quantitative predictors. As with discrete SNPs, quantitative predictors are negatively cor-
related among homogeneous cases.

Shown in Figure 5 are results with a sample size of 100,000 and a total variance explained of h2
E = 0.05438

by quantitative predictors. We observe that for all sample sizes, the heterogeneity score is approximately439
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distributed with mean 0 and standard deviation 1 in control cohorts. As predicted, the homogeneous case440

group exhibits highly negative correlations between associated SNPs, and the resulting CLiP-X score can441

be accurately estimated from expected correlations (Blue) using knowledge of summary statistics only. This442

estimate should serve as the null when evaluating GWAS cohorts in practice, when a truly homogeneous443

cohort is not available. By comparison to this true null, many more heterogeneous cohorts are detectable444

which would not have passed a significance threshold with the null centered at 0, especially those with sample445

sizes of less than 10,000 cases.446

3.5 Application to GWAS of Schizophrenia447

After transforming PGC effect sizes to the lability scale (see Methods), the total variance explained by the448

100 genomewide significant SNPs considered (see Methods) was approximately 0.027, suitably close to the449

0.03 SNP variance explained reported in Ripke et al. [31]. We calculated heterogeneity scores for cases450

and controls over individual cohorts, shown in Figure 6, as well as meta-analysis scores over all cohorts as451

described in the methods, shown in Table 1. Generally, we observe more positive heterogeneity scores for452

larger cohorts, though only three pass a significance p-value threshold of 0.05. The scores in Table 1 are453

organized by ascending p-value, and a Benjamini-Hochberg procedure is conducted with a false-discovery454

rate of 1
3 . Cohorts with p-values lower than the critical values determined by this FDR are separated by a455

dashed line. On an individual basis the vast majority of these cohorts are too small to be conclusively tested456

for heterogeneity, as the sample variances of correlations between SNPs is high. By performing a single test457

over all cases and controls, we obtain a significant p-value of 8.54e− 4, though some heterogeneity may be458

contributed by batch effects. By summing scores across cohorts, we obtain a larger but still significant p-value459

of 0.011, suggesting that while batch effects contribute to detected heterogeneity, they do not completely460

account for all heterogeneity observed in the data. Lastly, by applying meta-analysis methods over individual461

cohort scores, we obtain a Fisher’s χ2 p-value of 0.030, and a Z-score of 2.03, also supporting the presence462

of a significant heterogeneity signal.463
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Figure 6: CLiP heterogeneity scores evaluated over single cohorts in the PGC schizophrenia data set, plot-
ted by the number of genotyped cases. The black line denotes the expected score given summary statistics
reported in [31] and sample sizes specific to each cohort, and the shaded region denotes z-score thresholds
corresponding to particular p-values of significance.

4 Discussion464

We present a general framework for identifying hidden heterogeneity among cases for multiple phenotypes465

by observing correlations between genotypes. Specifically, we derive modified test statistics to account466

for non-genotype input variables such as expression data, which may be continuous and sampled from467

any distribution with known mean and variance. Additionally, we allow for heterogeneity to be scored in468

quantitative phenotypes, that lack the clear-cut ascertainment of cases vs. controls that facilitates a simple469

dichotomous contrast of correlation patterns. Our novel, generalized framework is facilitates distinction470

between situations of heterogeneous subtyping and those of true pleiotropy, in which the set of individuals471
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Cohort Num Cases/Conts CLiP Score Expected Score p-value FDR critical val

clm2 3466/4297 1.42 -0.77 0.014 0.010
gras 1077/1226 1.55 -0.42 0.025 0.020
zhh1* 191/190 1.79 -0.17 0.025 0.029
s234 2076/2341 1.23 -0.57 0.036 0.039
pews 150/236 1.45 -0.16 0.054 0.049
boco 1847/2169 1.05 -0.55 0.056 0.059

cou3 539/692 1.14 -0.31 0.073 0.069
pewb 640/1892 0.60 -0.38 0.163 0.078
clo3 2150/2083 0.16 -0.57 0.233 0.088
lie2 137/268 0.56 -0.17 0.234 0.098
msaf 327/139 0.53 -0.17 0.241 0.108
umeb 375/584 0.30 -0.26 0.286 0.118
munc 437/351 0.30 -0.24 0.294 0.127
caws* 424/305 0.27 -0.23 0.307 0.137
buls 195/608 0.22 -0.21 0.332 0.147
swe6 1093/1217 -0.04 -0.42 0.352 0.157
irwt 1307/1022 -0.04 -0.41 0.357 0.167
top8 377/403 -0.02 -0.24 0.414 0.176
asrb 509/310 -0.05 -0.24 0.426 0.186
ersw 322/332 -0.04 -0.23 0.428 0.196
lacw 157/466 -0.05 -0.19 0.445 0.206
cims 71/69 -0.01 -0.10 0.463 0.216
aber 720/699 -0.32 -0.33 0.497 0.225
lie5 506/387 -0.28 -0.25 0.510 0.235
umes 197/713 -0.31 -0.21 0.539 0.245
uclo* 521/494 -0.37 -0.27 0.540 0.255
dubl 272/860 -0.41 -0.25 0.562 0.265
swe1 221/214 -0.35 -0.18 0.567 0.274
ajsz 895/1593 -0.59 -0.41 0.572 0.284
denm 492/458 -0.83 -0.27 0.713 0.294
port* 346/216 -0.97 -0.20 0.781 0.304
cati 407/391 -1.32 -0.24 0.860 0.314
edin 368/284 -1.60 -0.22 0.916 0.323
ucla 705/637 -1.75 -0.32 0.925 0.333

All 23517/28146 1.20 -1.93 8.54e-4

Table 1: CLiP heterogeneity scores for individual cohorts and their combination. Cohorts with an asterisk
have had a SNP excluded which has zero variance within either the case or control cohort, resulting in an
undefined correlation. An FDR of 1

3 was used for Benjamini-Hochberg analysis.
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with each disease are themselves homogeneous.472

A natural next step for these two methods is to combine them for scenarios of continuous inputs and473

continuous phenotypes, simultaneously. This is doable as the weighting procedures apply separately within474

the test statistic calculation to SNP level features and individual level features, respectively.475

We further demonstrated that existing theory for heterogeneity scoring [30], assuming on a traditional476

multiplicative model, can be applied to more modernly accepted logistic- and liability-threshold-models. We477

showed that the existing score assumes independence between SNPs that is absent from modern models. It478

therefore fails to account for a negative bias in the score due to negatively correlated SNPs, implying an479

excess of false negatives and motivating recalibration.480

The real data results presented in this manuscript only consider PRS based on SNPs whose association481

signals are genomewide significant. This removes concerns of false positive associations within the PRS. PRS482

constructions that do include lower-significance SNPs explain more heritability, and are an attractive next483

challenge for finding heterogeneity signals. Aside for the statistical challenge, this future work would require484

handling much larger sets of SNPs, and therefore matrices of correlations. Application of CLiP-Y to real485

quantitative GWAS, and CLiP-X to TWAS is still limited by related issues of small association signals or low486

variance explained by significant predictors. CLiP-X with measured expression data requires larger cohorts487

that typically assembled, as mega-analysis is often hampered by batch effects.488

Given the above extensions to the correlation-based framework, it can now be applied broadly across489

many different traits to look for genotypic heterogeneity among cases in diseases with previously reported490

pleiotropic effects. While detection of heterogeneity signifies that the involved SNPs cannot be considered491

strictly pleiotropic, heterogeneity also suggests that distinct subgroups of significant size for a separate492

phenotype must exist among the cases for a particular primary phenotype under study. As incidence rates for493

most diseases are low, detection of significant heterogeneity may suggest a higher degree of comorbidity than494

is expected at random. Therefore, among disease pairs for which heterogeneity is discovered, identifying the495

particular subgroups underlying an elevated heterogeneity score may lead to further insights into pleiotropic496

interactions between phenotypes. Lastly, this framework presents the possibility of screening a large number497

of potentially pleiotropic secondary phenotypes against a single primary phenotype of interest. All that is498
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required is a cohort pertaining to the primary phenotype, and a set of SNPs associated with the second499

phenotype whose correlations are to be evaluated over the cohort.500

At the grander scheme of human genetics, generalized testing for heterogeneity paves the way for501

recovering additional layers of the network of effects that explain traits by interacting genetic and other502

factors. Going beyond the the first-order, linear approximation of these effects holds the promise of better503

explaining mechanisms beyond identification of their contributing input factors.504
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