The G-box transcriptional regulatory code in Arabidopsis
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ABSTRACT
Plants have significantly more transcription factor (TF) families than animals and fungi, and plant TF families tend to contain more genes—these expansions are linked to adaptation to environmental stressors (1, 2). Many TF family members bind to similar or identical sequence motifs, such as G-boxes (CACGTG), so it is difficult to predict regulatory relationships. We determine that the flanking sequences near G-boxes help determine in vitro specificity, but that this is insufficient to predict the transcription pattern of genes near G-boxes. Therefore, we construct a gene regulatory network that identifies the set of bZIPs and bHLHs that are most predictive of the gene expression of genes downstream of perfect G-boxes. This network accurately predicts transcriptional patterns and reconstructs known regulatory subnetworks. Finally, we present Ara-BOX-cis (araboxcis.org), a website that provides interactive visualisations of the G-box regulatory network, a useful resource for generating predictions for gene regulatory relations.

INTRODUCTION
Many transcription factors (TFs) are part of large families, with many members binding to highly overlapping sets of binding sites. Therefore, any change in a TF’s concentration or its spatial or temporal distribution may result in unexpected cross talk within the gene regulatory network—a TF may inadvertently affect the gene expression of gene targets of its other family members. This cross-talk phenomenon within TF families appears universal within the eukaryotes, and has been described in yeast (3), plants (4) and mammalian cancer cell lines (5). Understanding the mechanisms that govern how TFs within large TF families regulate their target genes is therefore an important challenge.

Understanding gene regulatory network in plants is further complicated by the fact that plants have more and larger TF families than animals or fungi (1), and even larger families than would be
expected through whole genome duplication alone (1, 6). For instance, the highly conserved G-box motif (CACGTG) is bound by TFs in the basic-helix-loop-helix (bHLH) and basic leucine zipper (bZIP) families in organisms ranging from yeasts to humans. However, in plants these two TF families have massively expanded—for example, the bHLH family is now the second largest TF family in plants, with over 100 members in Arabidopsis, despite having arisen from an estimated 14 founder genes in ancient land plants (7). At least 80 of these bHLHs have the precise amino acid composition in their DNA-binding domain required to bind to G-box elements (7, 8). Many of the other bHLHs may bind to E-box elements, which retain four nucleotides of the G-box core (ACGT or CANNTG). The bZIP family has similarly expanded from 4 founder genes to over 70 (9).

Moreover, both bHLHs and bZIPs bind to DNA as either homodimers or heterodimers—further increasing the possible regulatory combinations. Even non-G-box binding bHLHs and other HLHs can indirectly regulate G-box-regulated genes, by competing with G-box binding bHLHs for dimerisation partners (10, 11). Furthermore, bZIPs and bHLHs can act antagonistically, competing for binding to the same sites—such as the competition for binding to targets shared between the bHLH PHYTOCHROME INTERACTING FACTOR 3 and the bZIP ELONGATED HYPOCOTYL 5 (12).

Understanding how bHLHs and bZIPs regulate their downstream target is critical, as these TFs have been identified as key regulators of growth (13), temperature response (14), immune response (15), metal homeostasis (16), drought response (17), and light signalling (14, 18)—pathways that would serve as promising targets for improving crop yield and environmental resilience. Much of our knowledge of G-box specificity comes from studies in yeast and mammalian systems, and these results suggest that bZIPs and bHLHs are affected by the local shape of the DNA flanking the binding site (3, 19) and epigenetics (20, 21). Since these families are much larger in plants than in the other organisms studied, it is unclear whether these mechanisms are sufficient to explain TF-to-binding site interactions in Arabidopsis. This has been a hindrance to the plant research community, as there have been many cases where a G-box has been identified as critical for the regulation of a gene of interest, but researchers were unable to distinguish between the many possible candidate TFs that might regulate that gene (22–26).

In this paper, we identify a set of approximately 2000 genes that are highly likely to be regulated by an upstream G-box motif in Arabidopsis seedlings, and we ask how bHLHs and bZIPs might regulate these genes. We find that while the sequences immediately flanking the G-boxes enable us to predict the in vitro binding of bZIP homodimers, the flanking sequences are not sufficient to explain the gene expression profiles of the downstream genes. Therefore, we constructed a network to identify the bHLHs and bZIPs whose expression was most predictive of the expression profiles of genes downstream of perfect G-box motifs. This network can predict a number of well-established sub-networks, and the entire network can be browsed through an interactive network visualisation website we have developed, called Ara-BOX-cis. This study provides useful resources for those who find a G-box near their gene or genes of interest without clear bHLH or bZIP targets, which is often a roadblock to understanding the regulation of their genes. By utilising these novel tools, we can help researchers make testable predictions of gene regulation interactions.
RESULTS

bZIP homodimers only bind to a subset of perfect G-boxes in vitro

We sought to identify a comprehensive set of genes likely to be regulated by G-box binding TFs in Arabidopsis seedlings as our reference set. For this, we selected those genes containing a perfect G-box sequence (CACGTG) within 500bp upstream of their transcription start site (TSS) and that were expressed in a substantial number of samples of 7-day old seedlings at 22°C (see "selection of genes" section in Methods and Fig S1-A). A total of 2146 genes fit these criteria (Table S1). Although there are many known cases where TFs affect targets more than 500bp away from their binding sites, TFs that bind to proximal sites are more likely to affect the transcription of the nearby gene. Moreover, there is enrichment for G-box sequences within 500bp of a TSS (Fig S1-B).

Firstly we sought to determine whether bHLHs and bZIPs are capable of binding to all perfect G-boxes, or only a subset of these sites. To resolve this, we compared in vitro binding of bZIPs, bHLHs, and BZR (a TF that is not a bHLH or bZIP but whose binding sites are CGTG, a subset of the G-box (41)). We identified binding sites within our set of promoters containing perfect G-boxes, using previously published DAP-seq data (35) (Table S2). Both methylated and un-methylated DNA sequences were used in this analysis, but methylation had minimal effects on the binding behaviour (Fig S2).

These results indicate that there is a set of bZIPs that only bind to a subset of perfect G-boxes (Fig 1A, binding pattern 1), including known strong G-box binders such as G-BOX BINDING FACTOR 3 (GBF3) and bZIP16. This indicates that TFs can distinguish between perfect G-boxes based on the genomic context of the binding site. Fewer bHLH TFs are represented in the DAP-seq data and they often have fewer identified binding events—those that have a fraction of reads in peaks (FRiP) of less than 5 are indicated in orange in Fig 1A.

Both BIM2 (a bHLH) and BZR exhibit more ubiquitous binding to G-boxes than the bZIPs. However, there is still a cluster of G-boxes in our set that had very little binding in this dataset (labelled binding pattern 2). Since the DAP-seq data suggests that some G-boxes are not strongly bound in vitro, we sought to determine if these sites are likely to be functional in vivo, where other factors may act cooperatively to enhance TF binding. Protein-DNA binding information can be inferred from micrococcal nuclease (MNase) data, since proteins that bind DNA protect it and perturb the MNase digestion pattern. In this way, plotting the fragment sizes over genomic position relative to a binding site reveals a characteristic ‘v’ shape if the binding site is occupied (See Fig S3 for further description of v-plots (42, 43)). For both G-boxes in binding pattern 1 and binding pattern 2, we see a strong ‘v’ pattern suggestive of in vivo occupancy (Fig 1B). This indicates that G-boxes from both binding patterns may have regulatory roles in vivo, but from this data it is not possible to identify the specific TF.

In summary, the DAP-seq data suggests that bZIPs are capable of distinguishing between perfect G-boxes based on genomic context—different from DNA accessibility or the presence of binding
partners. However, many of the G-boxes without strong bZIP binding in vitro are still bound by TFs in vivo, suggesting other factors might interact with bZIP TFs and influence their binding.

**Sequences flanking G-box can predict whether bZIP homodimers are capable of binding to the sequence**

In vitro bZIP TFs are able to distinguish between different perfect G-boxes, suggesting additional information is present in the genomic context. We tested whether it is possible to predict bZIP binding based on the sequences flanking the G-box (Fig 2A). This has been shown to be a key feature of G-box binding in yeast and mammals (3, 19), and even in plants there are specific examples of this—e.g. ABRE prefers a GC flank (44). The G-boxes in binding pattern 1 have a slight preference for GA flanks as shown by the depiction of the Position Weight Matrix (PWM) (Fig 2B) which is consistent with earlier observations of certain bZIP preferences (45); however, there are many examples of G-boxes without a GA or TC flank that are still bound by these bZIPs. In fact, 48% of G-boxes in binding pattern 1 have neither a ‘GA’ prior to the G-box, nor a ‘TC’ after the G-box, while 16% of G-boxes in binding pattern 2 do have either a ‘GA’ or a ‘TC’ flanking sequence, so this is not sufficient to account for how bZIPs distinguish between G-boxes.

We then made a predictive model that implicitly handled interaction between bases, using a random forest machine learning approach. Random forests could predict whether or not bZIPs could bind to a particular G-box with an average accuracy of 88% (Fig 2A), much higher than would be expected by chance (See Fig S4 for experimental design). The most informative features in the model were actually the presence of a ‘G’ or a ‘C’ two bases away from the G-box (Fig 2C), even though these bases appear less informative than the bases immediately flanking the G-box in the PWM model (Fig 2B).

In addition, we considered a model that incorporated shape features such as the width of the DNA sequence or the ability to twist or roll (36)—this performed equally well as the DNA sequence model (Fig 2A). We found that helix twist (HelT) and the minor groove width (MGW) were the most important features (Fig 2D), as opposed to roll and propeller twist (ProT). In yeast, MGW was found to play a role in determining overall binding affinity of a G-box, but ProT could be used to distinguish between the binding of different G-box binding transcription factors (3). In mammals, the roll feature could be used to predict the binding affinity of Max, a TF that binds to the ACGT core sequence but prefers CACGTG, the complete G-box (19). This suggests that TFs from different species may prefer distinctive DNA shape features.

**Gene expression network predicts bHLH and bZIP regulatory targets**

Even though we can predict whether bZIP homodimers are likely to bind to a perfect G-box in the DAP-seq experiment using the flanking DNA sequences, the DAP-seq data does not fully explain how bZIPs and bHLHs regulate genes downstream of G-boxes in vivo. Firstly, it is unclear which TFs are binding to the G-boxes in ‘binding pattern 2’ in vivo. Secondly, even if a TF is capable of binding to a motif, this does not indicate that this TF is necessarily influencing the gene expression of the target.
gene. For instance, a TF may bind to a DNA sequence under many conditions, but the TF may only be active/functional under specific conditions. The converse might also be true—a transiently bound TF may still influence the gene expression of a nearby gene via the ‘hit-and-run’ mechanism (46). In our case, we’ve seen that many bZIPs are capable of binding to the same subset of G-boxes, yet it is unlikely all these binding events are biologically relevant. There may be temporal or spatial differences in the concentration of co-factors or in the chromatin near these G-boxes, and these bZIPs have very different gene expression patterns from one another (Fig 3A), so they may still regulate different subsets of genes.

We therefore constructed a gene regulatory network to determine the best set of bHLHs and bZIPs able to predict the gene expression of our set of genes downstream of perfect G-boxes. Compared to other co-expression networks, we would expect to see enrichment for direct TF-gene regulatory interactions, since we have prior knowledge that these TFs have the potential to bind and regulate this set of genes. The network was constructed based on a large set of RNA-seq time course data summarised in Table S3. These samples include Arabidopsis strains with loss of function mutations and over-expressors of genes involved in the circadian clock (lux-4 and elf3-1—SRA:SUB1977196), temperature and red light signalling (phyABCDE—SRA:PRJNA341458), histone remodelling (dek3, DEK3-OX, hos1-3, arp6—SRA:SUB2444423 and SUB2444427), and sugar processing (ss4-1—SRA:SUB2444427), as well as two wildtype strains (Col-0 and Ler—SRA:PRJNA341458 and SUB1977196). In most cases, gene expression data was collected in at least two different temperatures, usually 22°C and 27°C and sampled at eight or more time points throughout a 24-hour period. These RNA-seq datasets were selected primarily because they perturbed systems that were regulated by G-boxes, including temperature and light response and the circadian clock. In total, there were 229 RNA-seq samples utilised in the analysis. One RNA-seq time-course (for 8 time points of pif4-101, SRA:SUB 2444427, at 22°C and 27°C) is not used in this portion of the analysis, but is introduced later to help validate the network structure.

Clustering of the data revealed that almost all of the genes near G-boxes were expressed in a diurnal gene expression pattern (see Fig 3B for Col-0 and Ler only and S5 for complete clustering). In particular, there are two large clusters of genes that were most highly expressed in the late night and dawn (light green and dark green) and another large cluster of genes that was expressed sharply an hour after dawn (tan)—this rapid induction of gene expression at dawn is referred to as the “morning peak” which has been conjectured to play a role in resetting the circadian clock in response to light (47).

From this extensive gene expression data, the network was inferred using an ensemble machine learning approach, by averaging the rank of edges predicted from a random forest approach (Genie3 (37)), a regression approach (Tigress (38)), and a mutual information approach (CLR (39)) (Fig S6).

Such a network inference strategy was shown to be particularly strong in a crowd-sourced network inference challenge (40), and we found that all three methods consistently predicted a similar set of edges (Fig S7). The resulting gene expression network naturally reconstructs the circadian cycle when drawn with a force-directed layout and with the position of TF nodes (indicated by dark blue
circles) restricted to a small inner circle (Fig 3C). In order to further probe the core structure of the network, we visualised the TF-TF interactions in the network, drawing each TF as a pie chart illustrating the proportion of its predicted targets fall into each cluster (Fig 3D). It is important to note that if two TFs were both predicted to target the same gene, they would have been ‘pulled’ together by the force-directed layout in Figure 3C, but not in Figure 3D, unless it was also predicted that one TF directly regulates the other TF. In such a depiction, the day-night cycle structure of the network is present, but less clearly visible. Instead, the most striking feature is that three strong clusters of nodes emerge—one tight group of dawn-expressed genes and two separate groups of genes that are expressed primarily at night. In contrast, the daytime genes appear more dispersed. Interestingly, the TFs that link the two clusters of night genes are PHYTOCHROME INTERACTING FACTORS (PIFs): PIF4, PIF3, PIF5, and PIF6. PIFs have emerged as key G-box binding TFs, since they integrate environmental signals to control morphogenesis in the late night (48). These results suggest that PIFs may have a key role in the structure of the plant regulatory network: linking the early night and late night/dawn transcriptional programs.

If there is a group of TFs that all have very similar expression patterns, then there is a high degree of ‘redundant’ information in that portion of the network. For example, since there is a substantial set of TFs that are part of the dawn cluster, these TFs convey ‘redundant’ information and there would be many possible choices of TFs that could be used to accurately predict the expression of genes expressed in the dawn peak. In order to quantify how much redundancy there is in the network, we calculate how easy it is to predict the gene expression pattern of each gene near a G-box, using the gene expression of a random subset of TFs as input (Fig S8-A). As expected, the most predictable gene expression profiles come from genes that are highly connected in the network (Fig S8-B) or that are part of dense subnetworks representing night or at dawn (Fig S8-C).

The network can be used to predict gene expression patterns in a PHYTOCHROME INTERACTING FACTOR4 (PIF4) knockout

We next sought to determine whether our model could correctly predict gene expression patterns arising from data that was not utilised when constructing the network. To test this, we evaluated the ability of the network to predict the gene expression pattern in a pif4-101 time course at 22°C and 27°C, which was not used in the construction of the original network. For each gene near a G-box, we trained a random forest model that uses as input the gene expression pattern of TFs that it’s linked to in the network, again excluding the pif4-101 data in the training. Finally, we used this random forest model to predict the gene expression in the pif4-101 set and calculate its Pearson’s correlation coefficient. As a control, we train another model that uses the same number of TFs, but ones that are randomly sampled instead of those predicted by the network (Fig S9). If the network performed no better than a random network, we would expect these two models to predict the gene expression pattern of the pif4-101 genes equally well. However, as shown in Fig 4A, the predicted network performs substantially better than random. Note that there is a large set of genes that do not have a substantial change in gene expression in the pif4-101—for these genes, it is easy to
accurately predict the gene expression pattern in *pif4-101* using a random network. Critically, the larger the perturbation caused by the *pif4-101* mutant, the greater the improvement we see from the predicted network compared to the random network (Fig S10). If a gene has the same expression pattern in Col-0 and *pif4-101*, then even an over-fit random model would be likely to predict the expression of that gene accurately. However, if there were a large perturbation in gene expression, a network that captures something more fundamental about the co-expression of genes should perform better than random. Overall, this analysis indicates that the Ara-BOX-cis network can be used to predict gene expression, suggesting that its links/edges are biologically relevant.

**The network identifies metal homeostasis and phytohormone subnetworks**

Another indication of the strength of our network inference approach is our ability to identify known sub-networks involved in systems that were not perturbed directly in any of the RNA-seq experiments. One such subnetwork is involved in phytohormone response, which is particularly interesting since it lies at the threshold between the night and dawn clusters of the gene regulation network (Fig 4B). This is consistent with the hypothesis that hormone signalling helps regulate the dawn gene expression burst (47). Recently, it has been confirmed that LONG HYPOCOTYL IN FAR-RED (HFR1) directly regulates *YUCCA 8 (YUC8)* (49). Moreover, BANQUO 1 (BNQ1) is a non-DNA binding bHLH that can antagonistically bind IL11 BINDING BHLH 1 (IBH1) thereby preventing it from binding and regulating its downstream targets, a regulatory mechanism conserved in rice (50). Furthermore, recent work has identified that IAA19, BEE1/2/3, HBI1, IBH1, HFR1 are all part of the same gene expression network that link hormone, light response, and cell elongation (11).

Another interesting sub-network that was inferred by Ara-BOX-cis was the metal homeostasis network (Fig 4C), centred on the root iron homeostasis gene *POPEYE (PYE)*, which appears to be regulated by the master iron homeostasis regulator bHLH34 (51). The predicted downstream targets of PYE include BTS, a tightly co-regulated protein that is also involved in iron homeostasis, and two direct targets of PYE-- *OBP3-RESPONSIVE GENE 1 (ORGI)* and *ZINC TRANSPORTER 1 PRECURSOR (ZIF1)*, as determined by a combination of microarray expression analysis and ChIP-on-chip (16).

Nevertheless, as this is a co-expression network, the links describe the correlations between G-box binding TF expression and the expression of genes downstream of G-boxes, and do not prove causation.

Although both phytohormone response and metal homeostasis are time-of-day dependent responses, neither system was specifically perturbed in any of the RNA-seq experiments used to infer the network. This indicates that the network has the potential to provide biologically relevant information to researchers who have an interest in particular G-box binders or genes near G-boxes.

**Ara-BOX-cis as a resource for plant biologists**

To maximise the usefulness of Ara-BOX-cis to the community, we have made it available through a user-friendly web-browser (www.araboxcis.org). The Ara-BOX-cis network has three interactive...
layouts available for helping researchers generate testable hypothesis for the genes regulating a specific G-box or a set of genes regulated by G-boxes (Fig S6). Firstly, users can observe the entire network at once. In this view, they can drag around edges in order to more intuitively understand the make-up of the network, as well as identify motifs that are enriched in the predicted downstream targets of certain well-connected TFs and highlight genes based on the DNA sequences flanking the G-box. In the second layout, users can search for a particular gene via its TAIR ID and see the gene expression network centred on that gene—the gene’s description and the gene expression cluster of the parents and/or children of the node in the network are shown as in. Finally, a set of genes can be input by their TAIR IDs and the website will tally the number of times TFs or genes with G-boxes in their promoters appear one-step removed from any of these genes within the network.

**DISCUSSION**

Understanding plant gene networks is complicated by the presence of large TF families (1), which is especially true in the case of bHLHs and bZIPs. There have been many instances where researchers have identified that a G-box was critical for the regulation of their gene of interest, but have been unable to pinpoint the exact TF or group of TFs that bind and regulate the target gene (22–26). In this paper, we present a set of resources to help researchers generate testable hypotheses in such a circumstance. Through analysis of TF-promoter interaction from DAP-seq data (35), and by observation of sequences flanking the G-box, it is possible to determine the in vitro binding specificity of bZIP homodimers. Then, by observing the position of a gene within the Ara-BOX-cis network it may be possible to predict which TFs are likely to regulate the gene of interest.

The network provided by Ara-BOX-cis was constructed using time-course RNA-seq samples that are relevant to biological processes related to G-box functions; it is considered the best practice for plant gene regulatory network reconstruction to use gene expression samples that are most likely to make large perturbations in the sub-network under study (52). It also uses network inference approaches that have been found to be most effective in side-by-side comparisons of network inference algorithms (40) and that has been previously been used to successfully reconstruct the root gene expression network in Arabidopsis and legumes (53, 54). Although it has fewer genes than other network approaches such as AraNET (55) and GeneMANIA (56), Ara-BOX-cis has the benefit of identifying possible links between TFs for which there is prior information suggesting a regulatory link, which is similar to the ‘weak prior’ approach suggested in Krouk et al, 2013 (57). All the TFs in this network either bind to G-boxes or heterodimerise with TFs that can do so, and all the other genes in the network have a perfect G-box within 500bp of their TSS. By limiting the predictions to this set, we enrich for direct regulatory associations.

We note that Ara-BOX-cis’s predicted edges may not necessarily represent direct regulatory interactions. For instance, there may be a bHLH and a gene near a G-box that are both regulated by the same non-G-box-binding TF. It is likely that Ara-BOX-cis will predict an edge between this bHLH and the gene near the G-box even if there is no direct interaction. This may be the case with the network centred on PIF5: the Evening Complex has been recently shown to regulate PIF5 and many
of PIF5’s predicted targets (Ezer et al, 2017 submitted, and Fig S11). Nevertheless, the ability of Ara-BOX-cis to successfully predict the metal homeostasis and phytohormone sub-networks demonstrates that Ara-BOX-cis makes biologically relevant predictions.

There are many other conserved cis-regulatory boxes in Arabidopsis, such as C-boxes, W-boxes, and Heat Shock Elements, and a similar approach of analysing DAP-seq data and generating regulatory networks could be applied to these.

Understanding how plants regulate their genes is of profound importance. For instance, in the “Green Revolution” of agriculture that saved millions of lives from famine, one of the key achievements was the development of semi-dwarf wheat varieties. Later it was determined that this phenotype arose from a gene variant for the TF GA REQUIRING 1 (58). This has sparked interest in the development of new biotechnologies that target TFs to further improve yields and also offer resilience to environmental fluctuations (59, 60). Understanding how transcription factor duplications affects plant gene regulation is critical if we hope to reverse engineer plant regulatory networks for agricultural applications.

METHODS

RNA-seq experiments and data processing

Data for Col-0, elf3-1, and lux-4 is discussed in (Ezer et al, 2017, submitted). Data for Ler, phyABCDE, YHB is available from Jung et al 2016 (14). The RNA-seq experiments on the ss4-1, hos1-3, and pif4-101 lines are first presented here. These lines were all described previously: ss4-1 in (27), hos1-3 in (28), and pif4-101 in (29). It is a T-DNA insertion mutant in a Col-0 background. Seeds were sown on ½ X Murashige and Skoog-agar (MS-agar) plates at pH 5.7 without sucrose, stratified at 4°C in the dark for 3 days and germinated for 24 h at 22°C. Plants were then put into Conviron PGC20 reach-in growth cabinets under 170 µmol m⁻² s⁻¹ white light at either 22°C or 27°C short days. Plants were then sampled at various points across a 24 h timecourse over the diurnal cycle: ZT = 0, 1, 4, 8, 12, 16, 20 and 22 h. RNA was extracted using the MagMax-96 Total RNA extraction kit (Ambion, AM1830). RNA quality and integrity was assessed on the Agilent 2200 TapeStation. Library preparation was performed using 1 µg of high integrity total RNA (RIN>8) using the TruSeq RNA Library Preparation Kit v2 (Illumina, RS-122-2101 and RS-122-2001), following the manufacturer’s instruction. The libraries were sequenced on a HiSeq2000 using paired-end sequencing of 100 bp in length at the Beijing Genomics Institute (BGI) sequencing center.

The same pipeline was used to map these sequences as described in previously(14). To analyse the sequence reads: First, adapters were trimmed with Trimmomatic-0.32(30). Then, Tophat(31) was used to map to the TAIR10 annotated genome, duplicates were removed and the read counts were normalised by genome-wide coverage. Raw counts were determined by HTseq-count(32), and cufflinks was used to calculate Fragments Per Kilobase Million (FPKM), which was then converted into Transcripts Per Million (TPM). Note that this protocol for RNA-seq and data processing is the same as the one described in Jung et al, 2016 (14) and Ezer et al, 2017, submitted.
**MNase-seq experiments and data processing**

Col-0 WT Arabidopsis seedlings were grown on the ½ MS plates in short day conditions 8hr light/16hr dark at 17°C. Ten-day old seedlings were harvested 8hr after dawn. Plant material was immediately cross-linked using 1% formaldehyde under vacuum. Nuclei were purified as previously described (33).

Chromatin, extracted from 1 g of materials, was resuspended in MNase digestion buffer (20mM Tris-HCl [pH8], 50mM NaCl, 1mM DTT, 0.5% NP-40, 1mM CaCl2, 0.5mM phenylmethylsulfonyl fluoride (PMSF) and 1X protease inhibitor cocktail [Roche]), and digested with 0.4U/ml of micrococcal nuclease (MNase, Sigma, N3755) for 15 min. MNase digestion was performed to obtain a mononucleosome resolution as MNase preferentially digests nucleosome-free DNA and the linker regions, whereas sequences bound by nucleosomes are relatively protected from the digestion (34).

The efficiency of MNase was assessed by separating samples on the agarose gel in prior to in-house library preparation, using the TruSeq ChIP sample preparation kit (Illumina, IP-202-1012). The libraries were sequenced using paired-end 75bp on NextSeq500 on site.

**Selection of genes**

The list of bZIPs and bHLHs came from TAIR10 annotations (https://www.arabidopsis.org/browse/genefamily/bZIP.jsp and https://www.arabidopsis.org/browse/genefamily/bHLH.jsp).

For the identification of genes that are likely regulated by G-boxes in seedlings, genes with transcripts per million (TPM)>1 in at least half of our primary set of RNA-seq time-courses: Col-0, Ler, elf3-1, lux-4, and phyABCDE were initially selected. The 500bp DNA sequences upstream of their TSS were extracted from TAIR10, and the sequence CACGTG was searched for using an R script available on github.

**DAP-seq data**

The DAP-seq data were extracted from neomorph.salk.edu/PlantCistromeDB (35), and additional bHLH datasets (bHLH18, bHLH34, bHLH69, bHLH74, bHLH77, bHH104, BIM3, PIF7) were taken directly from GEO (GSE60141). In particular, the bed files listing significant TF binding peaks (Table S2) were searched using bedtools intersect and the heatmap was drawn in R.

**Random Forest and DNA Shape**

In all cases, R’s randomforest package was used with the number of trees set to 1000. These scripts are available on Github, and the experimental designs for each instance random forest was used is drawn in the Supplemental Figures referenced in the text. Note that the DNA shape was calculated using the DNAShapeR package (36).

**Ara-BOX-cis**
Ara-BOX-cis utilised Genie3 (37), Tigress (38) and CLR (39). The ranks of each edge were averaged—a procedure suggested in (40). This was done in R, but note that all ranks that were over 20,000 were set to have a value of 20,000. The threshold for average rank used for drawing the figures in Fig 3C is 5,000 and the threshold for average rank in Fig 3D is 10,000. The network was visualised and the website was constructed using d3.js (https://d3js.org/), in particular the two-way tree example was used as a template for one panel of the website (http://bl.ocks.org/kanesee/5d6c48bffd4ea31201fb).

AVAILABILITY

The Ara-BOX-cis network is available on araboxcis.org. All other code used to analyse this data is available on github (https://github.com/ezer/GboxRscripts). Data structures/tables to assist in running the code efficiently are available in https://github.com/ezer/Gboxdata. The contents of the Data folder from the Gboxdata repository can be added to the home folder of the GboxRscripts repository before running the code.
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**TABLE AND FIGURES LEGENDS**
Figure 1: While TFs can differentiate between ‘perfect’ G-box motifs given genomic context, multiple TFs are capable of binding to the same G-box sequence. (A) DAP-seq experiments from (35) illustrate which bZIPs, bHLHs and BZRs are found within 500bp of the TSS of genes with perfect G-boxes in their promoters—a binding event is drawn in red. Note that many bHLH TFs had very low numbers of peaks in the DAP-seq experiment (Fraction of Reads in Peak (FRiP)<5) and these are highlighted in orange. The two largest clusters include binding pattern 1, which has a large amount of bZIP binding and binding pattern 2, which has almost no binding in this DAP-seq experiment. (B) MNase-seq data taken at ZT0 (immediately before dawn) illustrates that there is TF binding in vivo in promoters with binding pattern 1 and binding pattern 2, as indicated by the prominent V-shape.
**Figure 2: Flanking sequence distinguishes DAP-seq binding patterns with high accuracy.**

(A) Random forest models using G-box flanking sequence and local DNA shape can distinguish the DAP-seq binding patterns with approximately 88% accuracy. (B) The sequences with many bZIPs bound seem to be enriched in CA and TC flanking sequences. (C) The sequence-based random forest model suggests that the two bases flanking the G-box are most critical in predicting bZIP binding. (D) The DNA shape features that are most important for distinguishing bZIP bound G-boxes are the minor groove width (MGW) and the helical turn (HelT) pattern.
Figure 3: Gene expression pattern of genes near G-boxes used to infer regulatory network. (A) There are four bZIPs which bind to G-boxes in the “binding pattern 1” cluster of Figure 1A that are also expressed with TPM>1 in seedlings. They all have very different gene expression profiles. (B) Overall, most genes near G-boxes are expressed diurnally, and seven clusters were identified— the labeled colors of these clusters will be used consistently throughout the remainder of the paper. (C) This network depicts predicted regulatory links between bHLHs/bZIPs and genes near G-boxes are shown. Note that the network naturally reconstructs the circadian clock—dawn genes, night genes, and day genes all cluster with their own kind. The colours are the same as in (B), except that TFs are shown in dark blue. (D) To condense the network, each TF was depicted as a pie chart indicating the time of day clusters of the genes it is predicted to regulate. The dawn cluster is particularly tight, and two distinct night clusters are also present.
**Figure 4: The Ara-BOX-sis regulatory network is predictive.** (A) A time course of *pif4-101* RNA-seq experiments at 22°C and 27°C were not included in training the gene regulatory network. For each gene, a random forest regression model was trained to predict its gene expression based on the gene expression of the predicted regulatory links (or a random set of the same number of bZIP and bHLHs as a control). Both of these models were trained on the original RNA-seq data used to construct the regulatory network (i.e. not including *pif4-101*), but they were tested on the *pif4-101* RNA-seq dataset and the Pearson's correlation coefficient was calculated. Points above the line indicate that the predicted network performed better than a random network at predicting new gene expression data. (B) The Ara-BOX-sis network includes a sub-network of phytohormone response genes with known biological interaction—see main text. Most notably, IBH1 is a bHLH that does not bind G-boxes, but that can heterodimerise with PRE1 and some BEE proteins to prevent them from binding to their targets, such as the G-box in the promoters of YUC8 and IAA19. (C) In addition, Ara-BOX-sis correctly identifies a known metal homeostasis subnetwork, centred on the PYE gene which is responsible for iron deficiency. Note that it directly interacts with BTS and many of its predicted targets change their gene expression in *pye*. It is important to note that no phytohormone or metal ions were directly influenced in the RNA-seq experiments; however, both of these processes are known to be temperature and circadian clock dependent.