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minimum rate change, which is achieved by using an iterative approach presented by Tamura 

et al. (2012). Note that the probabilities of occurrence of the extreme rate assignments shown 

in Fig. 7c and Fig. 7d are expected to be rather low in the commonly used distributions (e.g., 

lognormal distribution), so Bayesian methods will also favor the smallest rate change needed to 

explain the data. This is supported by the strong correlation between Bayesian and RRF 

estimates (Figs. 3 and 4). 

Relationship of RRF with other approaches 

RRF does not assume a specific model for rate variation from branch to branch, which makes it 

different from many parametric approaches (Thorne et al. 1998; Huelsenbeck et al. 2000; 

Kishino et al. 2001; Drummond and Suchard 2010). RRF is also different from non-parametric 

and semi-parametric approaches based on the idea of Sanderson (1997), because RRF does 

not attempt to estimate a universal penalty for how quickly rates change from branch to branch 

throughout the tree. The principle of minimizing local evolutionary rate changes makes RRF 

conceptually closer to the autocorrelated rate model of Thorne et al. (1998), but RRF does not 

impose uniform autocorrelation throughout the tree. 

Because the RRF approach above does not assume a specific model for rate variation from 

branch to branch, we examined the performance of RelTime in an analysis of simulated data 

from Beaulieu et al. (2015). They simulated two lognormal distributions for an angiosperm 

phylogeny in which herbaceous clades exhibited higher and more variable evolutionary rates 

than woody clades. They reported that single-model Bayesian methods produced considerably 

more ancient date estimates for the divergence of herbaceous and woody clades (Fig. 8a). This 

overestimation of divergence time became more severe as the difference between the two rate 

models increased (Fig. 8b). Application of RelTime produced divergence time estimates that 

were much closer to true times (Fig. 8c and 8d), which shows that RelTime can be useful in 

cases where the rate distribution differs among clades (Smith and Donoghue 2008; Dornburg et 

al. 2011; Beaulieu et al. 2015) or when clocks are local (Drummond and Suchard 2010; Crisp et 

al. 2014). As a further example, Tamura et al. (2012) found that RelTime produced accurate 

time estimates in simulations with a very large number of sequences when one clade possessed 

accelerated evolutionary rates, but penalized likelihood did not perform well. In general, we 

expect that the limitation of single-model Bayesian analyses will be overcome by local clock 

methods are available to deal with such scenarios (Drummond and Suchard 2010; Hӧhna et al. 

2016; Lartillot et al. 2016), but the computational times needs of these approaches can be 
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prohibitive for even modest sized data.  

RRF for non-molecular data 

Even though the RRF has been initially developed where branch lengths were obtained by the 

Maximum Likelihood method for DNA and protein sequence data (Tamura et al. 2012), RRF 

method can be applied to any phylogeny where branch lengths reflect the amount of change. 

For example, RRF is directly applicable when branch lengths are estimated by using pairwise 

evolutionary distances and a least squares approach for a given tree topology (Rzhetsky and 

Nei 1993), and also when Maximum Parsimony estimates of branch lengths are generated via 

molecular or other data. such as gene expression patterns, morphological, developmental, or 

life history characters, e.g., King et al. (2016) and Cooney et al. (2017). Of course, the accuracy 

of the relative rate inferences made for such data depend directly on the accuracy of the 

phylogenetic tree used and whether the estimates of branch lengths are unbiased. 

Usefulness of relative times 

RelTime’s accurate estimation of relative node ages without assumption of a speciation-model 

or calibration priors can benefit many applications. For example, relative node ages can be 

directly compared with time estimates based on fossil data. This allows evaluation of biological 

hypotheses without the circularity created by the current use of calibration priors and densities 

inferred from molecular data (Battistuzzi et al. 2015; Gold et al. 2017). Along these lines, the 

RelTime method has been used to develop a protocol to identify calibration priors that have the 

strongest influence on the final time estimates in Bayesian dating (Battistuzzi et al. 2015), 

because the cross-validation methods are unlikely to be effective (Warnock et al. 2012; Warnock 

et al. 2015). We expect RRF to complement existing Bayesian approaches, particularly as a 

means to generate informative priors for use in an Empirical Bayesian framework (Carlin and 

Louis 2000; Yang 2014). Even when applying Bayesian methods for dating divergences, the 

RelTime method would be useful to assess a priori the heterogeneity of evolutionary rates. 

In conclusion, we have presented a mathematical foundation for the RelTime method and 

elucidated its relationship with other methods that do not assume a molecular clock. The relative 

rate framework produces excellent estimates of evolutionary rates and divergence times for 

molecular datasets in which sequences have evolved with and without autocorrelation. 
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MATERIALS AND METHODS 

Computer simulations and analysis. We simulated 200 sequence datasets evolved under a 

factorial combination of evolutionary rates and topologies: 50 replicates each for two models of 

evolutionary rates (independent rates and autocorrelated rates among lineages) and two 

topologies (three- and four-ingroup taxa topologies shown in Fig. 2a and 2b, respectively). The 

node height of the ingroup clade was set to be 10 time units, while the node heights of all 

subclades varied independently from 0 to 10 time units. For each resulting model timetree, 

branch-specific rates were sampled from (1) an uncorrelated lognormal distribution, where the 

mean rate was drawn randomly from an empirical distribution (Rosenberg and Kumar 2003) and 

the standard deviation varied from 0.25 to 0.75; and (2) an autocorrelated lognormal distribution, 

where the initial rate was drawn randomly from an empirical distribution (Rosenberg and Kumar 

2003) and the autocorrelation parameter varied from 0.01 to 0.1. This rate sampling resulted in 

a phylogram used for generating sequence alignments in SeqGen (Grassly et al. 1997). We 

used the Hasegawa-Kinshino-Yano (HKY) model (Hasegawa et al. 1985) with 4 gamma 

categories and empirically-derived GC content and transition/transversion ratio (Rosenberg and 

Kumar 2003) to generate data for 3,000 sites.  

Using the same simulation strategy, we created 35 alignments each under independent and 

autocorrelated rate scenarios following a master phylogeny of 100 taxa that was sampled from 

the bony-vertebrate clade in the Timetree of Life (Hedges and Kumar 2009). In the independent 

rate case, the standard deviation varied from 0.3 to 0.5. In the autocorrelated rate case, the 

autocorrelation parameter varied from 0.01 to 0.04. All other simulation parameters (GC 

contents, transition/ transversion ratio and sequence length) were derived from empirical 

distributions (Rosenberg and Kumar 2003). 

All simulated data were analyzed in MCMCTree (Yang 2007) using correct priors; two 

independent runs of 5,000,000 generations were carried out. Results were checked in Tracer 

(Rambaut et al. 2014) for convergence. ESS values were higher than 200 after removing 10% 

burn-in samples in each run. One root calibration (true age ± 0.1 time unit) was used in the 

MCMCTree analyses. All RelTime analyses were conducted within the MEGA software (Kumar 

et al. 2012; Kumar et al. 2016) using the correct substitution model and topology.  

Relative rate analysis. For any branch, the evolutionary rate was obtained by dividing the 

estimate of branch length by the inferred time elapsed on that branch in the tree. The same 

procedure was used for RelTime and Bayesian methods. True rates for simulated data were 
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calculated by dividing the branch length realized during sequence evolution by actual time 

elapsed on each branch. These are the most accurate rates that any method can estimate. 

Inferred rates were calculated using branch lengths estimated from maximum likelihood 

framework divided by inferred time estimated by RelTime or Bayesian methods.  

Analysis of hybrid rate models 

Simulated datasets and BEAST results were provided by Beaulieu et al. (Beaulieu et al. 2015) 

and retrieved from the Dryad Repository. All outgroup and root calibrations were automatically 

disregarded in RelTime because the assumption of equal rates of evolution between the ingroup 

and outgroup sequences is not testable in any method (Kumar et al. 2016). Lognormal 

distributions with fixed median values of “true ages” were used as calibration densities in the 

original study (Beaulieu et al. 2015). Because RelTime doesn’t require specific density 

distributions for calibrations, we used a 10 million years wide spectrum with mean values of “true 

ages” for all 15 ingroup calibrated nodes in the re-analysis in order to directly compare their time 

estimates with those from RelTime. These distributions had boundaries similar to 99% 

probability densities of lognormal distributions originally employed as calibrations. The estimates 

of angiosperm age were obtained by summarizing estimates of 100 datasets in 3x and 6x rate 

simulated datasets. 
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Figure Legends 

 

Figure 1. (a) Computational time taken by RelTime and a Bayesian method for datasets 

containing increasing number of sequences (n). Sequence alignment consisted of 4,493 sites in 

which sequences were evolved with extensive rate variation (RR50 data from Tamura et al. 

(2012)). RelTime speed advantage increases with data volume by O(n2). (b) Calculation speed 

difference between RelTime and MCMCTree for 70 datasets of 100 sequences (see Methods 

for details). 

Figure 2. The Relative Rate Framework for RelTime method. (a) A tree containing 3 ingroup 

sequences with an outgroup. Branch lengths are bi’s and branch rates are ri’s. Clade rates are 

shown by ci’s, and 12 and r12 represent evolutionary rates on lineage emanating from node 5 

and ending in sequences 1 and 2. Here, 12 = b4 + ½(b1 + b2). (b) The case of 4 ingroup 

sequences with an outgroup. Here, 12 = b4 + ½(b1 + b2). 34 = b6 + ½(b3 + b4). When applying 

the analytical solution to a larger phylogeny, all nodes in the tree have either a (c) 3-clades (d) 

or 4-clades configuration. 

Figure 3. Comparison of RRF estimates of relative rates with true rates and with rates produced 

by MCMCTree Bayesian analyses. Results are from the analysis of datasets with three- or four-

ingroup sequences, where sequence evolution was simulated under independent rate or 

autocorrelated rate models. Each panel contains results from 50 simulated datasets. All rates 

and divergence time estimates were normalized to allow direct comparison between true and 

estimated values. Slope through the origin and correlation coefficient (r2) are shown for each 

panel. 

Figure 4. Comparison of RRF estimates of relative divergence times with true times and with 

dates estimated via MCMCTree Bayesian analyses. Results are from the analysis of datasets 

with three- or four-ingroup sequences, where sequence evolution was simulated under 

independent rate or autocorrelated rate models. Each panel contains results from 50 simulated 

datasets. All rates and divergence time estimates were normalized to enable direct comparison 

between true and estimated values. Slope through the origin and correlation coefficient (r2) are 

shown for each panel. 

Figure 5. Performance of RRF in the analysis of datasets with 100-ingroup sequences and an 

outgroup. (a) Fraction of datasets for which inferred rates are correlated with true rates at 

different levels of correlation. Solid lines show result from all the rates, and the dotted lines show 
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results where rates for very short branches (< 0.02 substitutions per site) were excluded from 

correlation analysis. Results for datasets evolved with autocorrelated rates (blue) and with 

independent rates (red) are shown. (b) Relationship of RRF and Bayesian estimates of rates. 

Each circle represents correlation between the estimated and the true rate for one dataset. 

Results for datasets evolved with autocorrelated rates (blue) and with independent rates (red) 

are shown. (c) Distribution of the linear regression slopes of RRF estimates and true times for 

different datasets. Regression slopes were through the origin. Results for datasets evolved with 

autocorrelated rates (blue) and with independent rates (red) are shown. All the results are based 

on the analysis of 35 datasets that were evolved with autocorrelated rates and another 35 

datasets that were evolved with independent rates.  

Figure 6. Mean and standard deviations of the distribution of estimated and true rates for 100-

sequence datasets. Each panel contains results for datasets that were evolved with 

autocorrelated rates (blue) and those with independent rates (red). For one dataset, the 

standard deviation of true and estimated rates was very large (0.009), which is not shown in 

order to properly display rest of the results. 

Figure 7. A phylogenetic tree of three taxa (1, 2 and 3). (a) original phylogenetic tree with the 

observed branch lengths (b’s), which need to be used to estimate node times (t’s) shown in 

panel b. Evolutionary trees if the rate for clade containing taxon 1 and 2 is much (c) higher or 

(d) slower than that of its ancestor. 

Figure 8. (a) Hybrid distribution of rates for branches leading to woody taxa (brown) and 

herbaceous taxa (green), with the former evolving 3-times slower than the latter. (b) Bayesian 

estimates reported by Beaulieu et al. (2015) when the rate difference between clades was 3-

times (3x, solid line) and 6-times (6x, dashed line), with the simulated age of 140 million years 

ago shown by a red line. RelTime estimates of angiosperm age for Beaulieu et al. (2015)’s 

alignments with (c) 3x rate difference and (d) 6x mean rate difference. The medians and 

standard deviations are shown. Beaulieu et al. (2015) simulated 100 replicates (1000 bases) 

under GTR model in each scenario. Bayesian analyses were conducted using a single 

uncorrelated lognormal rate prior in Beaulieu et al. (2015). The same alignments, topology and 

ingroup calibrations were used in RelTime analyses.   
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