Neither pulled nor pushed: Genetic drift and front wandering uncover a new class of reaction-diffusion waves
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Abstract

Short Abstract: Traveling waves describe diverse natural phenomena from crystal growth in physics to range expansions in biology. Two classes of waves exist with very different properties: pulled and pushed. Pulled waves are noisy because they are driven by high growth rates at the expansion edge, where the number of organisms is small. In contrast, fluctuations are suppressed in pushed waves because the region of maximal growth is shifted towards the population bulk. Although it is commonly believed that expansions are either pulled or pushed, we found an intermediate class of waves with bulk-driven growth, but exceedingly large fluctuations. Such waves have many unusual properties because their foci of growth, ancestry, and diversity are spatially separated from each other.

Long Abstract: Epidemics, flame propagation, and cardiac rhythms are classic examples of reaction-diffusion waves that describe a switch from one alternative state to another. Only two types of waves are known: pulled, driven by the leading edge, and pushed, driven by the bulk of the wave. Here, we report a distinct class of semi-pushed waves for which both the bulk and the leading edge contribute to the dynamics. These hybrid waves have the kinetics of pushed waves, but exhibit giant fluctuations similar to pulled waves. The transitions between pulled, semi-pushed, and fully-pushed waves occur at universal ratios of the wave velocity to the Fisher velocity (linear spreading velocity). We derive these results in the context of a species invading a new habitat by examining front diffusion, rate of genetic drift, and fluctuation-induced corrections to the expansion velocity. All three quantities decrease as a power law of the population density with the same exponent. For fully-pushed waves, the exponent is -1 consistent with the central limit theorem. In semi-pushed waves, however, the fluctuations average out much more slowly, and the exponent approaches 0 towards the transition to pulled waves. As a result, a rapid loss of genetic diversity and large fluctuations in front position occur even for populations with cooperative growth and other forms of an Allee effect. The outcome of spatial spreading in such populations could therefore be less predictable than previously thought.
Introduction

Wave-like phenomena are ubiquitous in nature and have been extensively studied across many disciplines. In physics, traveling waves describe chemical reactions, kinetics of phase transitions, and fluid flow [1–8]. In biology, traveling waves describe invasions, disease outbreaks, and spatial processes during development and cytoskeleton remodeling [9–22]. Even non-spatial phenomena such as Darwinian evolution and dynamics on networks can be successfully modeled by waves propagating in more abstract spaces such as fitness [22–27].

The wide range of applications stimulated substantial effort to develop a general theory of traveling waves that is now commonly used to understand, predict, and control spreading phenomena [1, 9, 15, 17, 18, 22, 28, 29]. A major achievement of this theory was the division of traveling waves into two classes with very different properties [1, 6, 9, 28, 30–35]. The first class contains waves that are “pulled” forward by the dynamics at the leading edge. Kinetics of pulled waves are independent from the nonlinearities behind the front, but extremely sensitive to noise and external perturbations [1, 31, 36]. In contrast, the waves in the second class are resilient to fluctuations and are “pushed” forward by the nonlinear dynamics throughout the wave front. Although it is commonly assumed that all traveling waves are either pulled or pushed, the transition between the two classes has not been systematically investigated [1, 27, 31–33, 36–38].

Here, we show that the simple pulled vs. pushed classification does not hold. Instead, there are three distinct classes of traveling waves. The class of a wave is completely determined by the dimensionless ratio of the expansion velocity to the Fisher velocity, which is the spreading rate obtained by linearizing the reaction-diffusion equation for small population densities. High and low ratios correspond to the standard classes of pulled and pushed waves respectively, but the intermediate ratios belong to a new class with very unusual properties. These intermediate waves have the kinetics of pushed waves because they are driven by growth behind the front, yet they show extreme sensitivity to fluctuations similar to pulled waves. We term such waves semi-pushed and show that their hybrid behavior is driven by the spatial separation between the foci of growth, ancestry, and diversity within the wave front. The spreading and evolutionary dynamics in semi-pushed waves is therefore likely to be quite different from those in pulled and pushed waves and may require new theoretical developments [27].

Model

Traveling waves occur when a transport mechanism couples dynamics at different spatial locations. The nature of these wave-generating processes could be very different and ranges from reactions and diffusion in chemistry to growth and dispersal in ecology. The simplest and most widely-used model of a reaction-diffusion wave is the generalized Fisher-Kolmogorov equation:

$$\frac{\partial n}{\partial t} = D \frac{\partial^2 n}{\partial x^2} + r(n)n + \sqrt{\gamma_n(n)} n \eta(t, x), \quad (1)$$

which, in the context of ecology, describes how a species colonizes a new habitat [1, 9, 39–41]. Here, $n(t, x)$ is the population density of the species, $D$ is the dispersal rate, and $r(n)$ is the density-dependent per capita growth rate. The last term accounts for demographic fluctuations: $\eta(t, x)$ is a Gaussian white noise, and $\gamma_n(n)$ quantifies the strength of the fluctuations. In simple
birth-death models, \( \gamma_n \) is a constant, but we allow for an arbitrary dependence on \( n \) provided that \( \gamma_n(0) > 0 \). The origin of the noise term and its effects on the wave dynamics are further discussed in the SI.

Pulled waves occur when \( r(n) \) is maximal at small \( n \); for example, when the growth is logistic: \( r(n) = r_0(1 - n/N) \) \cite{1, 9}. Here, \( r_0 \) is the growth rate at low densities, and \( N \) is the carrying capacity that sets the population density behind the front. For pulled waves, the expansion dynamics are controlled by the very tip of the front, where the organisms not only grow at the fastest rate, but also have an unhindered access to the uncolonized territories. As a result, the expansion velocity is independent of the functional form of \( r(n) \) and is given by the celebrated result due to Fisher, Kolmogorov, and Skellam \cite{39–41}:

\[
v_f = 2\sqrt{D r(0)}.
\]  

(2)

Pushed waves occur when a species grows best at intermediate population densities \cite{1, 9}. Such non-monotonic behavior of \( r(n) \) arises through a diverse set of mechanisms and is known as an Allee effect in ecology \cite{42, 43}. Most common causes of an Allee effect are cooperative feeding, collective defense against predators, and the difficulty in finding mates at low population densities \cite{44–47}. The velocity of pushed waves is always greater than Fisher’s prediction \( (v > v_f) \) and depends on all aspects of the functional form of \( r(n) \) \cite{1, 9}.

Allee effects are typically described by adding a cooperative term to the logistic equation:

\[
r(n) = r_0 \left(1 - \frac{n}{N}\right) \left(1 + B \frac{n}{N}\right),
\]  

(3)

where \( B \) is the strength of cooperativity. For this model, the exact solutions are known for the expansion velocity and the population density profile; see SI and Ref. \cite{9, 48, 49}. For \( B \leq 2 \), expansions are pulled, and the expansion velocity equals \( v_f \), which is independent of \( B \). That is cooperativity does not always increase the expansion velocity even though it always increases the growth rates at high densities. For \( B > 2 \), expansions are pushed, and \( v \) increases with \( B \). Figure 1A illustrates this transition from pulled to pushed waves as cooperativity is increased. In Methods and SI, we also present several alternative models of an Allee effect and show that our conclusions do not depend on a particular choice of \( r(n) \).

Increasing the value of cooperativity beyond \( B = 2 \) not only makes the expansion faster, but also shifts the region of high growth from the tip to the interior of the expansion front (Fig. 1BC). This shift is the most fundamental difference between pulled and pushed waves because it indicates the transition from a wave being “pulled” by its leading edge to a wave being “pushed” by its bulk growth.

The transition from “pulled” to “pushed” dynamics is also evident in the number of organisms that trace their ancestry to the leading edge vs. the bulk of the front. The expected number of descendants has been determined for any spatial position along the front for both pulled and pushed waves \cite{37, 38, 50, 51}. For pulled waves, only the very tip of the expansion contributes to future generations. On the contrary, the organisms at the leading edge leave few progeny in pushed waves,
Figure 1. Waves transition from pulled to pushed as growth becomes more cooperative. (A) shows the expansion velocity as a function of cooperativity for the growth rate specified by Eq. (3). For low cooperativity, expansions are pulled and their velocity equals the Fisher velocity. Beyond the critical value of $B = 2$, expansions become pushed and their velocity exceeds $v_F$. Note that the region of high growth is at the leading edge of the front in pulled waves (B), but in the interior of the front in pushed waves (C). This difference is due to the dependence of the growth rate on the population density. For low cooperativity, the growth rate is maximal at low population densities, but, for high cooperativity, the growth rate is maximal at intermediate population densities. In all panels, the exact solution of Eq. (1) is plotted; $B = 0$ in panel B, and $B = 4$ in panel C.

and the population descends primarily from the organisms in the region of high growth. This shift in the spatial focus of ancestry has a profound effect on species evolution. In pulled waves, only mutations near the very edge of the expansion have an appreciable fixation probability, but the entire expansion front contributes to evolution in pushed waves (Fig. 2).

The edge-dominated dynamics make pulled waves extremely sensitive to the vagaries of reproduction, death, and dispersal [1, 31, 35, 36]. Indeed, the number of organisms at the leading edge is always small, so strong number fluctuations are expected even in populations with a large carrying capacity, $N$. These fluctuations affect both ecological properties, such as the shape and position of the wave front, and evolutionary properties, such as the genetic diversity of the expanding population. Consistent with these expectations, experiments with pulled waves reported an unusual roughness of the expansion front [6] and a rapid loss of genetic diversity [52, 53].

While the difference between pulled and pushed waves is well-established, little is known about the transition between the two types of behavior. In particular, it is not clear how increasing the nonlinearity of $r(n)$ transforms the patterns of fluctuations and other properties of a traveling wave. To answer this question, we developed a computer-based model of range expansions that can simulate both ecological and evolutionary processes. Specifically, our simulations described the dynamics of both the population density and the relative abundance of two neutral genotypes. The former was used to estimate the fluctuations in the position of the front, and the latter was used to quantify the decay rate of genetic diversity. In simulations, the species expanded in a one-dimensional array of habitable patches connected by dispersal between the nearest neighbors. Each time step consisted of a deterministic dispersal and growth followed by random sampling to simulate demographic fluctuations and genetic drift (see Methods and SI). By increasing the cooperativity
Figure 2. Ancestral lineages occupy distinct locations in pulled and pushed waves. (A) illustrates the fixation of a particular genotype. Initially, a unique and heritable color was assigned to every organism to visualize its ancestral lineage. There are no fitness differences in the population, so fixations are caused by genetic drift. (B) and (C) show the probability that the fixed genotype was initially present at a specific position in the reference frame comoving with the expansion. The transition from pulled to pushed waves is marked by a shift in the fixation probability from the tip to the interior of the expansion front. This shift indicates that most ancestral lineages are focused at the leading edge in pulled waves, but near the middle of the front in pushed waves. The fixation probabilities were computed analytically, following Refs. [37, 38], as described in the SI. We used $B = 0$ in panel B and $B = 4$ in panel C.

of the growth rate, we observed a clear transition from pulled ($v = v_f$) to pushed ($v > v_f$) waves accompanied by a dramatic reduction in fluctuations. This transition is illustrated in Fig. 3, where a small increase in cooperativity results in more than an order of magnitude drop in the rates of front wandering and genetic drift.

Results

Fluctuations provide an easy readout of the internal dynamics in a traveling wave, so we decided to determine how they change as a function of cooperativity. Since the magnitude of the fluctuations also depends on the population density, we looked for a qualitative change in this dependence while varying $B$. In particular, we aimed to determine whether population dynamics change discontinuously at the transition between pulled and pushed waves.

Spatial wandering of the front

We first examined the fluctuations of the front position in the comoving reference frame. The position of the front $X_f$ was defined as the total population size in the colonized space normalized by the carrying capacity $X_f = \frac{1}{N} \int_0^{+\infty} n(t, x) dx$. As expected [1, 35, 36, 54], $X_f$ performed a random walk due to demographic fluctuations in addition to the average motion with a constant velocity (Fig. 3AB). For both pulled and pushed waves, the variance of $X_f$ grew linearly in time (Fig. 4A), i.e. the front wandering was diffusive and could be quantified by an effective diffusion constant $D_f$.

The magnitude of the front wandering is expected to depend strongly on the type of the expansion [1, 35, 36, 54]. For pulled waves, Ref. [35] found that $D_f \sim \ln^{-3} N$, but a very different scaling $D_f \sim$
Figure 3. Fluctuations are much stronger in pulled than in pushed waves. The top row compares front wandering between pulled (A) and pushed (B) expansions. Each line shows the position of the front $X_f(t)$ in a single simulation relative to the mean over all simulations in the plot. The bottom row compares the strength of genetic drift between pulled (C) and pushed (D) expansions. We started the simulations with two neutral genotypes equally distributed throughout the front and then tracked how the fraction of one of the genotypes changes with time. This fraction was computed from 300 patches centered on $X_f$ to exclude the fluctuations well behind the expansion front.

$N^{-1}$ was predicted for certain pushed waves [54]; see Fig. 4B. Given that pulled and pushed waves belong to distinct universality classes, it is easy to assume that the transition between the two scaling regimens should be discontinuous [1, 35–38, 54]. This assumption, however, has not been carefully investigated, and we hypothesized that there could be an intermediate regime with $D_f \sim N^{\alpha_D}$. From simulations, we computed how $\alpha_D$ changes with $B$ and indeed found that pushed waves have intermediate values of $\alpha_D$ between 0 and $-1$ when $B \in (2, 4)$ (Fig. 8).

The dependence of the scaling exponent on the value of cooperativity is shown in Fig. 4C. For large $B$, we found that $\alpha_D$ is constant and equal to $-1$, which is consistent with the previous work [54]. Below a critical value of cooperativity, however, the exponent $\alpha_D$ continually changes with $B$ towards 0. The critical cooperativity is much larger than the transition point between pulled and pushed waves, so the change in the scaling occurs within the class of pushed waves. This transition divides pushed waves into two subclasses, which we termed fully-pushed and semi-pushed waves. For pulled waves, we found that $\alpha_D$ is independent of $B$, but our estimate of $\alpha_D$ deviated slightly from the expected value due to the finite range of $N$ in the simulations (compare $N^{\alpha_D}$ and $\ln^{-3} N$ fits in Fig. 4B).

Loss of genetic diversity
Our analysis of the front wandering showed that pushed waves consist of two classes with a very
Figure 4. Front wandering identifies a new class of pushed waves. (A) Fluctuations in the front position can be described by simple diffusion for both pulled and pushed waves. (B) The front diffusion is caused by the number fluctuations, so the effective diffusion constant, $D_t$, decreases with the carrying capacity, $N$. For pulled waves, $D_t \sim \ln^{-3} N$ [35], while, for pushed waves, $D_t$ can decrease much faster as $N^{-1}$ [54]. We quantify the scaling of $D_t$ with $N$ by the exponent $\alpha_d$, equal to the slope on the log-log plot shown. The overlap of the two red lines highlight the fact that, even though $\alpha_d$ should equal 0 for pulled waves, the limited range of $N$ results in a different value of $\alpha_d \approx -0.33$. (C) The dependence of the scaling exponent on cooperativity identifies two distinct classes of pushed waves.

different response to demographic fluctuations. To determine whether this difference extends to other properties of expansions, we turned to genetic drift, a completely different process that describes fluctuations in the genetic composition of the front. Genetic drift occurs even in the absence of front wandering (see SI and Ref. [55]), so these two properties are largely independent from each other and capture complementary aspects related to physical and evolutionary dynamics in traveling waves.

We quantified genetic fluctuations by the rate at which genetic diversity is lost during an expansion. The simulations were started in a diverse state with each habitable patch containing an equal number of two neutral genotypes. As the expansion proceeded, the relative fractions of the genotypes fluctuated and eventually one of them was lost from the expansion front (Fig. 3C). To capture the loss of diversity, we computed the average heterozygosity $H$, defined as the probability to sample two different genotypes at the front. Mathematically, $H$ equals the average of $2f(1-f)$, where $f$ is the fraction of one of the genotypes in an array of patches comoving with the front, and the averaging is done over independent realizations. Consistent with the previous work [35, 37], we found that the heterozygosity decays exponentially at long times: $H \sim e^{-\Lambda t}$ for both pulled and pushed waves (Fig. 5A). Therefore, the rate $\Lambda$ was used to measure the strength of genetic drift across all values of cooperativity.

By analogy with the front wandering, we reasoned that $\Lambda$ would scales as $N^{\alpha_h}$ for large $N$, and $\alpha_h$ would serve as an effective “order parameter” that distinguishes different classes of traveling waves. Indeed, Ref. [35] showed that $\Lambda \sim \ln^{-3} N$ for pulled waves, i.e. the expected $\alpha_h$ is zero. Although no conclusive results have been reported for pushed waves, the work on adaptation waves in fitness space suggests $\alpha_h = -1$ for fully-pushed waves [27]. Our simulations confirmed both of these
Figure 5. Genetic diversity is lost at different rates in pulled, semi-pushed waves, and fully-pushed waves. (A) The average heterozygosity, \(H\), is a measure of diversity equal to the probability to sample two distinct genotypes in the population. For both pulled and pushed expansions, the decay of genetic diversity is exponential in time: \(H \sim e^{-\Lambda t}\), so we used \(\Lambda\) to measure the strength of genetic drift. (B) Genetic drift decrease with \(N\). For pulled waves, \(\Lambda \sim \ln^{-3} N\) [35], while, for fully-pushed waves, we predict that \(\Lambda \sim N^{-\alpha_h}\); see Eq. (4). To quantify the dependence of \(\Lambda\) on \(N\), we fit \(\Lambda \sim N^{\alpha_h}\). The dashed red line shows that even though \(\alpha_h\) should equal 0 for pulled waves, the limited range of \(N\) results in a different value of \(\alpha_h \approx -0.33\). (C) The dependence of the scaling exponent on cooperativity identifies the same three classes of waves as in Fig. 4C; the transitions between the classes occur at the same values of \(B\).

The dependence of \(\alpha_h\) on \(B\) shows that genetic fluctuations follow exactly the same pattern as the front wandering (Fig. 5C). In particular, both exponents undergo a simultaneous transition from \(\alpha_h = \alpha_d = -1\) to a continual dependence on \(B\) as cooperativity is decreased. Thus, genetic fluctuations also become large as waves switch from fully-pushed to semi-pushed. In the region of pulled waves, \(\alpha_d\) and \(\alpha_h\) are independent of \(B\), but their values deviate from the theoretical expectation due to the finite range of \(N\) explored in the simulations\(^1\). Overall, the consistent behavior of the fluctuations in the position and composition of the front strongly suggests the existence of two classes of pushed waves, each with a distinct set of properties.

The origin of semi-pushed waves

We next sought an analytical argument that can explain the origin of the giant fluctuations in semi-pushed waves. In the SI, we explain and extend the approaches from Refs. [37] and [54] to compute \(D_t\) and \(\Lambda\) using a perturbation expansion in \(1/N\). The main results are

\(^1\)This difficulty in distinguishing between \(\ln^{-3} N\) and \(N^{-0.34}\) scaling from simulations alone has led some authors to suggest a power-law dependence of \(\Lambda\) on \(N\) for pulled waves [37] contrary to the theoretical prediction [35].
Here, primes denote derivatives; \( \zeta = x - vt \) is the coordinate in the reference frame comoving with the expansion; \( \rho(\zeta) = n(\zeta)/N \) is the normalized population density profile in the steady state; \( v \) is the expansion velocity; and \( D \) is the dispersal rate as in Eq. (1). For the sake of generality, we also introduced the strength of the genetic drift \( \gamma_f \), which could be different from the strength of demographic fluctuations \( \gamma_n \) (see SI); note that \( \gamma_f(0) > 0 \).

The \( N^{-1} \) scaling that we observed for fully-pushed waves is readily apparent from Eqs. (4). Moreover, we calculated the integrals analytically for the model specified by Eq. (3); see SI. These exact results show excellent agreement with the simulations (Fig. 9) and thus confirm the validity of the perturbation approach for fully-pushed waves.

Why does the \( N^{-1} \) scaling break down in semi-pushed waves? We found that the integrals in the numerators in Eqs. (4) become more and more dominated by large \( \zeta \) as cooperativity decreases, and, at a critical value of \( B \), they diverge. To pinpoint this transition, we determined the behavior of \( \rho(\zeta) \) for large \( \zeta \) by linearizing Eq. (1) for small population densities:

\[
D \frac{d^2 \rho}{d\zeta^2} + v \frac{d\rho}{d\zeta} + r(0)\rho = 0,
\]

where we replaced \( n \) by \( \rho \) and shifted into the reference frame comoving with the front. Equation (5) is linear, so the population density decreases exponentially at the front as \( \rho \sim e^{-k\zeta} \). The value of \( k \) is obtained by substituting this exponential form into Eq. (5) and is given by \( k = \frac{v}{2D} \left( 1 + \sqrt{1 - v_f^2/v^2} \right) \) with \( v_f \) as in Eq. (2) (see SI). From the asymptotic behavior of \( \rho \), it is clear that the integrands in the numerators in Eqs. (4) scale as \( e^{(2v/D - 3k)\zeta} \), and the integrals diverge when \( v/D = 3k/2 \). The integrals in the denominators converge for all pushed waves.

The divergence condition can be stated more clearly by expressing \( k \) in terms of \( v \) and then solving for the critical velocity \( v_{\text{critical}} \). From this calculation, we found that the transition from fully-pushed to semi-pushed waves occurs at a universal ratio of the expansion velocity \( v \) to the linear spreading velocity \( v_f \):

\[
v_{\text{critical}} = \frac{3}{2\sqrt{2}} v_f.
\]

This result does not rely on Eq. (3) and holds for any model of cooperative growth.

The ratio \( v/v_f \) increases with cooperativity and serves as a model-independent metric of the extent
to which a wave is pushed. Equation (6) and the results below further show that this metric is universal, i.e. different models with the same $v/v_f$ have the same patterns of fluctuations. We can then classify all reaction-diffusion waves using this metric. Pulled waves correspond to the special point of $v/v_f = 1$. When $1 < v/v_f < \frac{3}{2\sqrt{2}}$, waves are semi-pushed, and fully-pushed waves occur when $v/v_f \geq \frac{3}{2\sqrt{2}}$. Fully-pushed waves also occur when $r(0) < 0$; see SI. Such situations are called propagation into metastable state in physics [1] and strong Allee effect in ecology [44]. Because the growth rate at the front is negative, $v_f$ does not exist, and the expansion proceeds only due to the growth in the bulk, where the fluctuations are small.

Although the perturbation theory breaks down for $v < v_{critical}$, we can nevertheless estimate the scaling exponents $\alpha_d$ and $\alpha_h$ by imposing an appropriate cutoff in the integrals in Eqs. (4). One reasonable choice of the cutoff is $\rho_c \sim 1/N$, which ensures that there is no growth in patches that have fewer than one organism. In the SI, we show that this cutoff is appropriate for deterministic fronts with $\gamma_n = 0$, but a different cutoff is needed for fluctuating fronts with $\gamma_n > 0$. The need for a different cutoff had been recognized for a long time both from simulations [33] and theoretical considerations [35]. However, a method to compute the cutoff has been developed only recently. For pulled waves, the correct value of the cutoff was obtained in Ref. [56] using a nonstandard moment-closure approximation for Eq. (1). We extended this method to pushed waves and found that the integrals should be cut off for $\zeta$ greater than $\zeta_c \sim \ln(N)/(v/D - k)$; see SI.

Upon applying this cutoff to Eqs. (4), we find that the fluctuations in semi-pushed waves have a power-law dependence on $N$ with a nontrivial exponent between 0 and $-1$. The exponent is the same for both $\Lambda$ and $D_f$ and depends only on $v/v_f$. Our theoretical results can then be summarized as follows

$$\alpha_d = \alpha_h = \begin{cases} 0, & v/v_f = 1, \\ -2\frac{\sqrt{1 - v_f^2/v^2}}{1 - \sqrt{1 - v_f^2/v^2}}, & v/v_f \in (1, \frac{3}{2\sqrt{2}}), \\ -1, & v/v_f \geq \frac{3}{2\sqrt{2}}. \end{cases}$$  

(7)

In the case of pulled waves, our cutoff-based calculation not only predicts the correct values of $\alpha_d = \alpha_h = 0$, but also reproduces the expected $\ln^{-3} N$ scaling (SI).

To test the validity of the cutoff approach, we compared its predictions to the simulations of Eq. (3) and two other models of cooperative growth; see Fig. 6, Methods, and SI. The simulations confirm that the values of $\alpha_d$ and $\alpha_h$ are equal to each other and depend only on $v/v_f$. Moreover, there is an excellent quantitative agreement between the theory and the data, given the errors in $\alpha_d$ and $\alpha_h$ due to the finite range of $N$ in our simulations.

The success of the cutoff-based calculation leads to the following conclusion about the dynamics in semi-pushed waves: The fluctuations are controlled only by the very tip of the front while the growth and ancestry are controlled by the front bulk (see Figs. 1C and 2C). Thus, the counter-intuitive behavior of semi-pushed waves originates from the spatial segregation of different processes within a wave front. This segregation is not present in either pulled or fully-pushed waves and signifies a new state of the internal dynamics in a traveling wave.
Corrections to the expansion velocity due to demographic fluctuations

Finally, we examined how the expansion velocity depends on the strength of demographic fluctuations. For waves traveling in fitness space, deterministic limit results in an infinite adaptation rate, so the value of $v$ is largely determined by demographic fluctuations [23, 24, 56]. For range expansions, the dependence of $v$ on $N$ is weaker, and demographic fluctuations typically result only in a correction to the deterministic prediction for the wave velocity $v_d$. Historically, corrections to $v_d$ have been used to test the theories of fluctuating fronts [1, 33, 36], so we computed $v - v_d$ using a perturbation theory in $1/N$ (see SI). This calculation showed that $v - v_d \sim N^{\alpha_v}$ with $\alpha_v$ equal to $\alpha_d = \alpha_r$. Thus, we predicted $1/N$ scaling for fully-pushed waves and a weaker power-law dependence for semi-pushed waves with the exponent given by Eq. (7); the scaling for pulled waves is logarithmic in the carrying capacity\(^2\). Our simulations showed good agreement with these theoretical predictions (Fig. 11) and, therefore, provided further support for the existence of three distinct classes of traveling waves.

Discussion

Spatially extended systems often change through a wave-like process. In reaction-diffusion systems, two types of waves have been known for a long time: pulled and pushed. Pulled waves are driven by the dynamics at the leading edge, and all their properties can be obtained by linearizing the equations of motion. In contrast, the kinetics of pushed waves are determined by nonlinear reaction processes. The distinction between pulled and pushed waves has been further supported by the recent work on the evolutionary dynamics during range expansions [37, 38]. In pulled waves,

\(^2\)Note that, for pulled waves, $v - v_d \sim \ln^{-2} N$, which is slightly different from the $\ln^{-3} N$ scaling of $D_t$ and $\Lambda$ [35, 56].
mutations spread only if they occur at the expansion edge, but the entire front contributes to adaptation in pushed waves.

A natural conclusion from the previous work is that all aspects of the wave behavior are determined by whether the wave is pulled or pushed. Here, we challenged this view by reporting how fluctuation patterns change as the growth of a species becomes more nonlinear. Our main finding is that both front wandering (a physical property) and genetic drift (an evolutionary property) show identical behavior with increasing nonlinearity and undergo two phase transitions. The first phase transition is the classic transition between pulled and pushed waves. The second phase transition is novel and separates pushed waves into two distinct subclasses, which we termed fully-pushed and semi-pushed waves.

In fully-pushed waves, fluctuations obey the central limit theorem and decrease with the carrying capacity as $N^{-1}$. This simple behavior arises because all processes are localized in a region behind the front. The number of organisms in this region grows linearly with $N$, so the variance of the fluctuations scales as $N^{-1}$. The central limit theorem seems not to apply to semi-pushed waves, for which we observed a nontrivial power-law scaling with variable exponents. The new scaling reflects the balance between the large fluctuations at the leading edge and the localization of the growth and ancestry processes behind the front. The departure from the $N^{-1}$ scaling is the strongest in pulled waves, where all processes localize at the tip of the front. Since the number of organisms at the leading edge is always close to 1, the fluctuations are very large and decrease only logarithmically with the population size.

The unusual behavior of semi-pushed waves arises due to the spatial segregation between the foci of growth, ancestry, and diversity (Fig. 7). At the transition from pulled to semi-pushed waves, the locations of maximal growth and fixation probabilities shift from the edge to the bulk of the front. However, there is no corresponding shift in the focus of diversity defined as the location where ancestral lineage are most likely to coalesce (i.e. the point where two randomly sampled individuals are expected to have their most recent common ancestor). This focus, which determines the strength of genetic drift and other fluctuations, moves from the edge to the bulk of the front at a separate phase transition separating semi-pushed from fully-pushed waves. Thus, in pulled and fully-pushed waves, all foci are colocalized, but they spatially separate in semi-pushed waves. As a result, semi-pushed waves possess characteristics of both pulled and pushed expansions. The segregation of processes within the wave front is relatively unexplored and could underlie other transitions in expansion dynamics.

The analysis of fluctuations also revealed surprising universality in pushed waves. Because pushed waves are nonlinear, their velocity and front shape depend on all aspects of the growth rate, and it is natural to assume that there are as many types of pushed waves as there are nonlinear growth functions. Contrary to this expectation, we showed that many consequences of nonlinearities can be captured by a single dimensionless parameter $v/v_F$. This ratio was first used to distinguish pulled and pushed waves, but we found that $v/v_F$ also determines the transition from semi-pushed to fully-pushed waves and the magnitude of the fluctuations. We therefore suggest that $v/v_F$ could be a very useful and possibly universal metric of the extent to which an expansion is pushed. Such a metric is needed to compare dynamics across different ecosystems and could also play an important role in connecting the theory to experiments and field studies.

The important role of $v/v_F$ is further supported by the recent analysis of genealogies in populations...
Figure 7. Foci of growth, ancestry, and diversity spatially segregate in semi-pushed waves. The three panels compare the spatial distribution of growth, ancestry, and diversity among pulled, semi-pushed, and fully-pushed waves. The color gradient shows how the per-capita growth rate changes along the wave front. The ancestry curve shows the distribution of the most recent common ancestor of the entire population at the front, which is the same as the probability of a neutral mutation arising at a particular location and then reaching fixation. The diversity curve shows the spatial distribution of the most recent common ancestor of two individuals sampled randomly from the front. In other words, this curve shows the probability that two ancestral lineages coalesce at a specific location at the front. Thus, the maximum of the diversity curve corresponds to the location that contributes most to the rate of diversity loss. The color gradient and the curves are theoretical predictions from Eqs. (24), (153), and (154). The colored dots show the positions of foci of growth (green), ancestry (red), and diversity (purple). In both pulled and pushed waves these foci are colocalized, but they are spatially separated in semi-pushed waves. As a result of this, semi-pushed waves possess characteristics of both pulled and pushed waves.

whose evolution can be described by traveling waves in fitness space [27]. In this context, pulled waves describe populations that adapt rapidly with many beneficial mutations present at the same time, while pushed waves are similar to populations that evolve slowly, e.g. when all mutations are neutral. These two extremes of evolutionary dynamics result in very different genealogies. Genealogies under neutral evolution are described by the Kingman coalescent [57–59], in which ancestral lineages merge at a constant rate and only in pairs. Genealogies in rapidly adapting populations are described by the Bolthausen-Sznitman coalescent, for which multiple mergers are common [26, 60, 61]. Brunet and Derrida [27] observed a gradual transition between these two coalescents by comparing populations that by chance adapted at different rates. This observation suggests the genealogies in expanding populations could undergo a similar transition: from Bolthausen-Sznitman coalescent in pulled waves, to generic Beta coalescent in semi-pushed waves, and to Kingman coalescent in fully-pushed waves.

Despite the critical role that evolution plays in biological invasions [10, 19, 29, 62–71], only a handful of studies examined the link between genetic diversity and species ecology in this context [37, 38, 51, 55]. The main result of the previous work is that Allee effects reduce genetic drift and preserve diversity. This conclusion, however, was reached without systematically varying the strength on the Allee effect in simulations and was often motivated by the behavior of the fixation probabilities rather than the diversity itself. Our findings not only provide firm analytical and numerical support for the previous results, but also demonstrate that the simple picture of reduced fluctuations in
pushed waves does not accurately reflect the entire complexity of the eco-evolutionary feedback in traveling waves. In particular, we showed that the strength and location of genetic drift varies greatly between semi-pushed and fully-pushed waves. As a result, even a large Allee effect that makes the expansion pushed could be insufficient to substantially slow down the rate of diversity loss.

Methods

The simulations in Figs. 3-5 were carried out for the growth model defined by Eq. (3). In Fig. 6 and certain supplemental figures, we also used two other growth models to demonstrate that our results do not depend on the choice of \( r(n) \). These growth models are specified by the following equations:

\[
r(n) = g_0 \left(1 - \frac{n}{N}\right) \left(\frac{n^*}{N} - \frac{n}{N}\right),
\]

(8)

and

\[
r(n) = g_0 \left[1 - \left(\frac{n}{N}\right)^3\right] \left[\left(\frac{n^*}{N}\right)^3 - \left(\frac{n}{N}\right)^3\right],
\]

(9)

where \( N > 0 \) is the carrying capacity, \( g_0 > 0 \) sets the time scale of growth, and \( c^* \) is the Allee threshold, which could assume both positive and negative values; see SI.

We simulated range expansions of two neutral genotypes in a one-dimensional habitat modeled by an array of patches separated by distance \( a \); the time was discretized in steps of duration \( \tau \). Thus, the abundance of each genotype was represented as \( n_i(t,x) \), where \( i \in \{1, 2\} \) is the index of the genotype, and \( t \) and \( x \) are integer multiples of \( \tau \) and \( a \). Each time step, we updated the abundance of both genotypes simultaneously by drawing from a multinomial distribution with \( N \) trials and probability \( p_i \) to sample genotype \( i \). The values of \( p_i \) reflected the expected abundances of the genotypes following dispersal and growth:

\[
p_i = \frac{m^2 n_i(t,x-a) + (1-m)n_i(t,x) + m^2 n_i(t,x+a)}{N (1-r(\tilde{n})\tau)},
\]

(10)

where \( \tilde{n} = \frac{m^2}{2} n_1(t,x-a) + (1-m) n_1(t,x) + \frac{m^2}{2} n_1(t,x+a) + \frac{m^2}{2} n_2(t,x-a) + (1-m) n_2(t,x) + \frac{m^2}{2} n_2(t,x+a) \) is the total population density after dispersal. Note that \( p_1 + p_2 < 1 \) in patches, where the population density is less than the carrying capacity.

In the continuum limit, when \( r(n)\tau \ll 1 \) and \( ka \ll 1 \), our model becomes equivalent to Eq. (1) for the population density and to Eq. (58) for the relative fraction of the two genotypes with \( D = ma^2/2 \), \( \gamma_n = (1-n/N)/\tau \), and \( \gamma_f = 1/(\alpha \tau) \). For simplicity, we set both \( a \) and \( \tau \) to 1 in all of our simulations.
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Supplemental Information

Supplemental Information (SI) provides additional results and explanations that further support the classification of reaction-diffusion waves into pulled, semi-pushed, and fully-pushed waves. SI can be roughly divided into two parts. The first part (up to “Cutoffs for deterministic and fluctuating fronts”) mostly reviews previous findings while the second part contains mostly new results. We describe the content of each part in more detail below.

The goal of the first half is to introduce common notation, clarify terminology, and state the results in a way that makes it easy to compare theoretical predictions to simulations, experiments, and field studies. The first two sections summarize the standard theory of deterministic reaction-diffusion waves and explain the terms that physicists and ecologists use for cooperative growth. The third section discusses the patterns of ancestry in reaction-diffusion waves. The fourth section introduces demographic fluctuations and genetic drift paying special attention to distinguishing fluctuations in population density from fluctuations in the genetic composition of the population. This distinction is not always drawn in the literature, but is important for applying the theory to specific populations. Sections V-VIII develop a perturbation theory in $1/N$ to compute $\Delta v$, $D_f$, and $\Lambda$. The only new results here are the second order perturbation theory for $\Delta v$ and the expressions for $D_f$ and $\Lambda$ for exactly solvable models.

The second half of the SI begins with section IX, which shows how to regularize the perturbation theory by introducing an effective cutoff at low population densities. The value of the cutoff differs between deterministic and fluctuating fronts and is a nontrivial result from our work. The following section contains our main arguments for the existence of the three distinct classes of reaction-diffusion waves. This section combines the results of the perturbation theory with an appropriate cutoff and provides the derivation of the scaling exponents $\alpha_v$, $\alpha_d$, and $\alpha_h$. The separation between foci of growth, ancestry, and diversity is discussed in Section XI, and the details of computer simulations and data analysis are given in Section XII. The final section of the SI contains additional results from simulations. In particular, we show that (i) the perturbation theory agrees with simulations for fully-pushed waves without any adjustable parameters; (ii) the scaling of $\Delta v$ with $N$ is the same as for $D_f$ and $\Lambda$; (iii) the predicted scaling exponents match simulation results for both deterministic and fluctuating fronts. In this section, we also show that waves propagating into a metastable state are fully-pushed.
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I. Classification of the growth rate $r(n)$ in physics and ecology: metastability and Allee effects

Here, we introduce the terminology used to characterize the growth term in Eq. (1) in physics and ecology.

The physics literature typically distinguishes between propagation into an unstable state when $r(0) > 0$ and propagation into a metastable state when $r(0) < 0$. The main difference between these two cases is their response to small perturbations. For $r(0) > 0$, the introduction of any number of organisms into an uncolonized habitat results in a successful invasion, so $n = 0$ is an unstable state. In contrast, for $r(0) < 0$, invasions fail when the number of introduced organisms is sufficiently small. Large introductions, however, do result in an invasion, so $n = 0$ is a metastable state. Since $n = N$ is stable against any perturbation, it is referred to as a stable state. When $n = 0$ and $n = N$ are the only states stable against small perturbations, $r(n)$ is often termed bistable.

In ecology, populations with a metastable state at $n = 0$ ($r(0) < 0$) are said to exhibit a strong Allee effect. When $r(0) > 0$, the growth dynamics is further classified as exhibiting either a weak Allee effect or no Allee effect. A population exhibits no Allee effect if $r(0) \geq r(n)$ for all $n$; otherwise, it exhibits a weak Allee effect. A common example of $r(n)$ without an Allee effect is the logistic growth, for which $r(n)$ decays monotonically from $r_0$ at $n = 0$ to 0 at $n = N$.

II. Deterministic theory and classification of reaction-diffusion waves

The goal of this section is to explain the difference between pulled and pushed waves. Despite considerable work on the topic, it is easy to conflate related but distinct properties of traveling waves, and few concise and self-contained accounts are available in the literature. Here, we only provide minimal and mostly intuitive discussion following Ref. [1], which is one of the most lucid and comprehensive reviews on propagating reaction-diffusion fronts. This section contains no new results.

The distinction between pulled and pushed waves arises already at the level of deterministic reaction-diffusion equations, so stochastic effects are not considered in this section. Specifically, we are interested in the asymptotic behavior as $t \to +\infty$ of the solutions of the following one-dimensional problem:
\[
\frac{\partial n}{\partial t} = D \frac{\partial^2 n}{\partial x^2} + r(n)n, \tag{11}
\]

where \(r(n)\) is the per capita growth rate that is negative for large \(n\), but could be either positive or negative at small \(n\). Except for possibly \(n = 0\), we assume that there is only one other stable fixed point of \(dn/dt = r(n)n\) at \(n = N\), where \(N\) is the carrying capacity. We further assume that the initial conditions are sufficiently localized, e.g. \(n(0, x)\) is strictly zero outside a finite domain. Under these assumptions, the long time behavior of \(n(t, x)\) is that of a traveling wave:

\[
\begin{align*}
  n(t, x) &= n(\zeta), \\
  \zeta &= x - vt, \\
  n(-\infty) &= N, \\
  n(+\infty) &= 0.
\end{align*} \tag{12}
\]

and our main task is to determine the wave velocity \(v\) and the shape of the front in the comoving reference frame \(n(\zeta)\). Throughout this paper, we focus on the right-moving part of the expansion; the behavior of the left-moving expansion is completely analogous.

**Reduced equation for traveling wave solutions**

By substituting Eq. (12) into Eq. (11), we obtain the necessary condition on \(v\) and \(n(\zeta)\):

\[
Dn'' + vn' + r(n)n = 0, \tag{13}
\]

where primes denote derivatives with respect to \(\zeta\). The solutions of Eq. (13) clearly have a translational degree of freedom, i.e., if \(n(\zeta)\) is a solution, then \(n(\zeta + \text{const})\) is a solution. We can eliminate this degree of freedom by choosing the reference frame such that \(n(0) = N/2\). The general solution of Eq. (13) then has only one remaining degree of freedom, which corresponds to the value of \(n'(0)\). For a given \(v\), the existence of the solution depends on whether the value of \(n'(0)\) can be adjusted to match the boundary conditions specified by Eq. (12).

Depending on the behavior of the solution at \(\zeta \to \pm\infty\), each boundary condition may or may not provide a constraint on the solution and, therefore, remove either one or zero degrees of freedom. To determine the number constraints, we linearize Eq. (13) near each of the boundaries.

**Behavior near the boundaries**

For \(\zeta \to -\infty\), we let \(u = N - n\) and obtain:

\[
Du'' + vu' + \left. \frac{dr}{dn} \right|_{n=N} Nu = 0, \tag{14}
\]

which has the following solution:
\[ u = A_b e^{k_b x} + C_b e^{q_b x}, \]  

where

\[ k_b = \sqrt{v^2 - 4D \frac{dr}{dn}} \bigg|_{n=N} \frac{N-v}{2D}, \]  

\[ q_b = -\sqrt{v^2 - 4D \frac{dr}{dn}} \bigg|_{n=N} \frac{N-v}{2D}. \]  

Here, we used subscript \( b \) to indicate that we refer to the behavior of the population bulk. Because the carrying capacity is an attractive fixed point, \( \frac{dr}{dn} \) is negative at \( n = N \), and therefore \( k > 0 \) and \( q < 0 \). We then conclude that the boundary condition at \( \zeta \to -\infty \) requires that \( C_b = 0 \) and thus selects a unique value of \( n'(0) \).

Next, we analyze the behavior at the front and linearize Eq. (13) for small \( n \):

\[ Dn'' + vn' + r(0)n = 0, \]  

which has the following solution:

\[ n = Ae^{-kx} + Ce^{-qx}, \]  

where

\[ k = \frac{v + \sqrt{v^2 - 4Dr(0)}}{2D}, \]  

\[ q = \frac{v - \sqrt{v^2 - 4Dr(0)}}{2D}. \]  

Waves propagating into a metastable state are pushed

The implications of Eq. (19) depend on the sign of \( r(0) \). For a strong Allee effect (\( r(0) < 0 \)), that is when the wave propagates into a metastable state, we find that \( k > 0 \) and \( q < 0 \). In consequence, the boundary condition requires that \( C = 0 \) and imposes an additional constraint. For an arbitrary value of \( v \) this constraint cannot be satisfied because the value of \( n'(0) \) is already determined by the behavior in the bulk. However, there could be a value of \( v \) for which the constraints in the bulk and at the front are satisfied simultaneously. This special \( v \) is then the velocity of the wave. Because the value of \( v \) depends population dynamics throughout the wave front, the propagation into a metastable state is classified as a pushed wave.

Infinite number of solutions for propagation into an unstable state

For \( r(0) > 0 \), i.e. when the wave propagates into an unstable state, the analysis is more subtle
because the behavior at the front does not fully constrain the velocity of the wave. To demonstrate this, we draw the following two conclusions from Eq. (19). First, \( v \) must be greater or equal to \( v_f = 2\sqrt{Dr(0)} \); otherwise, the solutions are oscillating around zero as \( \zeta \to +\infty \) and violate the biological constraint that \( n \geq 0 \). Second, both \( k \) and \( q \) are positive for \( v \geq v_f \), so the solution decays to 0 for arbitrary \( A \) and \( C \). Thus, the boundary condition at the front does not impose an additional constraint, and one can find a solution of Eq. (13) satisfying Eq. (12) for arbitrary \( v \geq v_f \).

_Fisher waves—a simple case of pulled waves_

The multiplicity of solutions for \( r(0) > 0 \) posed a great challenge for applied mathematics, statistical physics, and chemistry, and its resolution greatly stimulated the development of the theory of front propagation. The simplest context in which one can show that the wave velocity is unique is when there is no Allee effect, i.e. \( r(0) \geq r(n) \) for all \( n \in (0, N) \). This condition guarantees that the expansion velocity for Eq. (11) is less or equal than the expansion velocity for the dynamical equation linearized around \( n = 0 \):

\[
\frac{\partial n}{\partial t} = D \frac{\partial^2 n}{\partial x^2} + r(0)n. \tag{20}
\]

Moreover, we show below that the upper bound on \( v \) from the linearized dynamics coincides with the lower bound imposed by Eq. (19). Thus, the velocity of the wave is \( 2\sqrt{Dr(0)} \). This analysis was first carried out in Ref. [40] for an equation, which is now commonly known as the Fisher, Fisher-Kolmogorov, or Fisher-Kolmogorov-Petrovskii-Piskunov equation [39, 40]. Therefore, we refer to waves with \( r(0) \geq r(n) \) as Fisher or Fisher-like waves. Since the expansion of the population is determined by the linearized dynamics, Fisher waves are pulled.

The upper bound on the velocity from the linearized equation can be obtained for an arbitrary initial condition via the standard technique of Fourier and Laplace transforms [1]. However, it is much simpler to use an initial condition for which a closed form solution is available. The results of such an analysis are completely general because the velocity of the wave should not depend on the exact shape of \( n(0, x) \) at least when the population density is zero outside a finite domain. So, we make a convenient choice of \( n(0, x) = \delta(x) \), where \( \delta(x) \) is the Dirac delta function. Then, the solution of Eq. (20) is the product of an exponential growth term and a diffusively widening Gaussian:

\[
n(t, x) = \frac{1}{\sqrt{4\pi Dt}} e^{r(0)t} e^{-\frac{x^2}{4Dt}}. \tag{21}
\]

To determine the long-time behavior, it is convenient to shift into a comoving reference frame (see Eq. (12)):

\[
n(t, \zeta) = \frac{1}{\sqrt{4\pi Dt}} e^{(r(0)-\frac{\zeta^2}{4Dt})t} e^{-\frac{\zeta^2}{4Dt}} e^{-\frac{\zeta^2}{4Dt} \frac{v_f^2}{4Dt} \zeta}. \tag{22}
\]

From the first exponential term, it immediately clear that the wave velocity must be equal to \( 2\sqrt{Dr(0)} \); otherwise the population size will either exponentially grow or decline as \( t \to +\infty \). As we said
earlier, this result demonstrates that the upper and the lower bounds on \( v \) coincide with each other and uniquely specify the expansion velocity.

The last exponential term in Eq. (22) further shows that the wave profile decays exponentially with \( \zeta \) as \( e^{-k_F \zeta} \), where

\[
k_F = \sqrt{\frac{r(0)}{D}}
\]  

(23)

consistent with Eq. (19) for \( v = v_F \).

Finally, the middle exponential term in Eq. (22) describes the transition from a sharp density profile at \( t = 0 \) to the asymptotic exponential decay of \( n(\zeta) \). For \( \zeta < 2\sqrt{Dt} \), this term is order one, and the front is well approximated by the asymptotic exponential profile. For \( \zeta > 2\sqrt{Dt} \), the Gaussian term becomes important, and the shape of the front is primarily dictated by the diffusive spreading from the initial conditions. Thus, the linear spreading dynamics builds up a gradual decay of the population density starting from a much sharper population front due to localized initial conditions.

The steepness of the front created by the linearized dynamics is very important for the transition from pulled to pushed waves, so we emphasize that Eq. (23) specifies the lower bound on the rate of exponential decay of the population density. Indeed, Eq. (22) indicates that \( n \) decays no slower than \( e^{-k_F \zeta} \) at all times.

**Transition between pulled and pushed regimes of propagation into an unstable state**

Up to here, we have shown that waves are pushed when the Allee effect is strong, but the waves are pulled when there is no Allee effect. Now, we shift the focus to the remaining case of the weak Allee effect and show that the transition from pulled to pushed waves occurs when the growth at intermediate \( n \) is sufficiently high to support an expansion velocity greater than the linear spreading velocity \( v_F \).

To understand the origin of pushed waves, we need to consider the behavior of the population density near the front for \( v > v_F \). Equations (18) and (19) predict that \( n(\zeta) \) is a sum of two exponentially decaying terms with different decay rates: One term decays with the rate \( k > k_F \), but the other with the rate \( q < k_F \). This behavior is in general inconsistent with the solution of the linearized dynamical equation (20). Indeed, our analysis of a localized initial condition suggests and more rigorous analysis proves [1] that \( n(t, x) \) decays to zero at least as fast as \( k_F \). Therefore, we must require that \( C = 0 \) just as in the case of propagation into a metastable state.

The extra requirement makes the problem of satisfying the boundary conditions overdetermined. As a result, there are two alternatives. First, there could be no solutions for any \( v > v_F \). In this case, the expansion must be pulled because it is the only feasible solution. Second, a special value of \( v \) exists for which the boundary conditions at \( \zeta \to \pm\infty \) can be satisfied simultaneously. In this case, the wave is pushed because the pulled expansion at low \( n \) is quickly overtaken by the faster expansion from the bulk.

For completeness, we also mention that initial conditions that are not localized and decay asymptotically as \( e^{-k x} \) with \( \bar{k} < k_F \) lead to pulled expansions with \( v = 1/2v_F(\bar{k}/k_F + k_F/\bar{k}) > v_F \). This
result immediately follows from the solution of Eq. (20) using either Laplace transforms or a substitution of an exponential ansatz \( n = e^{-k(x-\nu t)} \). Discreteness of molecules or individuals, however, make such initial conditions impossible, so the wave propagation with \( \nu > \nu_f \) can only describe transient behavior for initial conditions with a slow decay at large \( x \).

**Summary**

To summarize, we have shown that all waves propagating into a metastable state are pushed, and their profile decays as \( e^{-k\zeta} \) at the front with \( k \) given by Eq. (19). Propagation into an unstable state could be either pulled or pushed depending on the relative strength of the growth behind vs. at the front. Pushed waves expand with \( \nu > \nu_f \), and their profile decays as \( e^{-k\zeta} \). In contrast, pulled waves expand with \( \nu = \nu_f \), and their profile decays as \( e^{-k_f\zeta} \). In general, the class of a wave propagating into an unstable state cannot be determined without solving the full nonlinear problem (Eq. (11) or Eq. (13)). However, there are a few rigorous results that determine the class of the wave from simple properties of \( r(n) \). To the best of our knowledge, the most general result of this type is that waves are always pulled when there is no Allee effect.

**Example of pulled and pushed waves in exactly solvable models**

We conclude this section by illustrating the transition from pulled to pushed waves in an exactly solvable model. Our main goal is to provide an concrete example for the abstract concepts discussed so far. In addition, the models presented below are used in simulations and to explicitly calculate the diffusion constant of the front and the rate of diversity loss in the regime of fully-pushed waves.

Consider \( r(n) \) specified by

\[
r(n) = g_0 \left(1 - \frac{n}{N}\right) \left(\frac{n}{N} - \frac{n^*}{N}\right),
\]

where \( g_0 \) sets the time scale of growth, \( N \) is the carrying capacity, and \( n^* \) is a parameter that controls the strength of an Allee effect. For every value of \( n^* \), the growth function \( r(n) \) can be classified in one of three types: no Allee effect, weak Allee effect, or strong Allee effect. The growth function does not exhibit an Allee effect when \( r(0) \geq r(n) \) for all \( n \in (0,N) \). For the model defined above, the region of no Allee effect corresponds to \( n^*/N \leq -1 \). When an Allee effect is present, one distinguished between a strong Allee effect, \( r(0) < 0 \), and a weak Allee effect, \( r(0) \geq 0 \). Thus, the Allee effect is weak for \( n^*/N \in (-1,0] \) and strong for \( n^* > 0 \). In the latter case, \( n^* \) represents the minimal population density required for net growth and is known as the Allee threshold. In the following, we will refer to \( n^* \) as the Allee threshold regardless of its sign.

With \( r(n) \) specified by Eq. (24), Eq. (13) admits an exact solution [9, 48, 49]:

\[
N(\zeta) = \frac{N}{1 + e^{\sqrt{\frac{2g_0D}{N}}\zeta}}
\]

\[
\nu = \sqrt{\frac{g_0D}{2}} \left(1 - 2\frac{n^*}{N}\right).
\]

For \( n^* > 0 \), we expect a unique pushed wave, so Eq. (25) must provide the desired solution.
Table 1. Comparison of wave type, state stability, and Allee effect for an exactly solvable model of range expansions given by Eq. (24). Note that the transition from pulled to pushed waves does not coincide with a change in the type of growth. In particular, the pulled-pushed transition is distinct from the transition between no Allee effect and a weak Allee effect; it is also distinct from the transition between propagation into unstable and metastable state. For \( c^*/N > 1/2 \), the relative stability of the populated and unpopulated states changes, and the expansion wave propagates from \( n = 0 \) state into \( n = N \) state.

For \( n^*/N < -1 \), we know that the wave must be pulled with

\[
v = v_f = 2\sqrt{-Dg_0n^*/N} \quad \text{and} \quad k = k_f = \sqrt{-g_0n^*/(ND)}.
\]

To identify the transition between pulled and pushed waves, we equate the two expressions for the velocity and obtain that the critical value of the Allee threshold is given by \( n^*/N = -1/2 \). Thus, the transition between pulled and pushed waves occurs within the region of a weak Allee effect in agreement with the general theory developed above. The behavior of this exactly solvable model is summarized in Table 1.

**Connection to the model of cooperative growth in the main text**

The model of cooperative growth that we defined in the main text (Eq. (3)) is a simple re-parameterization of Eq. (24) with \( r_0 = -g_0n^*/N \) and \( B = -N/n^* \). In consequence, \( r(n) \) exhibits no Allee effect for \( B \leq 1 \) and a weak Allee effect for \( B > 1 \). A strong Allee effect is not possible for any \( B \) because \( r(0) > 0 \). Hence, the wave always propagates into an unstable state. This model choice was convenient for us because it ensures that the transition between semi-pushed and fully-pushed waves is unambiguously distinct from the transition between propagation into unstable and metastable states.

The transition between pulled and pushed waves occurs at \( B = 2 \). For pushed waves \( (B > 2) \), the velocity and front shape are given by

\[
n(\zeta) = \frac{N}{1 + e^{\sqrt{\frac{r_0DB}{2}} \zeta}}
\]

\[
v = \sqrt{\frac{r_0DB}{2}} \left( 1 + \frac{2}{B} \right),
\]

while for pulled waves \( (B \leq 2) \) the corresponding results are

\[
n(\zeta) \sim e^{-\sqrt{\frac{r_0}{D}} \zeta}, \quad \zeta \to +\infty,
\]

\[
v = 2\sqrt{Dr_0}.
\]

Although Eq. (3) is equivalent to Eq. (24), our computer simulations of these models reveal complementary information because they explore different cuts through the parameter space. In particular, when we vary \( B \) in one model, we change both \( g_0 \) and \( n^*/N \) in the other model. Similarly, changes
in \( n^*/N \) modify both \( r_0 \) and \( B \). Concordant results for the two parameterizations indicate that the transitions from pulled to semi-pushed and from semi-pushed to fully-pushed waves are universal and do not depend on the precise definition of cooperativity or the strength of an Allee effect.

**Other exactly solvable models**

For completeness, we also mention that exact solutions for pushed waves are known for a slightly more general class of \( r(n) \) than the quadratic growth function discussed so far. The following results are from Ref. [73], which is an excellent resource for exactly solvable models of traveling waves.

For \( r(n) \) defined by

\[
r(n) = g_0 \left[ 1 - \left( \frac{n}{N} \right)^b \right] \left[ \left( \frac{N}{n} \right)^b - \left( \frac{n^*}{N} \right)^b \right],
\]

(28)

pushed waves occurs for \( n^*/N > -(b + 1)^{-1/b} \), and their velocity and profile shape are given by

\[
v = \sqrt{(b + 1)g_0 D} \left[ \frac{1}{b + 1} - \left( \frac{n^*}{N} \right)^b \right],
\]

\[
n(\zeta) = \frac{N}{1 + e^{-b \sqrt{\frac{g_0}{(b+1)D}}} \zeta^{1/b}}.
\]

(29)

The transition point from semi-pushed to fully-pushed waves follows from these results and the condition that \( v = \sqrt{9/8}v_f \). The value of this critical Allee threshold is given by \( n^*/N = -[2(b + 1)]^{-1/b} \). Finally, the transition from weak to no Allee effect occurs at \( n^* = -N \) and from weak to strong Allee effect at \( n^* = 0 \).

**Comments on notation**

For all models of \( r(n) \), it is sometimes convenient to use the normalized population density \( \rho = n/N \). For the exactly solvable models introduced above, it is also convenient to define \( \rho^* = n^*/N \). This notation is used in the main text and in the following sections.

We can also now be more precise about the definitions of population bulk, front, interior regions of the front, and the leading edge, which we use throughout the paper. The population bulk is defined the region where \( n \) is close to \( N \) and Eq. (15) holds. Similarly, the leading edge, the tip of the front, front edge, etc. refer to the region of \( n \ll N \), where Eq. (18) holds. The region with intermediate \( n \) is termed as the front or more precisely as the interior region of the front or the bulk of the front. We tried to avoid using the generic term front whenever that can cause confusion between the leading edge and the interior region of the front.

**III. Dynamics of neutral markers and fixation probabilities**

Heritable neutral markers provide a window in the internal dynamics of an expanding population. These dynamics can be studied either forward in time or backward in time. The former approach
describes how the spatial distribution of neutral markers changes over time and provides an easy way to compute the fixation probabilities of neutral mutations. The latter approach describes the patterns of ancestry that emerge during a range expansion and provides a natural way to infer population parameters from genetic data. The main goal of this section is to demonstrate that both forward-in-time and backward-in-time dynamics fundamentally change at the transition from pulled to pushed waves. In pulled waves, all organisms trace their ancestry to the very tip of the expansion front, which is also the only source of successful mutations. In contrast, the entire expansion front contributes to the evolutionary dynamics in pushed waves. This section contains no new results except for the analytical calculation of the fixation probabilities in the exactly solvable models. The discussion largely follows that in Refs. [37] and [38]. Our main goal here is to introduce the notation to be used in the following sections and explain how the patterns of ancestry depend on cooperativity.

Forward-in-time dynamics

Let us consider a subpopulation carrying a neutral marker $i$ and describe how its population density $n_i(t, x)$ changes forward in time. Since the growth and migration rates are the same for all markers, $n_i$ obey the following equation:

$$\frac{\partial n_i}{\partial t} = D \frac{\partial^2 n_i}{\partial x^2} + r(n)n_i,$$  \hspace{1cm} (30)

where, as before, $n$ is the total population density, which is given by $n = \sum_i n_i$ if all individuals are labeled by some marker.

To isolate the behavior of neutral markers from the overall population growth, it is convenient to define their relative frequency in the population: $f_i = n_i/n$. From Eqs. (11) and (30), it follows that [37, 50]

$$\frac{\partial f_i}{\partial t} = D \frac{\partial^2 f_i}{\partial x^2} + 2D \frac{\partial \ln n}{\partial x} \frac{\partial f_i}{\partial x}.$$  \hspace{1cm} (31)

The new advection-like term arises from the nonlinear change of variables and accounts for a larger change in $f_i$ due to immigration from regions with high population density compared to regions with low population density. The main effect of the new term is to establish a “flow” of $f_i$ from the posterior to the anterior of the front.

It is also convenient to shift into the comoving reference frame (see Eq. (12)) in order to focus on the dynamics that occurs at a fixed position within the front region rather than at a fixed position in the stationary reference frame. The result reads

$$\frac{\partial f_i}{\partial t} = D \frac{\partial^2 f_i}{\partial \zeta^2} + v \frac{\partial f_i}{\partial \zeta} + 2D \frac{\partial \ln n}{\partial \zeta} \frac{\partial f_i}{\partial \zeta}.$$  \hspace{1cm} (32)

We now drop the index $i$ because, for the rest of this section, we focus on the frequency of a single marker, which we denote simply by $f(t, \zeta)$. In the following, we also assume that $n(t, \zeta)$ has
reached the steady-state given by Eq. (13). The evolutionary dynamics are typically much slower than ecological dynamics, so the initial transient in the dynamics of \( n \) could be neglected.

The analysis of Eq. (32) is greatly simplified by the existence of a time-invariant quantity:

\[
\pi = \frac{\int_{-\infty}^{+\infty} f(t, \zeta)n^2(\zeta)e^{v\zeta/D}d\zeta}{\int_{-\infty}^{+\infty} n^2(\zeta)e^{v\zeta/D}d\zeta},
\]

which was first demonstrated in Refs. [37] and [38].

To show that \( \pi \) is conserved, we evaluate its time derivative:

\[
\frac{d\pi}{dt} = \frac{\int_{-\infty}^{+\infty} \frac{\partial f}{\partial t}n^2e^{v\zeta/D}d\zeta}{\int_{-\infty}^{+\infty} n^2e^{v\zeta/D}d\zeta},
\]

and replace \( \partial f/\partial t \) by the right hand side of Eq. (32). The numerator can then be simplified via the integration by parts to eliminate the derivatives of \( f \) with respect to \( \zeta \) in favor of \( f \). This leads to the cancellation of all the terms and thereby proves that \( \pi \) does not depend on time.

The conservation on \( \pi \) makes it quite straightforward to determine the fixation probabilities, the spatial distribution of ancestors, and the contribution of different parts of the front to the neutral evolution. We now discuss each of these results separately.

**Fixation probabilities**

Since only spatial derivatives of \( f \) enter Eq. (32), we conclude that \( f = \text{const} \) is a solution that describes the steady state after migration has smoothed out the spatial variations in the initial conditions. The value of the constant is given by \( \pi \) because

\[
\pi = \lim_{t \to +\infty} \frac{\int_{-\infty}^{+\infty} f(t, \zeta)n^2(\zeta)e^{v\zeta/D}d\zeta}{\int_{-\infty}^{+\infty} n^2(\zeta)e^{v\zeta/D}d\zeta} = \lim_{t \to +\infty} \frac{\int_{-\infty}^{+\infty} (\lim_{t \to +\infty} f) n^2e^{v\zeta/D}d\zeta}{\int_{-\infty}^{+\infty} n^2e^{v\zeta/D}d\zeta} = \lim_{t \to +\infty} f(t, \zeta).
\]

At the level of deterministic dynamics, this result captures how the final fraction of a genotype depends on its initial distribution in the population. Genetic drift, however, leads to the extinction of all but one genotype, so \( f(t, \zeta) \) should be interpreted as the average over the stochastic dynamics (one can take the expectation value of both sides of Eq. (58) below). Since the expected value of \( f \) is 1 times the probability of fixation plus 0 times the probability of extinction, we immediately conclude that the fixation probability equals \( \pi \). Thus, given the initial distribution of a neutral marker \( f(0, \zeta) \), we can obtain its fixation probability by evaluating the integrals in Eq. (33) at \( t = 0 \).

We can also express this result in terms of the absolute abundance of the neutral marker \( n_i \) (here we keep the subscript to distinguish \( n_i \) from the total population density). Since \( f_i = n_i/n \), the fixation probability is given by
\[ \pi = \frac{\int_{-\infty}^{+\infty} n_i(t, \zeta) n(\zeta) e^{\nu \zeta/D} d\zeta}{\int_{-\infty}^{+\infty} n^2(\zeta) e^{\nu \zeta/D} d\zeta}. \]  

(36)

For a single organism present at location \( \zeta_0 \), we can approximate \( n_i \) as \( \delta(\zeta - \zeta_0) \) and thus obtain the fixation probability of a single mutant:

\[ u(\zeta_0) = \frac{n(\zeta_0) e^{\nu \zeta_0/D}}{\int_{-\infty}^{+\infty} n^2(\zeta) e^{\nu \zeta/D} d\zeta}. \]  

(37)

**Contribution to neutral evolution by different regions of the front**

From Eq. (37), we can determine how different regions contribute to the neutral evolution during a range expansion. Neutral evolution proceeds through two steps: first a random mutations appears somewhere in the population and second the frequency of the mutation fluctuations until the mutation either reaches fixation or becomes extinct. For a given mutation, the probability that it first occurred at location \( \zeta \) is proportional to \( n(\zeta) \), and its fixation probability is given by \( u(\zeta) \). Thus, the fraction of fixed mutations that first originated at \( \zeta \) is given by \( n^2(\zeta) e^{\nu \zeta/D} / \int_{-\infty}^{+\infty} n^2(\zeta) e^{\nu \zeta/D} d\zeta \).

**Spatial distribution of ancestors**

Finally, we note that the last result also represents the probability that the ancestor of a randomly sampled individual from the population used to live at location \( \zeta \) sufficiently long ago. To demonstrate this, we label all individuals between \( \zeta \) and \( \zeta + d\zeta \) at a long time in the past and note that the probability of a random individual to have its ancestor at \( \zeta \) equals the expected number of labeled descendants. Since the long time limit of \( f \) is given by \( \pi \), we immediately conclude that the probability distribution of ancestor locations is given by

\[ S(\zeta) = \frac{n^2(\zeta) e^{\nu \zeta/D}}{\int_{-\infty}^{+\infty} n^2(\zeta) e^{\nu \zeta/D} d\zeta}. \]  

(38)

**Backward-in-time dynamics and the patterns of ancestry**

To characterise the patterns of ancestry in a population, it is convenient to describe the dynamics of ancestral lineages backward in time. Following the approach of Ref. [37], we show below that the probability \( S(\tau, \zeta) \) that an ancestor of a given individual lived at position \( \zeta \) time \( \tau \) ago is governed by the following equation [37]:

\[ \frac{\partial S}{\partial \tau} = D \frac{\partial^2 S}{\partial \zeta^2} - v \frac{\partial S}{\partial \zeta} - 2D \frac{\partial}{\partial \zeta} \left( \frac{\partial \ln n}{\partial \zeta} S \right). \]  

(39)

Here, the diffusion term randomizes the position of the ancestor; the term proportional to \( v \) pushes the ancestor towards the tip of the wave and reflects the change into the comoving reference frame; the last term pushes the ancestor towards the population bulk and reflects the fact that the ancestor is more likely to have emigrated from the region where the population density is higher. For large \( \tau \), it is easy to check that these forces balance and result in a stationary distribution \( S(\zeta) \) given by
Eq. (38). Note that, unlike in Eq. (32) for the dynamics of $f$, the right hand side of Eq. (39) contains a divergence of a flux and, therefore, preserves the normalization of $S$, i.e. $\int S(\tau, \zeta) d\zeta = \text{const}$. Indeed, the probability that an ancestor was present somewhere in the population must always equal to one.

The derivation of Eq. (39) from Eq. (32) follows the standard procedure for changing from the forward-in-time to the backward-in-time description [74, 75] and consists of three steps. The first step is to define the “propagator” function that can describe both forward-in-time and backward-in-time processes. We denote this function as $G(t_d, \zeta_d; t_a, \zeta_a)$ and define it as the probability that a descendant located at $\zeta_d$ at time $t_d$ originated from an ancestor who lived at time $t_a$ at position $\zeta_a$.

On the one hand, with $t_d$ and $\zeta_d$ fixed, $G$ can be viewed as a function of $t_a$ and $\zeta_a$ that specifies the probability distribution of ancestor location at a specific time. On the other hand, with $t_a$ and $\zeta_a$ fixed, $G$ can be viewed as a function of $t_d$ and $\zeta_d$ that describes the spatial and temporal dynamics of the expected frequency of the descendants from all organisms that were present at $\zeta_a$ at time $t_a$. This two-way interpretation follows from the labeling thought-experiment that we used to derive $S(\zeta)$ using the forward-in-time formulation.

In the second step, we claim that $G$ obeys the same equation as $f(t, \zeta)$, i.e. Eq. (32). This statement immediately follows from the forward-in-time interpretation of $G$. We formally state this result as

$$\frac{\partial G}{\partial t_d} = L_{\zeta_d} G,$$  

(40)

where $L_{\zeta_d}$ is the linear operator from the right hand side of Eq. (32), and we used the subscript $\zeta_d$ to indicate variable on which the operator acts.

The third step is to derive an equation for $G$ that involves only the ancestor-related variables. To this purpose, we consider an infinitesimal change in $t_a$,

$$G(t_d, \zeta_d; t_a - dt, \zeta_a) = \int_{-\infty}^{+\infty} G(t_d, \zeta_d; t_a, \zeta') G(t_a, \zeta'; t_a - dt, \zeta_a) d\zeta'$$

$$= \int_{-\infty}^{+\infty} G(t_d, \zeta_d; t_a, \zeta') [G(t_a - dt, \zeta'; t_a - dt, \zeta_a) + dt L_{\zeta'} G(t_a - dt, \zeta'; t_a - dt, \zeta_a)] d\zeta'$$

$$= \int_{-\infty}^{+\infty} G(t_d, \zeta_d; t_a, \zeta') [\delta(\zeta' - \zeta_a) + dt L_{\zeta'} \delta(\zeta' - \zeta_a)] d\zeta'$$  

(41)

where we used the Markov property of the forward-in-time dynamics, then Eq. (40), and finally the fact that $G(t, \zeta; t, \zeta_d) = \delta(\zeta - \zeta_d)$, which immediately follows from the definition of $G$. Equation (41) can be further simplified by expanding the left hand side in $dt$:

$$-\frac{\partial G}{\partial t_a} = \int_{-\infty}^{+\infty} G(t_d, \zeta_d; t_a, \zeta') L_{\zeta'} \delta(\zeta' - \zeta_a) d\zeta'.$$  

(42)
Finally, we integrate by parts to transfer the derivatives in $L_{\zeta a}$ from the delta function to $G(t_d, \zeta_d; t_a, \zeta')$:

$$-\frac{\partial G}{\partial t_a} = \int_{-\infty}^{+\infty} \delta(\zeta' - \zeta_a) L_{\zeta a}^+ G(t_d, \zeta_d; t_a, \zeta') d\zeta' = L_{\zeta a}^+ G(t_d, \zeta_d; t_a, \zeta_a),$$

(43)

where, $L_{\zeta a}^+$ is the operator that results from the integration by parts and is known as the adjoint operator of $L_{\zeta a}$.

Equation (43) is the desired backward-in-time formulation that involves only the ancestor-related variables. To see that it is equivalent to Eq. (39), one needs to explicitly compute $L_{\zeta a}^+$, substitute the definition of $\tau = t_d - t_a$, and change the notation from $G$ to $S$.

**Fixation probabilities and ancestry in pulled vs. pushed waves**

We conclude this section by comparing the fixation probabilities and patterns of ancestry in pulled and pushed waves. We focus on $S(\zeta)$ as a typical example; other quantities, e.g., $u(\zeta)$ can be analyzed in the same fashion.

Up to a constant factor, $S(\zeta)$ is given by $n^2(\zeta)e^{v\zeta/D}$. For large negative $\zeta$, the exponential factor tends rapidly to zero indicating that the bulk of the wave contributes little to the neutral evolution and is unlikely to contain the ancestor of future generations. This conclusion applies to both pulled and pushed waves. The behavior at the front is more subtle because $n(\zeta) \to 0$ and $e^{v\rho/D} \to +\infty$ as $\zeta \to +\infty$. To determine the scaling of $S(\zeta)$ at the front, we replace $n$ by its asymptotic form $e^{-k\zeta}$ and obtain that

$$S(\zeta) \propto e^{-\zeta(2k-v/D)} \propto e^{-\zeta(k-q)},$$

(44)

where the last expression follows from the fact that $v = D(k + q)$; see Eq. (19).

For pushed waves, $k > q$ so the tip of the front makes a vanishing contribution to the neutral evolution. Therefore, the main contribution to $S(\zeta)$ must come from the interior regions of the front. In fact, for the exactly solvable model specified by Eq. (24), one can express $\zeta$ in terms of $n$ and show that

$$S(\zeta) = \frac{2\pi \rho^*}{\sin(2\pi \rho^*)} \rho^{1+2\rho^*} (1 - \rho)^{1-2\rho^*},$$

(45)

where $\rho = n/N$, and $\rho^* = n^*/N$. This result clearly demonstrates that $S(\zeta)$ is peaked at intermediate population densities (specifically at $\rho = (1 + 2\rho^*)/2$).

For pulled waves, $k = q$, and $n^2(\zeta)e^{v\zeta/D} \to \text{const}$ as $\zeta \to +\infty$. Thus, every point arbitrarily far ahead of the front contributes equally to the neutral evolution. Since the region ahead of the front is infinite, the relative contribution of the bulk and the interior of the front must be negligible compared to that of the leading edge. A more careful analysis requires one to impose a cutoff on $\zeta$. 

|
at sufficiently low densities so that $S(\zeta)$ can be normalized. We show how to introduce such a cutoff in section IX.

In summary, we determined fixation probabilities and patterns of ancestry, which are plotted in Fig. 2 of the main text. We also compared the dynamics in pulled and pushed waves and found that they are driven by distinct spatial regions of the front. In pulled waves, the very tip of the front not only “pulls” the wave forward, but also acts as the focus of ancestry and the sole source of successful mutations. In pushed waves, however, the entire front contributes to both the expansion dynamics and evolutionary processes. We refer the readers to Ref. [37, 38, 56] for the original derivations of these results and further discussion.

**Evaluation of integrals**

Let us briefly explain how one can evaluate the integrals that appear in Eq. (38) and in similar equations for the diffusion constant of the front and the rate of diversity loss. The main insight is to change the independent variable from $\zeta$ to $\rho$ using equation Eq. (25). The following formulas are useful for this purpose:

\[
\begin{align*}
\zeta &= \sqrt{\frac{2D}{g_0}} \ln \left( \frac{1-\rho}{\rho} \right), \\
d\zeta &= -\sqrt{\frac{2D}{g_0}} \frac{d\rho}{\rho(1-\rho)}, \\
e^{\zeta v/D} &= \rho^{-(1-2\rho^*)}(1-\rho)^{1-2\rho^*}, \\
d\frac{\rho}{d\zeta} &= -\sqrt{\frac{g_0}{2D}} \rho(1-\rho). \\
\end{align*}
\]

After this change of variable, all integrals become beta functions [76]. For example,

\[
\int_{-\infty}^{+\infty} n^2(\zeta)e^{\zeta v} d\zeta = \sqrt{\frac{2D}{g_0}} \int_{0}^{1} \rho^{2\rho^*}(1-\rho)^{-2\rho^*} = \text{Be}(1 + 2\rho^*, 1 - 2\rho^*). 
\]

The integrals of this type can be evaluated in the complex plane. Specifically, one can equate the integral around the branch cut from 0 to 1 to the residue at $\zeta = \infty$. For the integral above, this results in

\[
\sqrt{\frac{2D}{g_0}} \int_{0}^{1} \rho^{2\rho^*}(1-\rho)^{-2\rho^*} = \frac{2\pi \rho^*}{\sin(2\pi \rho^*)}.
\]

An alternative method to evaluate the integrals is to use the following properties of the gamma
and beta functions [76]:

\[
\text{Be}(x, y) = \frac{\Gamma(x)\Gamma(y)}{\Gamma(x+y)}, \quad (49)
\]

\[
\Gamma(z)\Gamma(1 - z) = \frac{\pi}{\sin \pi z}. \quad (49)
\]

Using these formulas, we can evaluate all beta functions of the type \(\text{Be}(n + z, m - z)\), where \(n\) and \(m\) are positive integers and \(z \in (0, 1)\). The general expressions are

\[
\text{Be}(n + z, 1 - z) = \frac{\prod_{k=0}^{n-1}(z + k)}{n!} \frac{\pi}{\sin \pi z}, \quad (50)
\]

\[
\text{Be}(n + z, m - z) = \frac{\prod_{k=0}^{n-1}(z + k)\prod_{l=1}^{m-1}(l - z)}{(n + m - 1)!} \frac{\pi}{\sin \pi z}, \quad m > 1. \quad (50)
\]

IV. Demographic fluctuations and genetic drift

In this section, we describe how to move beyond the deterministic approximation in Eqs. (11) and (31) and account for the effects of demographic fluctuations and genetic drift. Because the magnitude of the fluctuations depends on the details of the reproductive process, we need to introduce two additional functions of the population density \(\gamma_n(n)\) and \(\gamma_f(n)\) that describe the strength of fluctuations in the population size and composition respectively. This section contains no new results, and its main purpose is to specify the relevant notation and carefully discuss how stochastic dynamics should be added to deterministic reaction-diffusion equations.

For simplicity, we will consider well-mixed populations first and limit the discussion to neutral markers, e.g. genotypes that do not differ in fitness.

**Fluctuations in population size**

Demographic fluctuations in the size \(n(t)\) of a well-mixed population arise due to the randomness of births and deaths. The simplest and most commonly used assumption is that an independent decision is made for each organism on whether it dies or to reproduces [77, 78]. In a short time interval \(\Delta t\), the number of births and deaths are therefore two independent Poisson random variables with mean and variance equal to \(\mu_b(n)n\Delta t\) for births and to \(\mu_d(n)n\Delta t\) for deaths. Here, \(\mu_b(n)\) and \(\mu_d(n)\) are the per capita rates of birth and death respectively. Since the change in the population size is the difference between these two independent random variables, we conclude that the mean change of \(n\) is \([\mu_b(n) - \mu_d(n)]n\Delta t\) and the variance is \([\mu_b(n) + \mu_d(n)]n\Delta t\). In the continuum limit, the dynamics of the population size is then described by the following stochastic differential equation

\[
\frac{dn}{dt} = [b(n) - d(n)]n + \sqrt{[b(n) + d(n)]n}\eta(t), \quad (51)
\]

where \(\eta(t)\) is the Itô white noise, i.e. \(\langle \eta(t_1)\eta(t_2)\rangle = \delta(t_1 - t_2)\). In the following, we denote ensemble averages by angular brackets, and use \(\delta(t)\) for the Dirac delta function.

The assumption that births and death events are independent random variables is however too restrictive. For example, the number of birth always equals the number of deaths in the classic
Wright-Fisher model, which exhibits no fluctuations in \( n \) as a result. In addition, the number of births or deaths could deviate from the Poisson distribution and therefore have the variance not equal to the mean. To account for such scenarios, we need to generalize Eq. (51) as follows

\[
\frac{dn}{dt} = r(n)n + \sqrt{\gamma_n(n)n}\eta(t),
\]  

(52)

where \( r(n) \) is the difference between the birth and death rates, and \( \gamma_n \) characterises the strength of the demographic fluctuations. The value of \( \gamma_n \) can be easily determined from model parameters because \( \gamma_n n \Delta t \) is the sum of the variances of births and deaths during \( \Delta t \) minus twice their covariance.

**Fluctuations in population composition**

Genetic drift arises because the choice of the genotype that is affected by a specific birth or death event is random. This randomness does not lead to a change in the average abundance of neutral genotypes, but induces a random walk in the space of population compositions described by the species fractions \( \{f_i\} \). It is easy to show that both births and deaths contribute equally to the increase in the variance of \( f_i \) in a short time interval \( \Delta t \) [77–79], so the strength of the genetic drift depends only on the total number of updates due to both births and deaths: \( \gamma_f(n)n\Delta t \), where \( \gamma_f = \mu_b(n) + \mu_d(n) \). Since probability to choose genotype \( i \) for an update is proportional to its current fraction in the population \( f_i(t) \), the number of updates for each genotype will be given by a multinomial distribution with \( \gamma_f(n)n\Delta t \) trials and outcome probabilities given by \( \{f_i\} \). This leads to the following continuum limit [77–80]:

\[
\frac{df_i}{dt} = \sqrt{\frac{\gamma_f(n)}{n}f_i(1-f_i)}\eta_i(t),
\]  

(53)

with the covariance structure of the noises \( \eta_i \) specified by

\[
\langle \eta_i(t_1)\eta_j(t_2) \rangle = \delta(t_1 - t_2) \begin{cases} 1, & i = j, \\ -\sqrt{\frac{f_if_j}{(1-f_i)(1-f_j)}}, & i \neq j. \end{cases}
\]  

(54)

The factor of \( 1/n \) under the square root in Eq. (53) arises because a single birth or death event changes the frequency of the genotype at most by \( 1/n \). The dependence on \( f_i \) reflects the properties of the multinomial distribution and ensures that the sum of \( f_i \) does not fluctuate and remains equal to 1.

Since genetic drift and demographic fluctuations are independent from each other, i.e. \( \langle \eta(t_1)\eta_i(t_2) \rangle = 0 \), and Eqs. (52), (53), and (54) completely specify population dynamics. In particular, one can easily obtain the dynamical equations for the genotype abundances \( n_i \) by differentiating \( n_i = f_in \).

An alternative, but completely equivalent, formulation of Eqs. (53) and (54) reads
\[
\frac{df_i}{dt} = \sqrt{\frac{\gamma_f(n)}{n} f_i} \left( \tilde{\eta}_i(t) - \sqrt{\tilde{f}_i} \sum_j \tilde{\eta}_j \right),
\]

where \( \langle \tilde{\eta}_i(t_1)\tilde{\eta}_j(t_2) \rangle = \delta_{ij} \delta(t_1 - t_2) \); we use \( \delta_{ij} \) to denote the Kronecker delta, i.e. the identity matrix. This alternative definition arises naturally when one derives the equations for \( f_i \) starting from the dynamical equations for species abundances \( n_i \) and shows that \( \sum_j f_j \) is constant more clearly. We provide this formulation only for completeness and do not use in the following.

**Relationships between demographic fluctuations and genetic drift**

For the simple processes of uncorrelated births and deaths described by Eq. (51), one can show that \( \gamma_f(n) = \gamma_n(n) \) [77, 78], but this is equality does not hold in general. For example, in the simulations that we describe below \( \gamma_f \) is independent of \( n \), but \( \gamma_n \) monotonically decreases to zero as the population size approaches the carrying capacity. Nevertheless, in a wide set of models, \( \gamma_f(0) = \gamma_n(0) \) because the dynamics of different genotypes becomes uncorrelated at low population densities and their fluctuations are determined by \( \gamma_0 = \mu_b(0) + \mu_d(0) \). As a result, the fluctuations in pulled and semi-pushed waves depends only on \( \gamma_0 \) when the carrying capacity is large enough to justify the asymptotic limit.

Exceptions to \( \gamma_f(0) = \gamma_n(0) \) are in principle possible, for example, when many cycles of birth and death occur without an appreciable change in the total population. Such dynamics could arise when a slow and quasi-deterministic niche construction is required to increase the current limit on the population size.

For completeness, we also mention that the dynamical equations for \( n_i \) take a particularly simple form when \( \gamma_n(n) = \gamma_f(n) = \gamma(n) \):

\[
\frac{dn_i}{dt} = g(n)n_i + \sqrt{\gamma(n)n_i\tilde{\eta}_i(t)},
\]

where \( \langle \tilde{\eta}_i(t_1)\tilde{\eta}_j(t_2) \rangle = \delta_{ij} \delta(t_1 - t_2) \). Thus, for simple birth-death models, the fluctuations in genotype abundances are independent from each other as expected. Although Eq. (56) is often used as a starting point for the analysis [81], it does not capture the full complexity of possible eco-evolutionary dynamics.

**Fluctuations in spatial models**

It is straightforward to extend the above discussion to spatial populations where \( n \) and \( f_i \) depend on both \( t \) and \( x \). The net result is that Eqs. (11) and (31) acquire stochastic terms specified by Eqs. (52) and (53). The results read

\[
\frac{\partial n}{\partial t} = D \frac{\partial^2 n}{\partial x^2} + r(n)n + \sqrt{\gamma_n(n)n\eta(t)},
\]

and
\[ \frac{\partial f}{\partial t} = D \frac{\partial^2 f}{\partial x^2} + 2 \frac{\partial \ln n}{\partial x} \frac{\partial f}{\partial x} + \sqrt{\frac{\gamma_i}{n_i}} f_i (1 - f_i) \eta_i(t). \] (58)

The noise-noise correlations are specified by the following equations

\[ \langle \eta(t_1, x_1) \eta(t_2, x_2) \rangle = 0, \] (59)

\[ \langle \eta(t_1, x_1) \eta(t_2, x_2) \rangle = \delta(t_1 - t_2) \delta(x_1 - x_2), \] (60)

and

\[ \langle \eta_i(t_1, x_1) \eta_j(t_2, x_2) \rangle = \delta(t_1 - t_2) \delta(x_1 - x_2) \left[ \delta_{ij} - (1 - \delta_{ij}) \sqrt{\frac{f_i f_j}{(1 - f_i)(1 - f_j)}} \right]. \] (61)

Note that, in Eqs. (57) and (58), we omitted a noise term that accounts for the randomness of migration (or diffusion in the context of chemical reactions). Such noise inevitably arises when each organism makes an independent decision on whether to migrate to a particular nearby site. Because this noise conserves the number of individual it appears as a derivative of the flux in the dynamical equation for \( n_i \). The general form of this noise is \( \partial_x \left[ \sqrt{\gamma_m n_i} \chi_i \right] \) with \( \langle \chi_i(t_1, x_1) \chi_j(t_2, x_2) \rangle = \delta_{ij} \delta(t_1 - t_2) \delta(x_1 - x_2) \), and \( \chi_i \) are uncorrelated with \( \eta \) and \( \eta_i \) [54].

Migration noise does not typically lead to any new qualitative dynamics, and we will show below it leads to the same scaling of the fluctuations with the bulk population density \( N \). Moreover, migration noise is often negligible compared to genetic drift. For example, it can be neglected when the migration rate is small or the number of organisms at the dispersal stage is much larger then the number of reproducing adults (compare the number of seeds vs. the number of trees). We do not consider migration noise further because it is absent in our computer simulation. For the sake of simplicity and greater computational speed, we chose to perform the migration update deterministically.

V. Correction to the wave velocity, \( v \), due to a cutoff

How do demographic fluctuations modify the dynamics of wave propagation? This question is central to our paper and has generated significant interest in nonequilibrium statistical physics. Most early studies explored how demographic stochasticity modifies the expansion velocity [23, 31, 33, 36, 82]. While velocity corrections are small and likely negligible in the context of range expansions, they are essential for the description of evolving populations, which are often modeled as traveling waves in fitness space [23, 24, 56]. More importantly, wave velocity serves a salient and easy to measure observable that has been frequently used to test the theories of fluctuating fronts. This section shows how to compute the corrections to wave velocity using perturbation theory. All results in this section have been derived previously in Refs. [1, 31, 54, 83–85]. Our main goal here is to introduce the relevant notation and to explain the perturbation theory in the simplest context.
Because non-linear stochastic equations are notoriously difficult to analyze, a direct calculation of \( v \) is challenging, and several approximate approaches were developed instead [1]. In this section, we describe the simplest of these approaches that imposes a cutoff on the growth rate below a certain population density \( n_c \):

\[
    r_{\text{cutoff}}(n) = r(n)\theta(n - n_c),
\]

where \( \theta(n) \) is the Heaviside step function, which equals one for positive arguments and zero for negative arguments.

Although the value of \( n_c \) must reflect the strength of the demographic fluctuations, it is not entirely clear how to determine \( n_c \) a priori. A natural guess is to set \( n_c \) to one over the size of the patch size in simulations so that no growth occurs in regions where the expected number of individuals is less than one. However, this choice does not capture the full complexity of demographic fluctuations as shown in section IX. For now, we keep \( n_c \) as an unspecified parameter and focus on the corrections to \( v \) due to the change in the growth rate specified by Eq. (62). The position of the cutoff where the deterministic profile reaches \( n_c \) is denoted as \( \zeta_c \), i.e. \( n(\zeta_c) = n_c \).

The corrections to \( v \) can be computed using a perturbation expansion in \( \Delta r(n) = r_{\text{cutoff}}(n) - r(n) \). This approach has been developed by different groups either for computing the corrections due to a cutoff or for computing the diffusion constant of the front [1, 31, 54, 83–85].

Let us first introduce a convenient notation for the perturbation expansion that is also used in the following sections, where the perturbation is a stochastic variable rather than a deterministic cutoff. All quantities that solve the deterministic, unperturbed problem (Eq. (11) or Eq. (13)) are denoted with subscript \( d \). All quantities that solve the full, perturbed problem are denoted without a subscript. And, the differences between the two types of quantities are denotes with \( \Delta \).

With this notation, the perturbed equation reads

\[
    \frac{\partial n}{\partial t} = D \frac{\partial^2 n}{\partial x^2} + n r_{\text{cutoff}}(n),
\]

or equivalently

\[
    \frac{\partial n}{\partial t} = D \frac{\partial^2 n}{\partial x^2} + n r(n) + n \Delta r(n).
\]

We seek the solution correct to the first order in \( \Delta r \) via the following ansatz

\[
    n(t, x) = n_d(x - v_d t - \Delta vt) + \Delta n(x - v_d t - \Delta vt),
\]

where \( \Delta n \) is the correction to the shape of the stationary density profile, and \( \Delta v \) is the correction to the expansion velocity.
The zeroth order in perturbation theory yields the unperturbed equation:

$$Dn_d'' + v_d n_d' + r n_d = 0,$$

which is automatically satisfied by our choice of $n_d$.

To obtain the equations for the next order, we expand $\partial n / \partial t$ as

$$\frac{\partial n}{\partial t} \approx -v_d n_d' - n_d' \Delta v - v_d \Delta n',$$

the diffusion term as

$$D \frac{\partial^2 n}{\partial x^2} \approx Dn_d'' + \Delta n'',$$

and the growth term as

$$r_{cutoff}(n)n \approx n_d r(n_d) + r(n_d) \Delta n + r'(n_d)n_d \Delta n + n_d \Delta r(n_d).$$

As before, we use primes to denote derivatives of functions of a single argument.

The resulting equation for the first order in perturbation theory reads

$$\mathcal{L}_p \Delta n = -n_d \Delta v - n_d \Delta r,$$

where

$$\mathcal{L}_p = D \frac{d^2}{d\zeta^2} + v_d \frac{d}{d\zeta} + r(n_d) + r'(n_d)n_d,$$

is the linear operator that acts on the comoving spatial variable $\zeta = x - vt = x - (v_d + \Delta v)t$.

Although Eq. (70) has two unknowns $\Delta n$ and $\Delta v$, both quantities can be determined simultaneously because the solution for $\Delta n$ exists only for a specific value of $\Delta v$. The constraint on $\Delta v$ comes from the fact that $\mathcal{L}_p$ has an eigenvalue equal to zero and, therefore, its image does not span the entire space of functions possible on the right hand side of Eq. (70). As a result, $\Delta v$ must be chosen to make $-n_d \Delta v - n_d \Delta r$ lie in the image of $\mathcal{L}_p$.

The zero mode of $\mathcal{L}_p$ originates from the translational invariance of the unperturbed problem, for which both $n_d(\zeta)$ and $n_d(\zeta + \text{const})$ are solutions. Therefore, there should be no restoring
force from the dynamical equation for $\Delta n$ that effectively translates the front by an infinitesimal distance $\delta \zeta$. Since $n_d(\zeta + \delta \zeta) \approx n_d(\zeta) + n'_d(\zeta) \delta \zeta$, we expect that $\Delta n \propto n'_d(\zeta)$ should not alter the left hand side of Eq. (70). Consistent with reasoning, the differentiation of Eq. (66) with respect to $\zeta$ shows that $L_p n'_d = 0$. Thus, $L_p$ indeed has a zero mode with $n'_d$ being the right eigenvector. The corresponding left eigenvector can be obtained by solving $L_p^\dagger L(\zeta) = 0$ and is given by

$$L(\zeta) = n'_d(\zeta)e^{\nu_d \zeta/D}. \quad (72)$$

To compute $\Delta v$, we multiply both sides of Eq. (70) by $L(\zeta)$ and integrate over $\zeta$. Since $L_p n'_d$ is equivalent to zero, the terms on the left hand side cancel, and we obtain that

$$\Delta v = -\frac{\int_+^{+\infty} e^{\nu_d \zeta/D} n'_d(\zeta)n_d(\zeta)\Delta r(n_d(\zeta))d\zeta}{\int_-^{+\infty} e^{\nu_d \zeta/D}[n'_d(\zeta)]^2d\zeta}, \quad (73)$$

which is the same result as in Refs. [31, 86]. For the specific form of $\Delta r$ due to a cutoff, this formula simplifies to

$$\Delta v = -\frac{\int_+^{+\infty} e^{\nu_d \zeta/D} n'_d(\zeta)n_d(\zeta)r(n_d(\zeta))d\zeta}{\int_-^{+\infty} e^{\nu_d \zeta/D}[n'_d(\zeta)]^2d\zeta}, \quad (74)$$

which is the main result of this section.

The solvability condition that we used to compute $\Delta v$ has a simple interpretation: All perturbations that act along the zero eigenmode of $L_p$ accumulate unattenuated and contribute to the translation of the front, i.e. to $\Delta v$ rather than to $\Delta n$. This fact can be seen more clearly from the time-dependent perturbation theory that we use in sections VI and VII to compute the diffusion constant of the front and the corrections to the wave velocity due to demographic noise rather than a cutoff.

VI. Diffusion constant of the front, $D_f$

While a cutoff can account for changes in the velocity due to demographic fluctuations, it cannot capture the fluctuations in the front shape and position. In this section, we describe the stochastic properties of the front using an extension of the perturbation theory developed above. Originally developed in Refs. [83] and [54, 85], this approach shows that the position of the front performs a random walk that can be described by an effective diffusion constant. Following Ref. [54], we derive the general formula for $D_f$ given by Eq. (4) of the main text and evaluate it explicitly for the exactly solvable models introduced in the beginning of the SI. The calculations for the exactly solvable models are the only new results in this section.

**Perturbation theory for demographic fluctuations**

The calculation follows exactly the same steps as in section V. We begin by restating Eq. (57) in a more convenient form:
\[
\frac{\partial \rho}{\partial t} = D \frac{\partial^2 \rho}{\partial x^2} + r(\rho)\rho + \frac{1}{\sqrt{N}} \Gamma(\rho) \eta
\]  
(75)

where \( \Gamma \) denotes the strength of the noise term

\[
\Gamma(\rho) = \sqrt{\gamma_n(\rho)} \rho.
\]  
(76)

In this section, we use the normalized population density \( \rho = n/N \) instead of \( n \) to indicate that the stochastic term is small and scales as \( 1/\sqrt{N} \). We also introduce a more compact notation for the noise strength \( \Gamma \) to avoid taking explicit derivatives of \( \sqrt{\gamma_n(\rho)} \).

We seek the solution of Eq. (75) in the following form

\[
\rho(t, x) = \rho_d(x - v_d t - \xi(t)) + \Delta \rho(t, x - v_d t - \xi(t)),
\]  
(77)

where \( \rho_d \) is the deterministic stationary solution satisfying Eq. (13), \( \xi(t) \) is the shift in the front position due to fluctuations, and \( \Delta \rho(t, \zeta) \) accounts for the effect of the perturbation on the front shape. Because the perturbation, \( \Gamma \eta \), is time dependent, \( \Delta \rho \) explicitly depends on time in addition to the dependence on \( t \) through the comoving coordinate \( \zeta = x - v_d t - \xi(t) \).

To the first order in perturbation theory, there are no terms due to the special rules of Itô calculus, and we obtain the following expansions for the deterministic terms in Eq. (75)

\[
\frac{\partial \rho}{\partial t} \approx -v_d \rho_d' - \rho_d' \xi' - v_d \frac{\partial \Delta \rho}{\partial \zeta} + \frac{\partial \Delta \rho}{\partial t},
\]  
(78)

the diffusion term as

\[
D \frac{\partial^2 \rho}{\partial x^2} \approx D \rho_d'' + D \frac{\partial^2 \Delta \rho}{\partial \zeta^2},
\]  
(79)

and the growth term as

\[
r(\rho)\rho \approx \rho_d r(\rho_d) + r(\rho_d)\Delta \rho + r'(\rho_d)\rho_d \Delta \rho.
\]  
(80)

For functions with a single argument, primes denote derivatives with respect to that argument.

As before, the zeroth order of the perturbation theory is automatically satisfied, and the first non-trivial equation arises at the first order:
\[
\frac{\partial \Delta \rho}{\partial t} - \mathcal{L}_p \Delta \rho = \rho_d \xi' + \frac{1}{\sqrt{N}} \Gamma(\rho_d) \eta, \tag{81}
\]

where $\mathcal{L}_p$ is the same as in Eq. (71).

To obtain the equation for $\xi$, we multiply both sides by $L(\zeta)$, the left eigenvector of $\mathcal{L}_p$ with zero eigenvalue, and integrating over $\zeta$. The result reads

\[
\frac{\partial}{\partial t} \int_{-\infty}^{+\infty} L \Delta \rho d\zeta = \int_{-\infty}^{+\infty} L \rho_d \xi' d\zeta + \frac{1}{\sqrt{N}} \int_{-\infty}^{+\infty} L \Gamma(\rho_d) \eta d\zeta. \tag{82}
\]

We now use the fact that $\int_{-\infty}^{+\infty} L(\zeta) \Delta \rho(\zeta) d\zeta = 0$. The projection of $\Delta \rho$ on $L$ vanishes because translations of $\rho_d$ are excluded from the fluctuations of the front shape and are instead included through $\xi(t)$. Imposing this condition is also necessary for the perturbation theory to be self-consistent. Otherwise, according to Eq. (82), $\int_{-\infty}^{+\infty} L \Delta \rho d\zeta$ would perform an unconstrained random walk and grow arbitrarily large, which would violate the assumption that $\Delta \rho$ is small. After imposing $\int_{-\infty}^{+\infty} L \Delta \rho d\zeta = 0$, we obtain

\[
\xi'(t) = -\frac{1}{\sqrt{N}} \frac{\int_{-\infty}^{+\infty} L(\zeta) \Gamma(\rho_d(\zeta)) \eta(t, \zeta) d\zeta}{\int_{-\infty}^{+\infty} L(\zeta) \rho_d(\zeta) d\zeta}, \tag{83}
\]

From Eq. (83), it immediately follows that

\[
\langle \xi'(t) \rangle = 0. \tag{84}
\]

Thus, there are no corrections to the wave velocity at this order in the perturbation theory, and the motion of the front position is a random walk.

The deviation between the position of the front relative to the deterministic expectation is given by $\xi$, which we obtain by integrating Eq. (83):

\[
X_f - v_d t = \xi = -\frac{1}{\sqrt{N}} \int_0^t \frac{\int_{-\infty}^{+\infty} L(\zeta) \Gamma(\rho_d(\zeta)) \eta(t, \zeta) d\zeta}{\int_{-\infty}^{+\infty} L(\zeta) \rho_d(\zeta) d\zeta} dt \tag{85}
\]

To determine the diffusion constant of front wandering, we evaluate the mean square displacement of the front position:
\[
D_t = \frac{\text{Var}\{X_t^2\}}{2t} = \frac{\langle \xi^2 \rangle}{2t}
\]
\[
= \frac{1}{2tN} \left( \int_0^t \int_{-\infty}^{\infty} L(\zeta_1) \Gamma(\rho_d(\zeta_1)) \eta(t_1, \zeta_1) d\zeta_1 dt_1 \int_0^t \int_{-\infty}^{\infty} L(\zeta_2) \Gamma(\rho_d(\zeta_2)) \eta(t_2, \zeta_2) d\zeta_2 dt_2 \right)
\]
\[
= \frac{1}{2tN} \int_0^t \int_0^t dt_1 dt_2 \int_{-\infty}^{\infty} \int_{-\infty}^{\infty} \frac{d\zeta_1 d\zeta_2}{(f_{-\infty}^{+\infty} L(\zeta) \rho_d'(\zeta) d\zeta)^2}
\]
\[
\langle \eta(t_1, \zeta_1) \eta(t_2, \zeta_2) \rangle
\]
\[
\int_{-\infty}^{+\infty} \int_{-\infty}^{+\infty} L(\zeta) \rho_d'(\zeta) d\zeta d\zeta
\]
\[
= \frac{1}{2N} \int_{-\infty}^{+\infty} \frac{d\zeta L^2(\zeta) \Gamma^2(\rho_d(\zeta))}{(f_{-\infty}^{+\infty} L(\zeta) \rho_d'(\zeta) d\zeta)^2}
\]
where we used Eq. (85) to express \( \xi(t) \) and Eq. (60) to average over the noise.

Finally, we substitute the expression for \( L(\zeta) \) from Eq. (72) and use the explicit form of \( \Gamma \) from Eq. (89) to obtain Eq. (4) from the main text:

\[
D_t = \frac{1}{2N} \int_{-\infty}^{+\infty} [\rho_d'(\zeta)]^2 \rho_d(\zeta) \gamma_n(\rho_d(\zeta)) e^{\frac{2\gamma_d \zeta}{\sqrt{\Gamma_m}} d\zeta}
\]
\[
\int_{-\infty}^{+\infty} [\rho_d'(\zeta)]^2 e^{\frac{2\gamma_d \zeta}{\sqrt{\Gamma_m}} d\zeta}
\]
\[
= \frac{1}{2N} \int_{-\infty}^{+\infty} \frac{d\zeta}{(f_{-\infty}^{+\infty} L(\zeta) \rho_d'(\zeta) d\zeta)^2}
\]
which was originally derived in Refs. [83] and [54, 85].

**Perturbation theory for migration fluctuations**

The analysis that we performed to compute \( D_t \) due to demographic noise can be easily generalized to account for the noise in migration; see the discussion below Eq. (61). This was first done in Ref. [54] that extend the perturbation theory to the following equation

\[
\frac{\partial \rho}{\partial t} = D \frac{\partial^2 \rho}{\partial x^2} + r(\rho) \rho + \frac{1}{\sqrt{N}} \Gamma(\rho) \eta + \frac{1}{\sqrt{N}} \frac{\partial (\Gamma_m(\rho) \chi)}{\partial \xi},
\]
where \( \Gamma_m \) denotes the strength of the migration fluctuations

\[
\Gamma_m(\rho) = \sqrt{\gamma_m(\rho) \rho},
\]
and \( \chi = \sum_i \sqrt{n_i} \chi_i / \sqrt{n} \) is a unit-strength, delta-correlated, Gaussian noise that enters the equation for the total population density \( n = \sum_i n_i \) of all neutral genotypes. Note that, for the standard diffusion, \( \gamma_m(\rho) = \text{const} \), but we allow the dependence on \( \rho \) because it does not affect the calculation below.

The solution for \( \xi \) acquires an additional term due to migration fluctuations:
\[ \xi = - \frac{1}{\sqrt{N}} \int_0^t \frac{\int_{-\infty}^{+\infty} L(\zeta) \Gamma(\rho_d(\zeta)) \eta(t, \zeta) d\zeta}{\int_{-\infty}^{+\infty} L(\zeta) \rho_d'(\zeta) d\zeta} dt - \frac{1}{\sqrt{N}} \int_0^t \frac{\int_{-\infty}^{+\infty} L(\zeta) \frac{\partial \Gamma_m(\rho_d(\zeta))}{\partial \zeta} \chi(t, \zeta) d\zeta}{\int_{-\infty}^{+\infty} L(\zeta) \rho_d'(\zeta) d\zeta} dt. \tag{90} \]

Because \( \chi \) and \( \eta \) are uncorrelated, their contributions to \( D_t \) simply add:

\[ D_t = \frac{1}{2N} \frac{\int_{-\infty}^{+\infty} [\rho'_d(\zeta)]^2 \rho_d(\zeta) \gamma_n(\rho_d(\zeta)) e^{2v_d \zeta} d\zeta}{\left( \int_{-\infty}^{+\infty} [\rho'_d(\zeta)]^2 e^{v_d \zeta} d\zeta \right)^2} + \frac{1}{2N} \frac{\int_{-\infty}^{+\infty} \gamma_m(\rho_d(\zeta)) \rho_d(\zeta)(\rho''_d(\zeta) + \rho'_d(\zeta)v_d/D)^2 e^{2v_d \zeta} d\zeta}{\left( \int_{-\infty}^{+\infty} [\rho'_d(\zeta)]^2 e^{v_d \zeta} d\zeta \right)^2}. \tag{91} \]

The higher order derivatives of \( \rho \) appear in the second term due to the integration by parts that is necessary to remove derivatives from the delta function due to \( \langle \chi(t_1, \zeta_1) \chi(t_2, \zeta_2) \rangle \). See Ref. [54] for the original derivation and further details.

It is now clear that the qualitative behavior of the two terms in Eq. (91) is the same. Indeed, the denominators are identical, and the integrands in the numerators have the same scaling behavior at the front, where divergences could occur. To see this, one can substitute the asymptotic behavior of the population density, \( \rho \sim e^{-k\zeta} \), and confirm that both numerators scale as \( e^{-\zeta(3k-2v_d/D)} \). Thus, the transition from fully-pushed to semi-pushed waves leads to the divergence of both integrals, and the scaling exponent \( \alpha_0 \) is the same for both migration and demographic fluctuations. For simplicity, only demographic fluctuations are considered in all other sections of this paper.

**Results for exactly solvable models**

In the regime of fully-pushed waves, we can evaluate \( D_t \) explicitly for the exactly solvable models introduced in section I. The details of these calculations are summarized in the subsection on integral evaluation at the end of section III.

For the model specified by Eq. (24), we find that

\[ D_t = \frac{3}{16\pi N} \frac{\gamma_m^0}{g_0} \frac{\sqrt{2D}}{\rho^* (1-2\rho^*) (1-\rho^*)^2} \tan 2\pi \rho^*, \tag{92} \]

when \( \gamma_m = 0 \) and \( \gamma_n(n) = \gamma_m^0 = \text{const.} \)

Note that the choice of \( \gamma_n(n) \) is not specified by the deterministic model of population growth and needs to be determined either from the microscopic dynamics or from empirical observations. For models formulated in terms of independent birth and death rates, \( \gamma_n(n) \) is a constant on the order of \( 1/\tau \), where \( \tau \) is the generation time. However, different \( \gamma_n \) are possible. For example, our simulations that are based on the Wright-Fisher model have \( \gamma_f = \gamma_m^0 (1 - n/N) \), and the corresponding theoretical prediction for \( D_t \) reads
For the same model of an Allee effect, the contribution of the noise due to migration with \( \gamma_m = \gamma_m^0 = \text{const} \) is given by

\[
D_f = \frac{3}{20\pi} \frac{\gamma_m^0}{N} \sqrt{\frac{2D}{g_0}} \frac{(1 - 4\rho^*)(3 - 4\rho^*)}{\rho^*(1 - 2\rho^*)(1 - \rho^*)} \tan 2\pi\rho^* .
\]  

For completeness, we also provide the results for other models and different choices of \( \gamma_n \) and \( \gamma_m \).

\[
D_f = \frac{\sqrt{2} \gamma_m^0}{40\pi} \frac{g_0}{D} \frac{(1 + \rho^*)(1 + 7\rho^*)(1 - 4\rho^*)(3 - 4\rho^*)}{\rho^*(1 - 2\rho^*)(1 - \rho^*)^2} \tan 2\pi\rho^*
\]  

assuming \( \gamma_n = 0 \).

VII. Correction to velocity due to demographic fluctuations

In this section, we compute the correction to the wave velocity directly from the stochastic formulation in Eq. (75) instead of relying on a growth-rate cutoff at low densities. Our main finding is that, for pushed waves, the scaling of \( \Delta v \) with \( N \) coincides\(^3\) with that of front diffusion constant \( D_f \) and the rate of diversity loss \( \Lambda \). Note that this result cannot be obtained from the cutoff-based calculation of \( \Delta v \) without knowing the correct dependence of \( n_c \) on \( v/v_f \). Thus, the calculation of \( \Delta v \) in the stochastic model provides an additional insight in the dynamics of fluctuating fronts. To the best of our knowledge, the results presented in this section are new.

\(^4\)The scaling behavior of \( \Delta v \) is slightly different for pulled waves because \( \Delta v \sim \ln^{-2} N \); see Ref. [1, 35, 36, 82].
Because the first order correction to \( v \) is zero (See Eq. (83)), we proceed to the second order in perturbation theory. In this calculation, it is convenient to distinguish the contributions to \( \zeta \) and \( \Delta \rho \) that come from the different orders of the perturbative expansion:

\[
\begin{align*}
\zeta &= x - v_d t - \xi_1(t) - \xi_2(t), \\
\rho(t, \zeta) &= \rho_d(\zeta) + \Delta \rho_1(t, \zeta) + \Delta \rho_2(t, \zeta),
\end{align*}
\]

where the order is indicated by a subscript in brackets. For fully-pushed waves, we expect that the first order corrections \( \xi_1(t) \) and \( \Delta \rho_1(t, \zeta) \) scale as \( 1/\sqrt{N} \), and the second order corrections \( \xi_2(t) \) and \( \Delta \rho_2(t, \zeta) \) scale as \( 1/N \). Therefore, we expand all terms in Eq. (75) up to order \( 1/N \).

For \( \partial \rho / \partial t \), we obtain

\[
\frac{\partial \rho}{\partial t} \approx \rho''_d(-v_d - \xi_1' - \xi_2') + \frac{1}{2} \rho''_d \langle \frac{1}{dt} (d\xi_1^2) \rangle + \frac{\partial \Delta \rho_1}{\partial \zeta} (-v_d - \xi_1') + \frac{\partial \Delta \rho_1}{\partial t} + \frac{\partial \Delta \rho_2}{\partial \zeta} (-v_d) + \frac{\partial \Delta \rho_2}{\partial t},
\]

where \( \rho''_d / 2 \langle (d\xi_1^2) / dt \rangle \) arises due to the Itô formula of stochastic calculus, which prescribes how to compute derivatives of nonlinear functions; see Refs. [74, 75, 80, 87]. The unusual derivative \( \langle (d\xi_1^2) / dt \rangle \) is non-zero because the displacement of a random walk grows as \( \sqrt{dt} \). Using Eqs. (83) and (86), we express this derivative in terms of \( D_f \), which we know to the order \( 1/N \) from the first order of the perturbation theory:

\[
\langle (d\xi_1^2) / dt \rangle = 2D_f.
\]

The expansion of other terms is more straightforward and does not involve any additional terms due to the special rules of Itô calculus:

\[
\begin{align*}
D \frac{\partial^2 \rho}{\partial x^2} &\approx D \rho''_d + D \frac{\partial^2 \Delta \rho_1}{\partial \zeta^2} + D \frac{\partial^2 \Delta \rho_2}{\partial \zeta^2}, \\
1/2 \rho''_d &\approx [r(\rho(\rho))]_{\rho=\rho_d} + [r(\rho(\rho))]_{\rho=\rho_d} + \frac{1}{2} [r''(\rho(\rho))]_{\rho=\rho_d} (\Delta \rho_1)^2 + [r(\rho(\rho))]_{\rho=\rho_d} (\Delta \rho_2)^2, \\
\Gamma(\rho) &\approx \Gamma(\rho_d) + \Gamma''(\rho_d) \Delta \rho_1,
\end{align*}
\]

where we keep only the terms that scale at most as \( 1/N \) and used \( |_{\rho=\rho_d} \) to indicate that the expression to the left is evaluated at \( \rho = \rho_d \). Upon choosing \( \Delta \rho_1 \) and \( \xi_1(1) \) that satisfy the first order equation, i.e. Eq. (81), we obtain the following equation for \( \Delta \rho_2 \) and \( \xi_2(2) \):

\[
\frac{\partial \Delta \rho_2(t)}{\partial t} - \Sigma_p \Delta \rho_2 = -D_f \rho''_d + \frac{\partial \Delta \rho_1(1)}{\partial \zeta} \xi_1' + \frac{1}{2} [r''(\rho_d)\rho_d + 2r'(\rho_d)](\Delta \rho_1)^2 + \frac{1}{\sqrt{N}} \Gamma''(\rho_d) \Delta \rho_1 \eta + \rho'_d \xi_2'(2).
\]
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The value of $\xi_{(2)}'$ needs to be chosen to satisfy the solvability condition, which we obtain by multiplying both sides of Eq. (102) by $L(\zeta)$, integrating over $\zeta$, and requiring that $\Delta \rho_{(2)}$ has zero projection on $L(\zeta)$. The result reads

$$
\xi_{(2)}'(t) = \frac{\int_{-\infty}^{\infty} L(\zeta) \left[ -D_t \rho_d^\prime \prime + \frac{\partial \Delta \rho_{(1)}^\prime}{\partial \zeta} s_{(1)} + \frac{1}{2} [r''(\rho_d) \rho_d + 2r'(\rho_d)] (\Delta \rho_{(1)})^2 + \frac{1}{\sqrt{N}} \Gamma'(\rho_d) \Delta \rho_{(1)} \eta \right] d\zeta}{\int_{-\infty}^{\infty} L(\zeta) \rho_d^\prime(\zeta) d\zeta}.
$$

The correction to the velocity, $\Delta v$, can now be obtained by averaging Eq. (103) over $\eta$ and substituting the explicit expression for $L(\zeta)$ from Eq. (72):

$$
\Delta v = \langle \xi_{(2)}' \rangle = \frac{D_t}{\int_{-\infty}^{\infty} e^{v_d \zeta / D} \rho_d^\prime(\zeta) d\zeta} \int_{-\infty}^{\infty} \frac{e^{v_d \zeta / D} \rho_d^\prime(\zeta) d\zeta}{\int_{-\infty}^{\infty} e^{v_d \zeta / D} [\rho_d^\prime(\zeta)]^2 d\zeta} - \frac{D_t}{\int_{-\infty}^{\infty} e^{v_d \zeta / D} \rho_d^\prime(\zeta) d\zeta} \int_{-\infty}^{\infty} \frac{e^{v_d \zeta / D} [\rho_d^\prime(\zeta)]^2 d\zeta}{\int_{-\infty}^{\infty} e^{v_d \zeta / D} [\rho_d^\prime(\zeta)]^2 d\zeta}.
$$

Note that $\langle \Delta \rho_{(1)} \eta \rangle = 0$ and, therefore, $\langle \Delta \rho_{(1)} \xi' \rangle = 0$ because $\Delta \rho_{(1)}(t, \zeta)$ depends only on $\eta(\tilde{t}, \zeta)$ with $\tilde{t} < t$ and $\langle \eta(\tilde{t}, \zeta) \eta(t, \zeta) \rangle = 0$. The first term could be further simplified through integration by parts in the numerator, assuming that the integrals converge:

$$
\Delta v = -v_d \frac{D_t}{2D} \int_{-\infty}^{\infty} \frac{e^{v_d \zeta / D} \rho_d^\prime(\zeta) d\zeta}{\int_{-\infty}^{\infty} e^{v_d \zeta / D} [\rho_d^\prime(\zeta)]^2 d\zeta}.
$$

To complete the calculation of $\Delta v$, we need to obtain $\Delta \rho_{(1)}$ by solving Eq. (81). Before performing this calculation, let us state the main findings and discuss their implications. For fully-pushed waves, we find that $\Delta \rho_{(1)} \sim 1/\sqrt{N}$, and all integrals in Eq. (105) converge. Thus, $\Delta v \sim 1/N$ in this regime. For semi-pushed waves, one needs to apply a cutoff at large $\zeta$ to ensure convergence. We show that the divergence of the last term in Eq. (105) does not exceed that of $D_t$. Thus, the leading behavior is controlled by the first term, and the scaling of $\Delta v$ coincides with that of $D_t$. The scaling behavior of $\Delta v$ and $D_t$ is slightly different for pulled waves: $\Delta v \sim \ln^{-2} N$ and $D_t \sim \ln^{-3} N$; see Ref. [1, 35, 36, 82].

The calculation of $\Delta \rho_{(1)}$ can be simplified by transforming Eq. (81) into a Hermitian form. This is accomplished by the following change of variables that eliminates the term linear in $\partial / \partial \zeta$ from $\xi_p$:

$$
\Delta \rho_{(1)}(t, \zeta) = e^{-v_d \zeta / D} \Psi(t, \zeta).
$$

Equation (81) then takes the following form

---

This simplification is specific to the Itô calculus and does not occur in Stratonovich’s formulation. The results of course do not depend on the type of calculus used as long as all calculations are carried using the same calculus and the initial problem statement is correctly formulated. In population dynamics, demographic fluctuations affect only future generations, so Itô’s formulation appears naturally.
\[
\frac{\partial \Psi}{\partial t} - \hat{H}_p \Psi = e^{\frac{v_d \xi'}{2D}} \left[ \rho_d(\xi(1)) + \frac{1}{\sqrt{N}} \Gamma(\rho_d) \eta \right],
\]

(107)

where \( \hat{H}_p \) is a Hermitian operator:

\[
\hat{H}_p = D \frac{\partial^2}{\partial \xi^2} - \frac{v_d^2}{4D} + r(\rho_d) + r'(\rho_d) \rho_d.
\]

(108)

We solve Eq. (107) using the method of separation of variables. Let us denote the eigenvalues and normalized eigenvectors of \( \hat{H}_p \) by \( \lambda_l \) and \( h_l \) respectively. The index \( l \) labels both discrete and continuous parts of the spectrum of \( \hat{H}_p \) such that \( \lambda_l \) are in the decreasing order; \( l = 0 \) corresponds to the zero mode. In the basis of \( h_l \), we express \( \Psi \) as:

\[
\Psi(t, \xi) = \sum_l a_l(t) h_l(\xi).
\]

(109)

The unknown coefficients \( a_l(t) \) are determined by projecting Eq. (107) on \( h_l \):

\[
\frac{da_l}{dt} - \lambda_l a_l = \int_{-\infty}^{+\infty} e^{\frac{v_d \xi'}{2D}} \left[ \rho_d(\xi(1)) + \frac{1}{\sqrt{N}} \Gamma(\rho_d) \eta \right] h_l d\xi.
\]

(110)

and then solving these linear equations:

\[
a_l(t) = \int_{-\infty}^{t} e^{\lambda_l(t-\tilde{t})} \left\{ \int_{-\infty}^{+\infty} e^{\frac{v_d \xi'}{2D}} \left[ \rho_d(\xi(1)) + \frac{1}{\sqrt{N}} \Gamma(\rho_d) \eta \right] h_l(\xi) d\xi \right\} d\tilde{t}.
\]

(111)

Here, we assumed that the front has been propagating for a very long time and, therefore, set the lower integration limit of the integral over \( \tilde{t} \) to \(-\infty \). The next step is to substitute the solution for \( \xi'(1) \) from Eq. (83):

\[
a_l(t) = \frac{1}{\sqrt{N}} \int_{-\infty}^{t} e^{\lambda_l(t-\tilde{t})} \left\{ \int_{-\infty}^{+\infty} e^{\frac{v_d \xi'}{2D}} \rho_d(\xi(1)) \eta(\tilde{t}, \xi) - h_0(\tilde{t}) \int_{-\infty}^{+\infty} e^{\frac{v_d \xi'}{2D}} \Gamma(\rho_d) \eta(\tilde{t}, \xi) h_0(\xi) d\xi \right\} h_l(\xi) d\xi \right\} d\tilde{t},
\]

(112)

where we used the fact that

\[
h_0(\xi) = \frac{e^{\frac{v_d \xi'}{2D}} \rho_d(\xi)}{\sqrt{\int_{-\infty}^{+\infty} e^{\frac{v_d \xi'}{2D}} [\rho_d(\xi)]^2 d\xi}},
\]

(113)
and, therefore,

\[
\xi'(1)(t) = -\frac{1}{\sqrt{N}} \int_{-\infty}^{+\infty} e^{\frac{v_d \zeta}{2D}} \Gamma(\rho_d(\zeta)) \eta(t, \zeta) h_0(\zeta) d\zeta.
\]

Equation (112) is further simplified by carrying out the integration over \(\zeta\) in the last term and using the orthogonality of \(h_0\) and \(h_l\) for \(l > 0\):

\[
a_l(t) = 1 - \frac{\delta_{0l}}{\sqrt{N}} \int_{-\infty}^{t} e^{\lambda_l(t-\tilde{t})} \left\{ \int_{-\infty}^{+\infty} e^{\frac{v_d \zeta}{2D}} \Gamma(\rho_d(\zeta)) \eta(\tilde{t}, \zeta) h_l(\zeta) d\zeta \right\} d\tilde{t},
\]

Note that, \(a_0 = 0\) consistent with the solvability condition that \(\Delta \rho(1)\) has a vanishing projection on the zero mode.

With the solution for \(\Delta \rho(1)\) at hand, we proceed to calculate the average \([\Delta \rho(1)]^2\) that enters Eq. (105):

\[
\langle [\Delta \rho(1)(t, \zeta)]^2 \rangle = \sum_{l_1 > 0} \sum_{l_2 > 0} h_{l_1}(\zeta) h_{l_2}(\zeta) \langle a_{l_1}(t) a_{l_2}(t) \rangle
\]

\[
= \frac{1}{N} \sum_{l_1 > 0} \sum_{l_2 > 0} h_{l_1}(\zeta) h_{l_2}(\zeta) \frac{-1}{\lambda_{l_1} + \lambda_{l_2}} \int_{-\infty}^{+\infty} e^{\frac{v_d \zeta}{2D}} \Gamma(\rho_d(\zeta)) h_{l_1}(\zeta) h_{l_2}(\zeta) d\zeta.
\]

Upon substituting this result into Eq. (105), we obtain

\[
\Delta v = -v_d \frac{D_f}{2D} \frac{1}{N} \int_{-\infty}^{+\infty} e^{\frac{v_d \zeta}{2D}} [\rho_d(\zeta)]^2 d\zeta \times
\]

\[
\sum_{l_1 > 0} \sum_{l_2 > 0} \left[ \int_{-\infty}^{+\infty} e^{\frac{v_d \zeta}{2D}} \gamma_n(\rho_d(\zeta)) \rho_d(\zeta) h_{l_1}(\zeta) h_{l_2}(\zeta) d\zeta \right] \frac{1}{\lambda_{l_1} + \lambda_{l_2}} \left[ \int_{-\infty}^{+\infty} e^{\frac{v_d \zeta}{2D}} \rho_d(\zeta) \frac{1}{2} \left[ r''(\rho_d) \rho_d + 2 r'(\rho_d) h_{l_1}(\zeta) h_{l_2}(\zeta) d\zeta \right] \right].
\]

Since the eigenvectors \(h_l\) decay at least as fast as \(h_0 \sim e^{\frac{v_d \zeta}{2D}}\) as \(\zeta \to +\infty\), all the integrands in Eq. (117) decay faster than \(e^{-(3k-2v_d/D)\zeta}\). For fully-pushed waves, all the integrals converge, and the correction to the velocity scales as \(1/N\). For semi-pushed waves, the term with \(D_f\) shows the fastest divergence with the cutoff and, therefore, determines the scaling of \(\Delta v\) with \(N\).

**VIII. Rate of diversity loss, \(\Lambda\)**

In this section, we describe how genetic diversity is lost during a range expansion and provide the derivation of Eq. (4) from the main text, which was first derived in Ref. [37]. For simplicity, we
consider an expansion that started with two neutral genotypes present throughout the population and determine how the probability to sample two different genotypes at the front decreases with time. The calculation of $\Lambda$ is based on the perturbation theory in $1/N$ and relies on a mean-field assumption that $n(t, x)$ can be approximated by $\langle n(t, x) \rangle$. This analysis is asymptotically exact for fully-pushed waves and could be extended to semi-pushed and pulled waves by applying a cutoff at large $\zeta$ as we show in section IX. The current section contain no new results except for the calculation of $\Lambda$ in exactly solvable models of fully-pushed waves.

Forward-in-time analysis of the decay of heterozygosity

We quantify the genetic diversity in the population by the average heterozygosity:

$$H(t, \zeta_1, \zeta_2) = \langle f(t, \zeta_1)[1 - f(t, \zeta_2)] + [1 - f(t, \zeta_1)]f(t, \zeta_2) \rangle,$$

which is the probability to sample two different genotypes at positions $\zeta_1$ and $\zeta_2$ in the comoving reference frame at time $t$. Here, $f$ denotes the frequency of one the two genotypes; the frequency of the other genotype is $1 - f$.

To obtain a closed equation for the dynamics of $H$, we assume that $n(t, \zeta)$ is given by its non-fluctuating stationary limit, $n(\zeta)$, from Eq. (13). Then, we differentiate Eq. (118) with respect to time and use Eq. (58) to eliminate the time derivatives of $f$. The result reads

$$\frac{\partial H}{\partial t} = (\mathcal{L}_{\zeta_1} + \mathcal{L}_{\zeta_2}) H - \delta(\zeta_1 - \zeta_2) \frac{\gamma f(n)}{n} H,$$

where

$$\mathcal{L}_{\zeta} = D \frac{\partial^2}{\partial \zeta^2} + v \frac{\partial}{\partial \zeta} + 2D \ln n \frac{\partial}{\partial \zeta}.$$

we note that the first term in Eq. (119) follows from the rules of regular calculus, but the last term arises due to the Itô formula of stochastic calculus, which prescribes how to compute derivatives of nonlinear functions; see Refs. [74, 75, 80, 87]. This last term encapsulates the effect of genetic drift and ensures that genetic diversity decays to zero due to the fixation of one of the genotypes.

Since $H$ obeys a linear equation, it will decay to zero exponentially in time with the decay rate given by the solution of the following eigen-value problem:

$$-\Lambda H = (\mathcal{L}_{\zeta_1} + \mathcal{L}_{\zeta_2}) H - \delta(\zeta_1 - \zeta_2) \frac{\gamma f(n)}{n} H,$$

where we seek the smallest $\Lambda$ or alternatively the largest eigenvalue of the operator on the right hand side.
We compute $\Lambda$ perturbatively by treating $1/N$ as a small parameter. To the zeroth order, we can neglect the last term in Eq. (121) because it scales as $1/N$. Without the sink term, Eq. (119) admits a constant stationary solution ($H(t, \zeta) = \text{const}$), so the smallest decay rate is zero. Thus, the zeroth order solution of Eq. (121) reads

$$\Lambda = 0, \quad R(\zeta_1, \zeta_2) = 1,$$  \hspace{1cm} (122)

where we used the notation from quantum mechanics for the right eigenvector of $L_{\zeta_1} + L_{\zeta_2}$; see Ref. [88, 89]. Because $L_{\zeta}$ contains terms linear in $\partial / \partial \zeta$, the operator in Eq. (121) is not Hermitian. Therefore, also need $\langle L \rangle$, the left eigenvector of $L_{\zeta_1} + L_{\zeta_2}$, to compute the first order correction. It is not difficult to guess $\langle L \rangle$ because it corresponds to the right eigenvector of the adjoint operator, and we already obtained the stationary distribution for $\partial S / \partial \tau = L_{\zeta}^+ S$ when we discussed the patterns of ancestry. Since $L_{\zeta_1}$ and $L_{\zeta_2}$ act on different variables, the sought-after eigen function is the product of the eigen functions of these two operators:

$$L(\zeta_1, \zeta_2) = n^2(\zeta_1)e^{\zeta_1 v / D}n^2(\zeta_2)e^{\zeta_2 v / D}.$$  \hspace{1cm} (123)

The first order correction to $\Lambda$ is given by the standard formula [74, 75]:

$$\Lambda = \frac{\int_{-\infty}^{+\infty} d\zeta_1 \int_{-\infty}^{+\infty} d\zeta_2 L(\zeta_1, \zeta_2) \delta(\zeta_1 - \zeta_2) \frac{2\gamma f(n)}{n^3} R(\zeta_1, \zeta_2)}{\int_{-\infty}^{+\infty} d\zeta_1 \int_{-\infty}^{+\infty} d\zeta_2 L(\zeta_1, \zeta_2) R(\zeta_1, \zeta_2)}. \hspace{1cm} (124)$$

We now use the expressions of $L(\zeta_1, \zeta_2)$ and $R(\zeta_1, \zeta_2)$ from Eqs. (122) and (123) and obtain the final result:

$$\Lambda = \frac{\int_{-\infty}^{+\infty} \gamma f(n(\zeta)) n^3(\zeta) e^{2\zeta v / D} d\zeta}{\left( \int_{-\infty}^{+\infty} n^2(\zeta) e^{\zeta v / D} d\zeta \right)^2}. \hspace{1cm} (125)$$

which becomes identical to Eq. (4) in the main text upon substituting $n = N\rho$. This result was first obtained in Ref. [37].

For fully-pushed waves, all the integrals in Eq. (125) converge and one can obtain the dependence of $\Lambda$ on model parameters by dimensional analysis. Specifically, each factor of $n$ contributes a factor of $N$, and each $d\zeta$ contributes a width of the front (the integrands rapidly tend to zero in the bulk and the leading edge). In total, $\Lambda$ is inversely proportional to the product of $N$ and front width, i.e. to the number of individuals at the front. This result is quite intuitive because, in well-mixed populations, the rate of diversity loss scales as the total population size, and $\Lambda^{-1}$ is often denoted as an effective population size [90]. Thus, the neutral evolution in a fully-pushed wave could be approximated by that in a well-mixed population consisting of all the organisms at the front. In
contrast, only the very tip of the front drives the evolutionary dynamics in semi-pushed and pulled waves.

Equation (125) also suggests that the deterministic approximation for \( n(t, \zeta) \) that we made in Eq. (119) is asymptotically exact for fully-pushed waves. Indeed, the main contribution to the integrals in Eq. (125) comes for the interior regions of the front, where the fluctuations in \( n \) are small compared to the mean population density.

Finally, we note that one can avoid using the perturbation theory for non-Hermitian operators to derive Eq. (124). Specifically, one can recast \((\mathcal{L}_{\zeta_1} + \mathcal{L}_{\zeta_1})\) in a Hermitian form by finding a function \( \beta(\zeta) \) such that \((\mathcal{L}_{\zeta_1} + \mathcal{L}_{\zeta_1})\beta(\zeta_1)\beta(\zeta_2)\Psi(t, \zeta_1, \zeta_2) = \beta(\zeta_1)\beta(\zeta_2)\mathcal{H}\Psi(t, \zeta_1, \zeta_2)\), where \( \mathcal{H} \) is a Hermitian operator, which contains no terms linear in \( \partial/\partial\zeta_1 \) or \( \partial/\partial\zeta_2 \). Then, the substitution: \( H(t, \zeta_1, \zeta_2) = \beta(\zeta_1)\beta(\zeta_2)\Psi(t, \zeta_1, \zeta_2) \) converts Eq. (121) into a Hermitian eigen-value problem.

The following equations summarize the main steps in this approach:

\[
\beta(\zeta) = n^{-1}(\zeta)e^{-\frac{\zeta}{2D}},
\]

\[
\mathcal{H} = D \frac{\partial^2}{\partial \zeta_1^2} - \left( \frac{D}{n(\zeta_1)} \frac{\partial^2 n(\zeta_1)}{\partial \zeta_1^2} + \frac{v}{n(\zeta_1)} \frac{\partial n(\zeta_1)}{\partial \zeta_1} + \frac{v^2}{4D} \right) + D \frac{\partial^2}{\partial \zeta_2^2} - \left( \frac{D}{n(\zeta_2)} \frac{\partial^2 n(\zeta_2)}{\partial \zeta_2^2} + \frac{v}{n(\zeta_2)} \frac{\partial n(\zeta_2)}{\partial \zeta_2} + \frac{v^2}{4D} \right),
\]

\[
h_0(\zeta_1, \zeta_2) = \frac{1}{\beta(\zeta_1)}\frac{1}{\beta(\zeta_2)} = n(\zeta_1)e^{\frac{\zeta}{2D}}n(\zeta_2)e^{\frac{\zeta}{2D}},
\]

(126)

where \( h_0(\zeta) \) is the eigenvector corresponding to the zero eigenvalue. This eigenvector is easily obtained from the reverse transformation from \( H \) to \( \Psi \) and the fact that \( H = \text{const} \) is the right eigenvector of the original operator, \((\mathcal{L}_{\zeta_1} + \mathcal{L}_{\zeta_1})\).

Since the eigenvalues of \( \mathcal{H} \) coincide with the eigenvalues of \((\mathcal{L}_{\zeta_1} + \mathcal{L}_{\zeta_1})\), one can compute \( \Lambda \) by the standard formula:

\[
\Lambda = \frac{\int_{-\infty}^{\infty} \int_{-\infty}^{\infty} h_0(\zeta_1, \zeta_2)\delta(\zeta_1 - \zeta_2)\frac{\gamma(t,n(\zeta_1))}{n(\zeta_1)}h_0(\zeta_1, \zeta_2)d\zeta_1d\zeta_2}{\int_{-\infty}^{\infty} h_0^2(\zeta_1, \zeta_2)d\zeta_1d\zeta_2}.
\]

(127)

It is now easy to see that Eqs. (126) and (127) lead to the same expression for \( \Lambda \) as in Eq. (125).

Backward-in-time analysis of lineage coalescence

To complement the forward-in-time analysis, we show how \( \Lambda \) can be computed by tracing ancestral lineages backward in time. One advantage of this approach is that it provides a more intuitive explanation of Eq. (125). The discussion of this approach closely follows Ref. [37].

We motivate the backward-in-time approach by considering how \( H \) can be estimated from its definition as the probability to sample two different genotypes. To determine whether the genotypes are different, we trace their ancestral lineages backward in time and observe that only two outcomes are possible: Either the lineages never interact with each other until they hit the initial conditions or
the lineages coalesce, i.e. converge on the same ancestor, at some point during the range expansion. In the former case, the probability to be different is determined by the initial heterozygosity of the population. In the latter case, the probability to be different is zero because we do not allow mutations. Thus, \( H(t, \zeta_1, \zeta_2, \zeta_3) \) is intimately related to the probability that two lineages sampled at time \( t \) at positions \( \zeta_1 \) and \( \zeta_2 \) have not coalesced up to time \( \tau \) into the past and were present at \( \zeta_1 \) and \( \zeta_2 \) at time \( t - \tau \); the superscripts distinguish between the positions of the descendants and the ancestors. To simplify the notation, we suppress descendent-related variables, drop the subscripts, and write this probability as \( S(2) \) from \( S \), which denotes the position of a single ancestral lineage.

The dynamical equation for \( S(2) \) can be derived either from the forward-in-time formulation for \( H \) or directly from the dynamics of ancestral lineages. The result reads

\[
\frac{\partial S^{(2)}}{\partial \tau} = \left( \mathcal{L}^+_{\zeta_1} + \mathcal{L}^+_{\zeta_2} \right) S^{(2)} - \delta(\zeta_1 - \zeta_2) \frac{\gamma_f(n)}{n} S^{(2)},
\]

where the first term describes the motion of the two ancestral lineages, and the last term accounts for the lineage coalescence. As expected, the rate of coalescence events is inversely proportional to the local effective population size \( n/\gamma_f \); see \([57, 58, 90]\). Because the linear operators on the right hand side of Eqs. (128) and (119) are adjoint to each other, their eigenvalues coincide. Therefore, the temporal decay of \( S^{(2)} \) is exponential in \( \tau \) with the decay rate equal to \( \Lambda \).

The expression for \( \Lambda \) that we obtained previously (see Eq. (125)) is much easier to interpret in the backward-in-time formulation. To show this, let us rewrite Eq. (125) as

\[
\Lambda = \int_{-\infty}^{+\infty} \frac{\gamma_f(n(\zeta))}{n(\zeta)} S^2(\zeta) d\zeta,
\]

where we used Eq. (38) to express \( \Lambda \) in terms of \( S(\zeta) \), the stationary distribution of the location of a single ancestral lineage. We can now see that the effective coalescence rate, \( \Lambda \), is given by the sum of the local coalescence rates, \( \gamma_f/n \), weighted by the probability that two lineages are present at the same location, \( S^2 \). Thus, the first order perturbation theory is equivalent to assuming that the positions of the two ancestral lineages are uncorrelated with each other and distributed according to their stationary distribution \( S(\zeta) \).

The last results also clarifies the difference between pulled, semi-pushed, and fully-pushed waves. For pulled waves, \( S(\zeta) \) is peaked at the leading edge and, since the coalescent rate peaks at the same location, the neutral evolution is driven by the very tip of the front. In semi-pushed waves, \( S(\zeta) \) is peaked in the interior of the front, but the \( 1/n \) increase in the coalescence rates at the front is sufficiently strong to keep all coalescent events at the front edge. Finally, in fully-pushed waves, the decay of \( S^2(\zeta) \) at the front is stronger than the increase in the coalescence rates, and most coalescence events occur in the interior of the front. Thus, the focus of diversity is located in the interior of the front in fully-pushed waves, but at the front edge in pulled and semi-pushed waves.

Explicit results for \( \Lambda \) in exactly solvable models and connection

In the regime of fully-pushed waves, we can evaluate \( \Lambda \) explicitly for the exactly solvable models
introduced in section I. Specifically, we find that

\[ \Lambda = \frac{\gamma_f}{4\pi N} \sqrt{\frac{g_0}{2D}} \frac{1 - 4\rho^*}{\rho^*} \tan 2\pi \rho^* \]  

(130)

for the model specified by Eq. (24) with \( \gamma_f(n) \) that does not depend on \( n \) and is equal to \( \gamma_f^0 \). Note that the choice of \( \gamma_f(n) \) is not specified by the deterministic model of population growth and needs to be determined from the microscopic dynamics, from phenomenological considerations, or empirically. For most commonly used models, \( \gamma_f(n) \) is a constant. In our simulations, this constant is \( 1 / (a\tau) \), where \( \tau \) is the generation time and \( a \) is the spatial scale over which genetic drift is correlated. However, different \( \gamma_f \) are possible. For example, \( \gamma_f = \gamma_f^0 (1 - n/N) \) could be appropriate for models that allow no births or deaths once the population has reached the carrying capacity. In such models \( \gamma_f(N) = 0 \), and genetic drift operates only at the front.

For completeness, we also provide the results for other models and different choices of \( \gamma_f(n) \):

\[ \Lambda = \frac{\gamma_f^0}{6\pi N} \sqrt{\frac{g_0}{2D}} \frac{(1 - 2\rho^*)(1 - 4\rho^*)}{\rho^*} \tan 2\pi \rho^* \]  

(131)

for the model specified by Eq. (24) with \( \gamma_f = \gamma_f^0 (1 - n/N) \),

\[ \Lambda = \frac{\gamma_f^0}{4\pi N} \sqrt{\frac{r_0 B}{2D}} (B + 4) \tan \frac{2\pi}{B} \]  

(132)

for the model of cooperative growth defined in the main text with \( \gamma_f = \gamma_f^0 \);

\[ \Lambda = \frac{\gamma_f^0}{6\pi N} \sqrt{\frac{r_0 B}{2D}} \frac{(B + 2)(B + 4)}{B} \tan \frac{2\pi}{B} \]  

(133)

for the model of cooperative growth defined in the main text with \( \gamma_f = \gamma_f^0 (1 - n/N) \).

**IX. Cutoffs for deterministic and fluctuating fronts**

The integrands that appear in the expressions for \( \Delta v \), \( D_f \), and \( \Lambda \) diverge near the front edge in pulled and semi-pushed waves. Since there are no organisms sufficiently far ahead of the front, these divergences are technical artifacts that do not represent the actual dynamics of the traveling wave. For example, in our calculation of \( \Lambda \), the divergence appears because we approximate the wave front by the stationary, deterministic profile, \( n(\zeta) \), from Eq. (13). In this section, we show how to remove these divergences by applying a cutoff at large \( \zeta \). The value of the cutoff, \( \zeta_c \), scales as \( \ln(N)/q \) for fluctuating fronts, but as \( \ln(N)/k \) for deterministic fronts with \( \gamma_n = 0 \); \( k \) and \( q \) are given in Eq. (19). The derivation of \( \zeta_c \sim \ln(N)/q \) is the main new result in this section.
**Cutoff for deterministic fronts**

A cutoff for the growth rate was first introduced in the context of pulled waves [1]. The primary motivation for the cutoff was to compute the corrections to the wave velocity and to resolve the velocity-selection problem, i.e. to explain why the simulations of discrete entities never exhibit waves with velocities greater than \( v_f \) even though such solutions are possible in the continuum limit.

The naive argument for a cutoff is that there should be no growth in areas where the average number of individuals falls below one per site in lattice models or one per typical dispersal distance in models with continuous space. We denote the relevant spatial scale, i.e. the distance between lattice sites or the dispersal distance, by \( a \), so the cutoff density is \( 1/a \). Since, at such low densities, the front shape is well approximated by the asymptotic solution \( n \sim N e^{-k\zeta} \), the value of the cutoff is given by

\[
\zeta_c = \frac{1}{k} \ln(Na).
\]

(134)

While this cutoff regularizes all the integrals and captures the gross effects of the stochastic dynamics, it is not quantitatively accurate for fluctuating fronts. Previous studies showed significant differences between the predictions of Eq. (134) and simulations and argued that the factor multiplying \( \ln(N) \) in Eq. (134) should be different from \( 1/k \) [33]. The main goal of this section is to derive the correct cutoff for fluctuating fronts.

Before proceeding with fluctuating fronts, however, it is important to point out that Eq. (134) prescribes the correct cutoff for deterministic models with discrete entities [91]. In such models, the main effect of discreteness is simply the absence of growth for \( n < 1/a \), and, therefore, Eq. (134) does apply. Our simulations show clear differences in the scaling of \( \Delta v \) and \( \Lambda \) with \( N \) for deterministic and fluctuating fronts (Fig. 13). Moreover, these differences are explained entirely by the different cutoffs that one needs to apply for fluctuating and deterministic fronts.

**Cutoff for fluctuating fronts**

Analysis of fluctuating fronts is a challenging problem that is typically addressed by matching the nonlinear quasi-deterministic dynamics at the bulk of the front and the linear, but stochastic dynamics at the front edge [24]. Recently, a more rigorous approach has been developed in Refs. [56, 81], which relies on modifying the reaction-diffusion model to ensure that the hierarchy of moment equations closes exactly. The details of this approach are sufficiently technical and tangential to the main issues discussed in this paper, so we do not discuss them here. Instead, we refer the readers to Ref. [56] for a self-contained presentation of the new method.

For our purpose, the most useful result from Ref. [56] is that the deterministic equation for the steady-state density profile needs to be modified as

\[
Dn'' + vn' + r(n)n - \frac{\gamma_n(n)n^2 e^{-\nu\zeta}}{\int_{-\infty}^{+\infty} n^2 e^{-\nu\zeta} d\zeta} = 0;
\]

(135)
see Eq. (10) in Ref. [56].

The only difference between Eq. (135) and Eq. (13) is an additional term, which, as we show below, effectively imposes a cutoff on the growth rate. To quantify the magnitude of the new term, it is convenient to define a ratio between the terms due to front fluctuations and population growth:

\[
E(\zeta) = \frac{\gamma_n(n)n^2e^{\frac{v\zeta}{D}}}{r(n)n} = \frac{\gamma_n(n)ne^{\frac{v\zeta}{D}}}{r(n)\int_{-\infty}^{\infty} n^2e^{\frac{v\zeta}{D}}d\zeta}.
\]

(136)

Note that the first three terms in Eq. (135) are of the same order at the front, so any one of them could be used to define \(E\).

Since we are only interested in the behavior of \(E\) near the front edge, \(E\) can be further simplified as

\[
E(\zeta) \approx \frac{\gamma_n(0)ne^{\frac{v\zeta}{D}}}{r(0)\int_{-\infty}^{\infty} n^2e^{\frac{v\zeta}{D}}d\zeta} = \frac{\gamma_n(0)v\rho e^{\frac{v\zeta}{D}}}{r(0)DNI},
\]

(137)

where, in the last equality, we made the dependence on all dimensional quantities explicit by using \(\rho = n/N\) and introducing a non-dimensional integral

\[
I = \int_{-\infty}^{\infty} \rho^2(\zeta)e^{\frac{v\zeta}{D}}d\left(\frac{v\zeta}{D}\right).
\]

(138)

To obtain the scaling behavior of \(E\) for large \(\zeta\), we approximate \(\rho\) as \(e^{-k\zeta}\) and replace \(v/D\) by \(k + q\) (see Eq. (19))

\[
E \sim e^{-\zeta(k-v/D)} \sim e^{q\zeta}.
\]

(139)

Note that \(q\) is defined in Eq. (18) as the decay rate for the solution of Eq. (17) that is inconsistent with the boundary conditions. Therefore, \(q\) corresponds to the unphysical part of the solution for \(\rho\) and does not directly enter the asymptotic behavior of the population density. In the following, \(q\) is often used instead of \(v\) to make the formulas more compact.

We now determine the cutoff \(\zeta_c\) for all subtypes of traveling waves. The main idea is to check whether the solution of Eq. (13) is consistent with the addition of a term due to front fluctuations in Eq. (135). If the solution is consistent, then no cutoff is necessary. If the solution is not consistent, then it can be valid only up to some critical \(\zeta\), which acts as an effective cutoff.

**Cutoff for pushed waves expanding into a metastable state**

When the invaded state is metastable, the low-density growth rate is negative, and, therefore, \(q < 0\);
see Eq. (19). In consequence, \( E \to 0 \) as \( \zeta \to +\infty \), and front fluctuations have a negligible effect on wave dynamics. Thus, no cutoff is necessary, i.e. \( \zeta_c = +\infty \).

**Cutoff for pushed waves expanding into an unstable state**

When the invaded state is unstable, \( q \) is positive, and \( E \) diverges as \( \zeta \to +\infty \). This contradicts Eq. (135), where all terms need to cancel out. To satisfy the equation, \( \rho \) must decay faster than \( e^{-k\zeta} \) at the front beyond some critical \( \zeta_c \), so that \( E \) never becomes much greater than one. The value of \( \zeta_c \) is then determined by the solution of \( E(\zeta_c) = 1 \) with the deterministic approximation for \( \rho \).

Hence, we substitute \( \rho \sim e^{-k\zeta} \) in Eq. (137) and find that

\[
\zeta_c = \frac{1}{q} \ln \left( \frac{N D r(0) I}{v \gamma_n(0)} \right) = \frac{1}{q} \ln \left( \frac{N r(0) I}{k + q \gamma_n(0)} \right) \sim \frac{1}{q} \ln N.
\]

(140)

This is the most important result of this section because it determines the novel scaling behavior of \( \Delta v \), \( D_f \), and \( \Lambda \) in semi-pushed waves. To the best of our knowledge, Eq. 140 is a new finding.

Since \( q < k \), fluctuating fronts have a larger \( \zeta_c \) than deterministic fronts. In consequence, the normalized cutoff density \( \rho_c = e^{-k\zeta_c} \) scales as \( N^{-k/q} \) for fluctuating fronts rather than as \( N^{-1} \).

The applicability of the continuum theory for \( \rho < 1/N \) seems counter-intuitive, not only because the expected number of organisms at a site falls below one, but also because fluctuations should appreciably modify the profile density at least when \( \rho < 1/\sqrt{N} \), i.e. well before the naive 1/\( N \) cutoff. The key problem with this argument is that it assumes a continual front and neglects the possibility that a sufficiently large group of organisms can occasionally expand well ahead of the deterministic front \([21, 92]\). Such front excursions prevent a sharp cutoff in the population density below 1/\( N \). More importantly, they significantly amplify both genetic drift and front wandering.

In the continuum theory, this increase in fluctuations is captured by greater \( \zeta \), which increases both \( \Lambda \) and \( D_f \).

**Cutoff for pulled waves**

For pulled waves, \( q > 0 \), and we obtain the value of the cutoff by solving \( E(\zeta_c) = 1 \) just as for semi-pushed waves:

\[
\gamma_n(0) \rho(\zeta_c) e^{\frac{k\zeta_c}{v}} = r(0) N \int_{-\infty}^{\zeta_c} \rho^2(\zeta) e^{\frac{\zeta}{v}} d\zeta.
\]

(141)

Note, however, that there are two important differences in the calculation for pulled compared to semi-pushed waves. First, the integral \( I \) diverges and needs to be cut off at \( \zeta_c \). Second, the front shape also acquires corrections due to the cutoff and needs to be determined self-consistently. This sensitivity of the front shape originates from the degeneracy \( k = q \) that occurs in pulled waves. In the continuum limit, this degeneracy modifies the scaling of \( \rho \) from \( e^{-k\zeta} \) to \( k \rho e^{-k\zeta} \). For a fluctuating front, however, the wave velocity deviates slightly from \( v_f \), and the correction to the front shape is different.

The shape of the front can be obtained by setting the growth rate to zero for \( \zeta > \zeta_c \) and solving the resulting equation for \( \rho(\zeta) \); see Refs. [1, 33, 35]. The result reads
\[ \rho(\zeta) \sim \frac{k_F \zeta_c}{\pi} \sin \left( \frac{\pi \zeta_c - \zeta}{\zeta_c} \right) e^{-k_F \zeta} . \]  

(142)

Upon substituting this result in Eq. (141), we find the following condition on \( \zeta_c \):

\[ e^{k_F \zeta_c} \sim \frac{1}{2\pi^2} \frac{r(0)N}{\gamma_n(0)k_F} (k_F \zeta_c)^3; \]  

(143)

where we shifted \( \zeta_c \) in the argument of the sine by \( 1/k_F \), which does not change the asymptotic scaling of the exponential term, but avoids setting the left hand side to zero. To solve Eq. (143), we treat \( (k_F \zeta_c)^3 \) as a small perturbation compared to \( \frac{r(0)N}{\gamma_n(0)k_F} \) and obtain that, up to additive numerical factors, the leading behavior of \( \zeta_c \) is given by

\[ \zeta_c = \frac{1}{k_F} \ln \left( \frac{r(0)N}{\gamma_n(0)k_F} \right) + \frac{3}{k_F} \ln \left[ \ln \left( \frac{r(0)N}{\gamma_n(0)k_F} \right) \right] \sim \frac{1}{k_F} \ln N + \frac{3}{k_F} \ln \ln N. \]  

(144)

Note that the second order term cannot be neglected in the calculation of \( \Delta v \), \( D_f \), and \( \Lambda \) because these quantities have terms that scale both linearly and exponentially with \( \zeta_c \). Equation (144) was first motivated phenomenologically in Ref. [35] and then derived more rigorously in Ref. [56].

X. Scaling of \( \Delta v \), \( D_f \), and \( \Lambda \) in pulled, semi-pushed, and fully-pushed waves

In this section, we synthesize the results of the perturbation theory for \( \Delta v \), \( D_f \), and \( \Lambda \) and supplement them with an appropriate cutoff \( \zeta_c \) when needed. We show that pushed waves consist of two distinct classes. In fully-pushed waves, the fluctuations scale as \( 1/N \) consistent with the central limit theorem, but, in semi-pushed waves, non-trivial power scaling occurs. The exponent of this power law depends only on \( v/v_F \) and is the same for \( \Delta v \), \( D_f \), and \( \Lambda \). For completeness, also provide the corresponding results for pulled waves and models with deterministic fronts. While most results of the perturbation theory are not new, the synthesis of these results, the application of an appropriate cutoff, and the discovery of semi-pushed waves are novel contributions of this paper.

The main results of the perturbation theory are given by Eq. (117) for the correction to wave velocity, by Eq. (87) for the effective diffusion constant of the front, and by Eq. (125) for the rate of diversity loss. All of these equations, have a similar form and contain a ratio of two integrals. Both integrals converge for \( \zeta \to -\infty \), but they could diverge for \( \zeta \to +\infty \). At the front, the integrands in the numerator scale as \( e^{-(3k-2v/D)\zeta} \), and the integrands in the denominators scale as \( e^{-(2k-v/D)\zeta} \); therefore, the integrals in the denominators always converge when the integrals in the numerators converge. Since the ratio of \( k \) to \( v/D \) depends on the degree to which the growth is cooperative, the integrals could change their behavior as cooperativity is varied. A change from convergence to divergence in either of the integrals corresponds to a transitions between different classes of waves. Below we consider each class separately.

1/\( N \) scaling in fully-pushed waves

The class of fully-pushed waves is defined by the requirement that all integrals converge. In this
case, the perturbation theory is well-posed without a cutoff and provides not only the scaling, but also the exact values of $\Delta v$, $D_f$, and $\Lambda$. Straightforward dimensional analysis shows that all three quantities scale as $1/N$, i.e. the central limit theorem holds.

The convergence of integrals requires that $kD/v$ is greater than $2/3$. For waves expanding into an metastable state, $kD/v > 1$ (see Eq. (19)), so these waves are always fully-pushed. For expansions into an unstable state, it is convenient to express the convergence condition only as a function of $v$ using Eq. (19):

$$v \geq \frac{3}{2\sqrt{2}}v_p. \quad (145)$$

where $v_p = 2\sqrt{Dr(0)}$ is the linear spreading velocity. We emphasize that $v_p$ serves only as convenient notation for $2\sqrt{Dr(0)}$; in particular, the wave is not pulled, and the wave velocity is greater than $v_p$.

Equation (145) immediately implies that not every pushed wave is fully-pushed. Indeed, only $v > v_p$ is required for a wave to be pushed, which is a weaker condition than Eq. (145). Because $v/v_p$ increases with cooperativity, fully-pushed waves occur once cooperativity exceeds a certain threshold.

We can also express the condition that $kD/v > 2/3$ in terms of $k$ and $q$ using Eq. (19). Because $v/D = k + q$, this convergence condition is equivalent to $k > 2q$. For all pushed waves, $k > q$, but a stronger inequality is required for fully-pushed waves. Note that $q < 0$ for waves propagating into a metastable state, so $k > q$ is satisfied.

Finally, we discuss the effects of a cutoff derived in the previous section. For expansions into a metastable state, $\zeta_c = +\infty$, i.e. no cutoff is necessary. For expansions into an unstable state, the theory suggest a finite cutoff: $\zeta_c \sim \ln(N)/q$. Note, however, that the application of this cutoff in the formulas for $\Delta v$, $D_f$, and $\Lambda$ only produces subleading corrections to the $1/N$ scaling because convergent integrals are insensitive to small changes in their upper limit of integration.

$N^\alpha$ scaling in semi-pushed waves

We now proceed to the second class of pushed waves, for which the integrals in the numerators diverge, i.e. $v < \sqrt{9/8}v_p$. We term the waves in this class semi-pushed because the fluctuations at the front make a significant contribution to their dynamics. Note that the integrals in the denominators converge for all pushed waves because $kD/v > 1/2$; see Eq. (19).

To estimate the scaling of $\Delta v$, $D_f$, and $\Lambda$, we cut off the integrals in the numerators at $\zeta_c \sim \ln(N)/q$ and find that three quantities scale as $N^\alpha$ with $\alpha$ given by

$$\alpha = -2 \frac{\sqrt{1 - v_p^2/v^2}}{1 - \sqrt{1 - v_p^2/v^2}}. \quad (146)$$

The details of this calculation for $\Lambda$ are summarized below.
\[
\Lambda = \frac{1}{N} \frac{\int_{-\infty}^{\zeta_c} \gamma_f(\rho) \rho^2(\zeta) e^{\frac{2\nu \zeta}{\rho}} d\zeta}{\left( \int_{-\infty}^{\infty} \rho^2(\zeta) e^{\frac{2\nu \zeta}{\rho}} d\zeta \right)^2} \sim \frac{1}{N} \frac{\gamma_f(0) \int_{-\infty}^{+\infty} e^{-(k-2q)\zeta} d\zeta}{(I_D v)^2} \sim \frac{(k + q)^2 \gamma_f(0) e^{-\frac{(k-2q) q}{\nu}} \ln\left( \frac{N \gamma_f(0) f(0)}{\nu} \right)}{k - 2q},
\]

where we used Eqs. (19), (125), (138), and (140). The calculations for \(D_f\) and \(\Delta v\) are essentially the same.

**Logarithmic scaling in pulled waves**

The remaining possibility is that the integrals diverge in both numerators and denominators. This is the case for pulled waves because \(v_f = 2k_f D\). To compute the asymptotic scaling of \(D_f\) and \(\Lambda\), we use (87) and (125) together with the cutoff from Eq. (144) and the profile shape from Eq. (142). The results read

\[
D_f \sim \frac{\gamma_n(0)}{k_f^2} \ln^{-3} \left( \frac{N}{k_f} \right),
\]

\[
\Lambda \sim \gamma_f(0) \ln^{-3} \left( \frac{N}{k_f} \right).
\]

This completes our discussion of different scaling regimes in fluctuating fronts.

**Scaling with \(N\) in deterministic fronts**

Some of our results for fluctuating fronts depend on the specific choice of the cutoff \(\zeta_c = \ln(N)/q\). This cutoff is different from the naive expectation that \(\zeta_c = \ln(N)/k\) because occasional fluctuations establish a small population far ahead of the deterministic front. To understand the effect of such fluctuations, we now examine the properties of deterministic fronts, where \(\gamma_n = 0\), but there is a cutoff on the growth rate below \(\rho_c \sim 1/N\). Since deterministic fronts do not fluctuate, their diffusion constant is zero. Genetic drift, however, occurs even without any fluctuations in the total population size, so the rate of diversity loss is well-defined. Therefore, we focus on the scaling of \(\Lambda\) with \(N\) in this subsection.

Our analysis of fully-pushed waves remains unchanged because all the integrals converge, and a cutoff is not required. Thus, \(\Lambda \sim N^{-1}\) for fully-pushed waves with or without demographic fluctuations. Moreover, the transition point between fully-pushed and semi-pushed waves remains the same because it depends on the behavior of the integrands in Eq. (125) rather than on the value of the cutoff.

For semi-pushed waves, \(\zeta_c\) does enter the calculation and changes the value of \(\alpha\). For deterministic fronts, we find that
similarly to our results for the fluctuating fronts, $\alpha_{\text{deterministic}}$ approaches 0 and $-1$ near the transitions to pulled and fully-pushed waves. within the class of semi-pushed waves, however, $\alpha_{\text{deterministic}}$ is less than $\alpha$ for fluctuating fronts ($|\alpha_{\text{deterministic}}| > |\alpha_{\text{fluctuating}}|$), that is genetic drift is amplified by front fluctuations.

for pulled waves, we find that

$$\Lambda \sim \gamma_f(0) \ln^{-6}(N/k_x),$$

which further supports the fact that genetic drift is weaker without front fluctuations.

the ln$^{-6}$ N scaling was previously suggested for the diffusion constant of pulled waves based on the incorrect application of the naive cutoff [36]. Moreover, simulations that limited the extent of demographic fluctuations indeed observed that $D_t \sim \ln^{-6} N$ [91].

Comparison of $\Delta v$ due to a cutoff in growth and due to demographic fluctuations

we close this section by comparing the results for $\Delta v$ from the calculation based on the growth rate cutoff (Eq. (74)) and the calculation based on treating demographic noise as a perturbation (Eq. (117)). The former calculation always requires a cutoff even for fully-pushed waves and, therefore, does not signal the transition between different wave classes. In contrast, the latter calculation shows that $\Delta v \sim 1/N$ for fully-pushed waves and that a cutoff is necessary for semi-pushed waves. both equations predict the same scaling of $\Delta v$ with $N$ in semi-pushed waves provided the correct cutoff $\zeta_c = \ln(N)/q$ is used for fluctuating fronts. for fully-pushed waves, however, only Eq. (117) agrees with the $1/N$ scaling observed in simulations.

for deterministic fronts, only Eq. (74) is valid, and it predicts that

$$\Delta v_{\text{deterministic}} \sim N^{-(k-q)/k} \sim N^{-2 \sqrt{1-v_f^2/v^2}/1 + \sqrt{1-v_f^2/v^2}}.$$

Note that the exponent is different from the one in Eq. (149). thus, in deterministic fronts, $\Delta v$ and $\Lambda$ depend on $N$ differently. in particular, $\Delta v \sim 1/\sqrt{N}$ at the transition between semi-pushed and fully-pushed waves, and the $1/N$ scaling occurs only when $r(0) = 0$, i.e. at the transition between propagation into unstable and metastable states. For waves propagating into a metastable state, $\Delta v$ decays faster than $1/N$; such scaling is not possible for fluctuating fronts.

xi. precise definitions of the foci of growth, ancestry, and diversity

in this section, we consolidate the results obtained above on the spatial distribution of growth, ancestry, diversity processes within the wave front. We also provide the precise definitions of the
The spatial distribution of the per capita growth rate is given by
\[
growth \ distribution \sim r(n(\zeta)).
\] (152)

The mode of this distribution is the focus of growth. For monotonically decreasing \( r(n) \), the focus of growth is at the very edge of the front, i.e. at \( \zeta = \zeta_c \), but it is in the interior of the front otherwise.

The spatial distribution of the most recent common ancestor of the entire population at the front is given by Eq. (38):
\[
ancestry \ distribution \sim n^2(\zeta)e^{v\zeta/D}.
\] (153)

The mode of this distribution is the focus of ancestry, which is the most likely location of the most recent common ancestor. The focus of ancestry is located at \( \zeta = \zeta_c \) for pulled waves and in the interior of the front for pushed waves.

To characterise the contribution of the different regions of the front to genetic diversity, we consider the spatial distribution of the locations where two ancestral lineages coalesce. That is we consider the spatial location of the most recent common ancestor of two randomly sampled individuals. From Eq. (129), it follows that this distribution is given by
\[
diversity \ distribution \sim \frac{\gamma_f(n(\zeta))}{n(\zeta)}S^2(\zeta) \sim \gamma_f(n(\zeta))n^3(\zeta)e^{2v\zeta/D}.
\] (154)

The mode of this distribution is the focus of ancestry. The focus of diversity is located at \( \zeta = \zeta_c \) for pulled and semi-pushed waves and in the interior of the front for fully-pushed waves.

**XII. Computer simulations**

In this section, we explain the details of our computer simulations and the subsequent data analysis.

*Interpretation of the simulations as the Wright-Fisher model with vacancies*

Deterministic migration between patches followed by the Wright-Fisher sampling provides one of the most efficient ways to simulate population dynamics. In its standard formulation, the Wright-Fisher model cannot simulate population growth because it assumes that the population size is fixed at the carrying capacity. To overcome this difficulty, we generalized the Wright-Fisher model by considering the number of vacancies, i.e. the difference between the carrying capacity \( N \) and the total population density \( n \), as the abundance of an additional species. With this modification, the total abundance of the two genotypes can increase at the expense of the number of vacancies.

Following Ref. [37], the growth of the population was modeled by introducing a fitness difference
between the vacancies and the actual species. Specifically, the fitness of the two genotypes was set to \( w_i = 1 \) and the fitness of the vacancies was set to \( w_v = 1 - r(n)/(1 - n/N) \). The probability to sample genotype \( i \) was then proportional to the ratio of \( w_i \) to the mean fitness of the population \( \bar{w} = n/N + w_v(N - n)/N = 1 - r(n) \), which explains why we used \( 1/(1 - r(n)\tau) \) instead of \( 1 + r(n)\tau \) in Eq. (10).

**Simulations of deterministic fronts**

We also simulated range expansions without demographic fluctuations (\( \gamma_n = 0 \)), but with genetic drift. In these simulations, the total population density was updated deterministically:

\[
n(t + \tau, x) = \left\lfloor (p_1 + p_2)N \right\rfloor, \tag{155}
\]

where \( p_i \) are the same as in Eq. (10), and \( \lfloor y \rfloor \) denotes the floor function, which is equal to the greatest integer less than \( y \). The abundances of the two neutral genotypes were then determined by Binomial sampling with \( n(t + \tau, x) \) trials and \( p_i/(p_1 + p_2) \) probability of choosing genotype \( i \).

For all simulations \( m = 0.25 \) and \( r_0 = g_0 = 0.01 \) were used, unless noted otherwise.

**Boundary and initial conditions**

The most direct approach to simulating a range expansion is to use a stationary habitat, in which the range expansion proceeds from one end to the other. This approach is however expensive because the computational times grows quadratically with the duration of the simulations. Instead, we took advantage of the fact that all population dynamics are localized to the vicinity of the expansion front and simulated only a region of 300 patches comoving with the expansion. Specifically, every simulation time step, we shifted the front backward if the total population inside the simulation array \( n_{\text{array}} \) exceeded \( 150N \), i.e. half of the maximally possible population size. The magnitude of the shift was equal to \( \left\lfloor (n_{\text{array}} - 150N)/N \right\rfloor + 1 \). The population density in the patches that were added ahead of the front was set to zero, and the number of the individuals moved outside the box was stored, so that we could compute the total number of individuals \( n_{\text{tot}} \) in the entire population including both inside and outside of the simulation array. Our choice of 300 patches in the simulation array was sufficient to ensure that at least one patch remained always unoccupied ahead of the expansion front and that the patches shifted outside the array were always at the carrying capacity.

We initialized all simulations by leaving the right half of the array unoccupied and filling the left half to the carrying capacity. In each occupied patch, we determined the relative abundance of the two neutral genotypes by sampling the binomial distribution with \( N \) trials and equal probabilities of choosing each of the genotypes.

**Duration of simulations and data collection**

To ensure that we can access the exponential decay of the average heterozygosity, simulations were carried out for \( 2\sqrt{N} \) generations for pulled waves and for \( N \) generations for pushed waves. Although, for pulled waves, the expected timescale of heterozygosity decay is \( \ln^3 N \), we chose a longer duration of simulations to account for possible deviations from this asymptotic scaling. In all simulations, the minimal simulation time was set to \( 10^4 \) time steps.
For each simulation, we saved the total population size $n_{tot}$ and the population heterozygosity $h$ at 1000 time points evenly distributed across the simulation time. These were used to compute $\text{Var}X_f$ and $H$ by averaging over 1000 independent simulation runs.

**Computing front velocity**

The velocity of the front was measured by fitting $n_{tot}/N$ to $vt + \text{const}$. For this fit, we discarded the first 10% of the total simulation time (1000 generations for the shortest runs) to account for the transient dynamics. The length of the transient is the largest for pulled waves and is specified by the following result from Ref. [1]:

$$v(t) = v_F \left[ 1 - \frac{3}{4r_0 t} + \mathcal{O}\left(t^{-3/2}\right) \right].$$  \hspace{1cm} (156)

Thus, discarding time points prior to $t \sim 1/r_0$ was sufficient to eliminate the transient dynamics in all of our simulations.

**Computing the diffusion constant of the front**

To measure $D_f$, we discarded early time points as described above and then fitted $\text{Var}\{n_{tot}/N\}$ to $2D_ft + \text{const}$.

**Computing heterozygosity and the rate of its decay**

For each time point, the heterozygosity $h$ was computed as follows

$$h(t) = \frac{1}{300} \sum_x \frac{2n_1(t,x)n_2(t,x)}{[n_1(t,x) + n_2(t,x)]^2},$$  \hspace{1cm} (157)

where the sum is over $x$ within the simulation array. The average heterozygosity $H$ was then obtained by averaging over independent simulation runs. To compute $\Lambda$ we fitted $\ln H$ to $-\Lambda t + \text{const}$. The transient, non-exponential, decay of $H$ lasted much longer compared to the transient dynamics of $v$ and $\text{Var}X_f$; in addition, our estimates of $H$ had large uncertainty for large $t$ because only a few simulation runs had non-zero heterozygosity at the final time point. To avoid these sources of error, we restricted the analysis $H(t)$ to $t \in [t_i, t_f]$. The value of $t_f$ was chosen such that at least 50 simulations had non-zero heterozygosity at $t = t_f$. The value of $t_i$ was chosen to maximise the goodness of fit ($R^2$) between the fit to $H \sim e^{-\Lambda t}$ and the data subject to the constraint that $t_f - t_i > 1000$. The latter constraint ensured that we had a sufficient number of uncorrelated data points to carry out the fitting procedure.

**Computing the scaling exponents for $D_f$, $\Lambda$, and $v - v_d$**

To quantify the dependence of $D_f$, $\Lambda$, and $v - v_d$ on $N$, we fitted a power-law dependence using linear regression on log-log scale. Because the power-law behavior is only asymptotic and did not match the results for low $N$, the exponents were calculated using the data only for $N > 10^4$.

For the velocity corrections, we also needed to determine the value of $v_d$. This was done by
maximizing the goodness of fit ($R^2$) between the simulation results and theoretical predictions.

XIII. Supplemental results and figures

In this section, we present additional simulation data that further supports and clarifies the conclusions made in the main text. Of particular interest is the comparison between deterministic and fluctuating fronts and the results for an alternative model of an Allee effect that can describe propagation into a metastable state (strong Allee effect).

Figure 8 shows the data that we used to conclude that fluctuations in semi-pushed waves exhibit different scaling behavior compared to pulled and fully-pushed waves. Figure 9 demonstrates that the perturbation theory accurately predicts not only the scaling with $N$, but also the exact values of $D_f$ and $\Lambda$ for fully-pushed waves.

The scaling properties of fully-pushed waves that propagate into a metastable state are shown in Fig. 10. This figure also illustrates the transition from pulled to semi-pushed and then to fully-pushed waves in an alternative model of an Allee effect.

Figure 11 shows that the transition between different wave classes can also be detected from the small corrections to the wave velocity due to demographic fluctuations.

Genetic drift in deterministic fronts is examined in Fig. 12, and Fig. 13 compares the scaling behavior of $\Lambda$ with $N$ in deterministic vs. fluctuating fronts.
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Figure 8. Dependence of $D_f$ and $\Lambda$ on $N$ for all three classes of waves. Circles show the results from the simulations, and dashed lines show the fits of the expected asymptotic scaling: power law for pushed waves and $\ln^{-3}N$ for pulled waves. The simulation results are for the growth rate specified by Eq. (3).
Figure 9. For fully-pushed waves, theoretical predictions agree with the simulation results without any fitting parameters. The diffusion constant of the front $D_f$ and the rate of diversity loss $\Lambda$ are shown with circles for two values of cooperativity $B$. Both values of $B$ are greater than the minimal cooperativity required for fully-pushed waves. The solid lines are the predictions of the perturbation theory: Eq. (96) for $D_f$ and Eq. (132) for $\Lambda$. The simulation results are for the growth rate specified by Eq. (3).
Figure 10. Waves propagating into a metastable state are fully-pushed. This figure shows the scaling exponents $\alpha_D$ and $\alpha_H$ for an alternative model of an Allee effect specified by Eq. (24). A strong Allee effect is possible in this model, so the waves can propagate both into an unstable and metastable states depending on whether the Allee threshold is negative or positive. Note that, both the diffusion constant of the front and the rate of diversity loss scale as $1/N$ for fully-pushed waves irrespective of the stability of the invaded state. The transition between pulled and semi-pushed waves occurs at $\rho^* = -0.5$ and between semi-pushed and fully-pushed waves at $\rho^* = -0.25$. 

Figure 11. Correction to wave velocity also shows a transition between semi-pushed and fully-pushed waves. (A) The average position of the front increases linearly with time for both pulled and pushed expansions. (B) The velocity of the front is reduced by demographic fluctuations below its deterministic value $v_d$. For pulled waves, $v - v_d \sim \ln^{-2} N$, while, for pushed waves, $v - v_d$ decreases as a power law $N^{-\alpha_H}$. (C) The dependence of $\alpha_v$ on cooperativity is the same as for $\alpha_D$ and $\alpha_H$. In particular, $v(N)$ clearly shows that the class of pushed waves consists of two subclasses: fully-pushed waves with $v - v_d \sim 1/N$ and semi-pushed waves with $\alpha_D \in (-1, 0)$. Similar to other figures, the limited range of $N$ in simulations makes logarithmic scaling for pulled waves also consistent with a power-law with a small negative exponent. The simulation results are for the growth rate specified by Eq. (3).

Figure 12. The rate of diversity decay for deterministic fronts. (A) The average heterozygosity, $H$, is a measure of diversity equal to the probability to sample two distinct genotypes in the population and is well-defined for both fluctuating and deterministic fronts. The decay of genetic diversity is exponential in time: $H \sim e^{-\Lambda}$ for both pulled and pushed waves. (B) For deterministic pulled waves, $\Lambda \sim \ln^{-6} N$ from Eq. (150), while, for fully-pushed waves, $\Lambda \sim N^{-1}$ from Eq. (4). To quantify the dependence of $\Lambda$ on $N$, we fit $\Lambda \sim N^{\alpha_H}$. The dashed red line shows that even though $\alpha_H$ should equal 0 for pulled waves, the limited range of $N$ results in a different value of $\alpha_H \approx -0.51$. (C) The dependence of the scaling exponent on cooperativity identifies the same three classes of waves as in Fig. 5C for fluctuating fronts. The transitions between the wave classes occur at the same values of $B$, but the values of the exponents for semi-pushed waves are slightly different.
Figure 13. Comparison between deterministic and fluctuating fronts. The circles show the dependence of $\Lambda$ on $N$ for both stochastic and deterministic simulations of population fronts, and the lines show the corresponding theoretical predictions from Eqs. (146) and (149). It is clear that the theory correctly captures the contribution of the front fluctuations to the rate of genetic drift. For this figure, we chose the value of cooperativity well within the class of semi-pushed waves to avoid the contribution of the crossover behavior near the transition to pulled and fully-pushed waves. The simulation results are for the growth rate specified by Eq. (24) with $\rho^* = -0.3$. 
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