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Abstract

Transcription factors (TFs) are important contributors to gene regulation. They specifically bind to short DNA stretches known as transcription factor binding sites (TFBSs), which are contained in regulatory regions (e.g. promoters), and thereby influence a target gene’s expression level. Computational biology has contributed substantially to understanding regulatory regions by developing numerous tools, including for discovering de novo motif. While those tools primarily focus on determining and studying TFBSs, the surrounding sequence context is often given less attention. In this paper,
we attempt to fill this gap by adopting a so-called convolutional restricted Boltzmann machine (cRBM) that captures redundant features from the DNA sequences. The model uses an unsupervised learning approach to derive a rich, yet interpretable, description of the entire sequence context. We evaluated the cRBM on a range of publicly available ChIP-seq peak regions and investigated its capability to summarize heterogeneous sets of regulatory sequences in comparison with MEME-Chip, a popular motif discovery tool. In summary, our method yields a considerably more accurate description of the sequence composition than MEME-Chip, providing both a summary of strong TF motifs as well as subtle low-complexity features.

Background

Transcription factors play a fundamental role in gene regulation by binding to specific DNA sequences, termed transcription factor binding sites (TFBSs). Thereby, they drive cell-type specific and developmental processes. TF binding is usually determined via a ChIP-seq assay. Once the ChIP-seq-derived regulatory sequences have been acquired, a multitude of tools can be employed to further investigate their content, among which de novo motif discovery tools have proven to be particularly helpful (e.g. MEME-Chip and RSAT [1, 2]). These tools derives a concise description of the TFBSs, usually represented as position frequency matrices (PFMs) or position specific score matrices (PSSMs), which are referred to as TF motifs. Other regulatory se-
quence tools, e.g. contained in the MEME suite [3] or RSAT [2], can then be used to compare similarities between TF motifs, scan for motif matches and motif enrichment with de novo or known TF motifs from databases, including Jaspar [4], Transfac [5], Hocomoco [6]. This eventually enables functional annotation of the regulatory sequences and potentially reveals novel players in the regulatory landscape (e.g. co-factor motifs).

While, de novo motif discovery tools focus on identifying TF binding motifs, they treat the remainder of the sequence as belonging to the set of background sequences, which is largely deemed to be less interesting. However, TF binding is not only characterized by the presence of TF motif matches, but by the entire sequence context. For instance, TFBSs might be embedded in CpG islands or co-localize with TFBSs of co-factors [7]. This provides motivation for the collection of a comprehensive summary of the entire sequence context, rather than merely focusing on strong TF binding sites.

Recently, deep learning, which has been successfully used in a range of fields, has also revolutionized computational biology [8, 9, 10]. Drawing inspiration from computer vision, deep learning has proven highly effective in automatically revealing DNA sequence features from raw DNA sequences that would be predictive of e.g. chromatin accessibility [10] or protein binding [8]. These features (e.g. weight matrices) recapitulate known TF motifs, co-factor motifs and low-complexity features [10], which in turn, comprehensively describe the entire sequence context. To date, deep learning-based approaches predominantly adopt a supervised learning strategy, where the
relationship between raw DNA sequences and a target label (e.g. bound or unbound by a TF) is learned. On the other hand, training labels are not always available. This creates the need for alternative unsupervised learning strategies, which capture redundant structure from the sequence alone. Such approaches have, to our knowledge, garnered less attention so far.

In our article, we present an unsupervised learning model, termed convolutional restricted Boltzmann machine (cRBM), designed to fill this gap. Our study drew inspiration from the work of Lee et al. [11] who introduced a similar model tailored towards computer vision problems. We investigated the cRBM in a case study on Oct4, Mafk and JunD ChIP-seq peak sequences. In summary we found that, first, the cRBM reveals biological plausible DNA features, including known TF motifs. Second, the cRBM leads to a more accurate description of the sequences compared to using MEME-Chip, a popular de novo motif discovery tool. Third, the cRBM adequately captures sequence context information in heterogeneous sequences and can in turn be used to cluster sequences based in their sequence composition.

Results

We start by introducing the cRBM and the approximate inference procedure. Subsequently, we demonstrate the model for analysis of various ChIP-seq peak regions that were obtained from the ENCODE project [12].
Convolutional restricted Boltzmann machine

In the following, we shall discuss a convolutional restricted Boltzmann machine for learning local features from DNA sequences composed of the nucleotide letters $\mathcal{A} = \{A,C,G,T\}$, inspired by [11, 13]. We represent a DNA sequence of length $N$ as $|\mathcal{A}| \times N$ matrix denoted by $\mathbf{D} = (d_{i,j})$ in one-hot encoding [10]. That is, each column contains exactly one one and otherwise zeros where the row in which the one occurs uniquely corresponds to a nucleotide in $\mathcal{A}$. We introduce the DNA features of length $M$ bp as a the set of $K$ weight matrices $\mathbf{W} = \{W^k \in \mathbb{R}^{|\mathcal{A}| \times M}\}_{1 \leq k \leq K}$. The weight matrices $\mathbf{W}$ play the role of a set of PSSMs [14]. However, they do not necessarily represent log-odds ratios at each position, but rather general weights (e.g. local energy contributions). We shall refer to the matrices $\mathbf{W}$ as the motifs that are derived by the cRBM. Furthermore, we introduce the bias terms of the cRBM $\mathbf{b} \in \mathbb{R}^K$ and $\mathbf{c} \in \mathbb{R}^{|\mathcal{A}|}$. Together, $\mathbf{W}$, $\mathbf{b}$ and $\mathbf{c}$ constitute the parameters of the model, which we denoted by $\theta \in \{\mathbf{W}, \mathbf{b}, \mathbf{c}\}$. Finally, we introduce a $K \times \tilde{N}$ matrix $\mathbf{H} = (h_{k,j})$ containing binary values $h_{k,j} \in \{0,1\}$ for each element which indicate sequence matches of the $K$ weight matrices at each position throughout the sequence $\mathbf{D}$, where $\tilde{N} = N - M + 1$. For example, $h_{k,i} = 1$ denotes a match of weight matrix $k$ at position $i$ in the given DNA sequence, which we shall also refer to as a motif match.

We define the convolutional restricted Boltzmann machine in terms of the energy function for a joint assignment $(\mathbf{D}, \mathbf{H})$ given by
\[
E(D, H) = -\sum_{n=1}^{\tilde{N}} \sum_{k=1}^{K} h_{k,n} \left( b_k + \sum_{m=1}^{M} d_{n,m-1}^{\top} W^k_m \right) - \tilde{c}^T \sum_{n=1}^{\tilde{N}} d_{.,n} \quad (1)
\]

similarly as described in Lee et al. [11]. From the energy representation we obtain the joint distribution

\[
P(D, H|\theta) = \frac{1}{Z} \exp(-E(D, H)) \quad (2)
\]

where \(Z = \sum_{d,h} \exp(-E(d,h))\) denotes the partition function. Furthermore, the likelihood of observing a DNA sequence \(D\) is obtained by summing over all possible assignments of \(H\) according to

\[
P(D|\theta) = \sum_h P(D, H = h|\theta). \quad (3)
\]

**Extension for scanning both DNA strands**

DNA sequences usually occur as double-stranded hybrids in living cells which can be read with respect to the forward or the reverse strand. Hence, DNA sequence features (e.g., transcription factor binding sites) might occur on either strand equally likely.

To account for that fact, we next adapt the model to take advantage of complementary sequence information. To that end, we denote \(\tilde{W}^k\) as the reverse complement of \(W^k\) and extend the energy function by an additional binary random variables \(H'\), which represents matches of \(\tilde{W}^k\).
Accordingly, the energy function becomes

\[
E(D, H, H') = -\sum_{n=1}^{\tilde{N}} \sum_{k=1}^{K} h_{k,n} \left( b_k + \sum_{m=1}^{M} d_{\cdot,n+m-1}^{T} \hat{W}_{k,m} \right) \\
- \sum_{n=1}^{\tilde{N}} \sum_{k=1}^{K} h'_{k,n} \left( b_k + \sum_{m=1}^{M} d_{\cdot,n+m-1}^{T} \hat{W}'_{k,m} \right) - c^{\top} \sum_{n=1}^{N} d_{\cdot,n} \tag{4}
\]

For the remainder of this article we shall focus on the cRBM that scans both DNA strands for weight matrix matches.

**Inference**

Inference is a crucial ingredient in the parameter fitting procedure, which requires to compute expectations with respect to \( P(H, H'|D, \theta) \) and \( P(D, H, H'|\theta) \) denoted by \( E_{Data[]} \) and \( E_{Model[]} \), respectively. When computing these expectations, we exploit the statistical independence structure of the cRBM that renders the nucleotides at different positions in \( D \) conditionally independent given \( H \) and \( H' \) as well as motif matches in \( H \) and \( H' \) conditionally independent given \( D \). Consequently, \( E_{Data[]} \) can be determined analytically. However, the analytic computation of \( E_{Model[]} \) is intractable, because it requires the enumeration of exponentially many joint assignments. Therefore, we leverage a Gibbs sampling approximation to infer \( E_{Model[]} \) similarly as described earlier [11].
We define the following local energy contributions

\[ x_{k,n} = \sum_m d_{n+m-1}^\top W_{.,m}^k + b_k \] (5)

\[ x'_{k,n} = \sum_m d_{n+m-1}^\top \tilde{W}_{.,m}^k + b_k \] (6)

\[ y_n = \sum_k h_{k,n-m+1} W_{.,m}^k + h'_{k,n-m+1} \tilde{W}_{.,m}^k + c. \] (7)

Accordingly, \( x_{k,n} \) and \( x'_{k,n} \) denote the energy contributions for observing \( h_{k,n} = 1 \) and \( h'_{k,n} = 1 \), given the underlying DNA sequence \( D \). Moreover, \( y_n \) denotes the energy contribution for observing each nucleotide at position \( n \) given the motif matches \( H \) and \( H' \). Note that \( y_n \) represents a \(|A|\)-dimensional vector.

The resulting conditional probabilities are then given by

\[ P(h_{k,n} = 1 | D) = \sigma(x_{k,n}) \] (8)

\[ P(h'_{k,n} = 1 | D) = \sigma(x'_{k,n}) \] (9)

\[ P(d_{a,n} = 1 | H, H') = \frac{\exp(y_{a,n})}{\sum_{b=1}^{|A|} \exp(y_{b,n})} \] (10)

where \( \sigma(x) := \frac{1}{1 + \exp(-x)} \).

In the Gibbs sampling procedure we take advantage of Equations (8)-(10) by alternatingly drawing samples for \( H \) and \( H' \) given \( D \), and \( D \) given \( H \) and \( H' \), respectively, which can be carried out in a highly parallelized fashion.
Analysis of *Oct4* and *Mafk* ChIP-seq peaks

We applied the cRBM to ChIP-seq peak regions for *Oct4* in *H1hesc* cells and *Mafk* in *IMR90* cells in order to assess its capacity to learn specific and biologically interpretable DNA features in comparison with MEME-Chip, a popular motif discovery tool.

First, we trained a cRBM with 10 motifs of length 15 bp on a set of *Oct4* and *Mafk* bound regions, separately. By inspecting the parameters, we found that both cRBMs have indeed revealed motifs that are highly reminiscent of their respective known Jaspar motifs (see Figure 1a-d). In addition, these motifs are positionally enriched in the peak center which indicates their biological relevance (see Figures S3-S4).

Besides revealing the known binding motifs for *Oct4* and *Mafk*, the cRBM has also captured several low complexity motifs (see Figures S1-S2). We sought to test whether these low-complexity motifs were just trivial common features or whether they would additionally characterize *Oct4* and *Mafk* peak regions. To that end, we used the motif abundances of the cRBM-derived motifs as input for a logistic regression classifier that attempts to discriminate *Oct4* and *Mafk* peaks (see Methods). Using all motifs extracted by both cRBMs we obtain an area under the receiver operator characteristics curve (auROC) of 0.966 (see Figure S7). By comparison, when considering only the respective *Oct4* and the *Mafk*-like motifs for the classification (see Figure 1c, S1f, S2d and 1d, respectively), the performance markedly declined to an auROC of 0.92 (see Figure S7). This indicates that even though the
Oct4 and Mafk motifs are the most important sequence determinants, the remaining motifs contain additional specific information about the sequence context.

Next, we compared the cRBM with MEME-Chip, which is a popular tool to discover de novo motifs from ChIP-seq peaks. Specifically, we asked how well MEME-Chip derived motifs would represent the peaks. For that purpose, we applied MEME-Chip on the Oct4 and Mafk sequences, separately, which as expected, revealed an Oct4 and Mafk-like motif as well (see Figure 1e-f). Subsequently, we used all discovered MEME-Chip motifs (see Figure S5-S6) for a discrimination analysis, which resulted in an auROC of 0.886 (see Figure S7). We notice that this result is comparable with the auROC achieved by the reduced cRBM where only Oct4 and Mafk-like motifs are considered for the classification. Even though a performance gap is evident, this might be partially explained by the fact that the cRBM has revealed two Oct4 and Mafk-like motifs in each dataset (see Figure S1c,f and S2d,j), respectively, which were both used for the discrimination task, whereas MEME-Chip only revealed a single strong motif in each dataset (see Figure S5a and S6a). These findings indicate that apart from the discovered Oct4 and Mafk-like motifs, the remaining MEME-Chip-discovered motifs only add a little extra information to characterize the sequence context.

So far we have applied the cRBM separately to Oct4 and Mafk peaks, in which case the sequences are relatively homogeneous with respect to their sequence composition. Next, we sought to investigate the applicability of the
cRBM for extracting features from a set of heterogeneous sequences. To that end, we trained a single cRBM using 10 motifs of length 15 bps on the combined Oct4 and Mafk sequences. We found that again the Oct4 and Mafk motifs were successfully revealed (see Figures S8b and S8i). Moreover, utilizing a similar discriminative analysis as described above with all 10 cRBM motifs (see Figure S8) an auROC of 0.941 was achieved (see Figure S2), which constitutes only a slight performance decline compared to when the cRBMs were trained on Oct4 and Mafk sequences, separately. This suggests that the cRBM can successfully cope with heterogeneous sets of sequences.

By contrast, when using only abundances of the Oct4 and Mafk-like motifs (see Figure S8b and S8i) for the logistic regression, the classification performance considerably decreased to an auROC of 0.882 compared to having trained two separate cRBMs (compare Figure 2 and S7), which underlines the relevance of not only the strong TF motifs for describing the sequence context, but also the remaining features for describing the sequence context.

To put this result into perspective, we also applied MEME-Chip on the combined set of Oct4 and Mafk peak sequences, which again successfully revealed an Oct4 and a Mafk-like motif (see Figure S10a-c). Nevertheless, the discrimination performance based on all discovered MEME-Chip motifs (see Figure S10) substantially decreased to an auROC of 0.813 in this configuration (compare Figure 2 and S11), suggesting that the increased sequence heterogeneity considerably influences the results obtained with MEME-Chip.

Next, we examined the motif composition of Oct4 and Mafk peaks to
shed light on the specificity of the motifs. From the distribution of the motif abundances we observe a few motifs which appear to be shared between Oct4 and Mafk peaks, including Motif 3, 4, 7 and 10 (see Figure 3 and S8). By contrast, the remaining motifs seem to be specifically enriched in either Oct4 or Mafk peaks: On the other hand, Motif 1, 6 and 9 tend to be enriched in Oct4 peaks, whereas Motif 2, 5 and 8 occur more frequently in Mafk (see Figures 3 and S8). Additionally, several motifs display a positional enrichment: Apart from Motif 2 and 9 (the Mafk and Oct4-like motifs; see S8), we also observe a slight positional enrichment in the peak center for Motif 4 (see Figure S8-S9). By contrast, Motif 1 and 7 appear to be slightly depleted at the peak center (see Figure S8-S9).

In summary, this analysis suggests the cRBM yields a considerably more accurate description of the DNA sequence context compared to MEME-Chip. Not only does it identify strong known TF binding motifs, but also additional subtle features that contribute to and improve the sequence characterization.

**Discriminative analysis of JunD ChIP-seq peaks**

In this section, we utilize the cRBM for analyzing the cell type specific binding behavior of JunD in GM12878, HepG2, H1hesc, HeLa-S3 and K562 cell lines, obtained from the ENCODE project [12].

We trained a single cRBM using 10 motifs of length 15 bp simultaneously on all JunD training peaks regardless of the cell types. A comparison with Jaspar [4] confirmed that the cRBM has successfully revealed JunD-like mo-
tifs (compare Figure S11 and S12i-j). Likewise, MEME-Chip unravels similar JunD-like motifs (see Figure S13a-b).

To further study the plausibility of the obtained cRBM and MEME-Chip motifs, we next conducted a discriminative analysis that uses the respective motif abundances as input for a multi-class logistic regression classifier to predict the cell type labels. While, the motif abundances from MEME-Chip motifs resulted in an accuracy of 40.4%, the cRBM gave rise to an accuracy of 44.9% across all cell types on the test sequences (see Table 1), which constitutes a clear improvement of sequence context explained (more than 10%) by the cRBM over MEME-Chip. Next, we explored whether and to what extent increasing the number of motifs improves the predictive performance. Accordingly, we allowed the cRBM and MEME-Chip to extract 30 motifs of length 15 bp, respectively. As expected, both methods improved in this situation compared to when only 10 motifs are used. Still, the cRBM experiences a slightly more pronounced improvement (accuracy of 47.4%; see Table 1) compared to MEME-Chip (accuracy of 42.2%; see Table 1). Moreover, MEME-Chip (using 30 motifs) still does not exceed the predictive performance achieved by cRBM with 10 motifs.

Subsequently, we examined the confusion matrices for the discrimination tasks, which offer a fine-grained picture of the performances for each cell-type (see Figure S14). We observe that the cRBM-derived motifs exceed or yield similar performance levels compared to the MEME-Chip-derived motifs for most cell-types (see Figure S14). With the exception of GM12878, the cRBM
motifs give rise to similarly many or more correct predictions compared to MEME-Chip motifs when using 10 and 30 motifs (see Figure S14). While, GM12878 is more often predicted correctly with MEME-Chip compared to cRBM-motifs (116 to 64 correct predictions, respectively, see Figure S14a and S14c), MEME-Chip motifs at the same time incur a slightly higher rate of predicting other cell types to be GM12878 (63.2% to 61.0% false prediction rate, see Figures S14a and S14c). With 30 motifs, MEME-Chip motifs still result in more correctly predicted GM12878 peaks (115 to 108 correct predictions, respectively, see Figures S14d and S14b). However, in this case the discrepancy of falsely predicted GM12878 cells becomes even more pronounced (0.59% and 0.55% for MEME-Chip and cRBM, respectively, see Figures S14d and S14b). Generally we find that the false prediction rate (normalized across columns) is lower for cRBM motifs compared to MEME-Chip motifs, except for HeLa-S3 when 30 motifs were used. In that case MEME-Chip motifs yielded a lower fraction of other cell-types to be mis-classified as HeLa-S3 compared to cRBM motifs (65% to 68%; see Figures S14b and S14d).

**t-SNE analysis of JunD ChIP-seq peaks**

We proceed by examining a potential association between sequence similarities of JunD peaks and the respective cell-types. To this end, we use t-SNE [15] on the motif abundances of the 10 cRBM derived motifs of length 15 bp (see Methods) to project the JunD peak sequences onto a two-dimensional
plane in which similar sequences are located in close proximity. This analysis offers the following insights: First, in concordance with the discriminative analysis described above, we find that the t-SNE analysis also unravels a cell type specific binding preference of JunD (see Figure 4 and S15). For instance, no two cell types exhibit the same distribution of points in the t-SNE plane. Second, JunD bound sequences within each cell type generally do not appear to be homogeneous. We rather observe multiple sub-populations of bound regions in each cell type with respect to the sequence composition. For instance, HepG2 peaks can be attributed to roughly two distinct regions (see top and bottom region in Figure 4a), K562 peaks are predominantly enriched in a single group and two less pronounced groups (see center region as well as above and below, respectively, in Figure 4c) and GM12878 peaks seem to form two groups (see bottom right and center left region in Figure 4b). Third, we appreciate sub-sets of the JunD bound regions that are specifically associated with a single cell type, including for HepG2, GM12878, K562 and H1hesc (see top, bottom right, center and top right region in Figures 4a, b, c and d). On the other hand, other sub-sets of the peaks seem to contain similar sequence features across cell-types, including for HepG2, K562, H1hesc and HeLa-S3 (see bottom region in Figure 4a, c, d and e).

This analysis suggests that peaks derived from different cell-types or conditions, but also within the same condition, seem to reflect a variety of binding modes of a TF under study. We continue by further shedding light on the different binding modes that are reflected by the differences in sequence fea-
tures. For that purpose, we augment the t-SNE scatter plot (see Figure S15) with the motif abundances seen in each individual sequence (see Methods).

On a course-grain level, we appreciate three sub-populations of peaks across all cell-types: 1) peaks exhibiting the canonical JunD motif (see lower region in Figure 5 and Figure S12i), 2) peaks exhibiting an alternative JunD motif (see top region in Figure 5 and Figure S12j) and 3) peaks which lack a strong JunD binding motif (see center region in Figure 5).

Peaks represented by the lack of JunD binding motifs seem to be characterized by a number of low-complexity motifs: On the one hand, G-rich motifs (Motif 4 and 8; see Figure S12d and h) seems to appear abundantly in H1hesc peaks (compare Figure 4d and 5). On the other hand, T- and C-repeat motifs (Motif 1 and 3; see Figure S12a and c) seem to frequently occur in a subset of K562, GM12878 and HeLa-S3 peaks (see Figure 4b,c,e and 5). These peaks could potentially reflect indirect JunD binding together with other TFs.

It appears that the regime characterized by the the canonical motif variant of JunD is shared across multiple cell types (compare on bottom regions of Figures 4 and 5), suggesting a common binding mode of JunD across the cell-types. On the contrary, the peaks characterized by the alternative JunD binding motif (see Figure S12j) seem to be specific for HepG2, suggesting an alternative binding mode of JunD in that cell line. This hypothesis is further supported by Srivastava et al. [16], who have reported different binding modes of JunD in rat: Accordingly, the 7-mer motif (TGAGTCA) is asso-
ciated with homo-dimer binding, whereas, the 8-mer variant (TGACGTCA) is associated with hetero-dimer binding in conjunction with an ATF-family member.

To summarize, the cRBM has revealed an accurate and representative set of DNA features of the JunD bound regions, including known TF motifs, CG-rich and AT-rich features. We have shown that the cRBM yields a more comprehensive description of the sequences compared to MEME-Chip. We have further illustrated the utility of the cRBM motifs for a t-SNE analysis, which has revealed cell-type specific sequence signatures of JunD peaks and heterogeneous sets of peaks within each cell-type. By projecting the sequence composition on the t-SNE plane two binding modes of JunD were revealed in HepG2, represented by occurrences of distinct JunD motif occurrences.

Discussion

In this article, we presented a novel unsupervised model to extract redundant DNA sequence features from a given set of sequences. The method is termed convolutional restricted Boltzmann machine and was inspired by Lee et al. [11]. It was designed to take features on both DNA strands into account to acquire a comprehensive summary of the sequence composition of the regulatory sequence under study, rather than focusing only on strong TF motifs.

We have compared the cRBM with the popular state-of-the-art motif
discovery tool MEME-Chip, on a number of ChIP-seq peak regions obtained from the ENCODE project [12]. Our results support the conclusion that the cRBM yields a more comprehensive and accurate summary of the regulatory sequences under study. While both methods generally agree on strong TF binding motifs in the respective ChIP-seq peak regions, the conventional motif discovery approach attributes the remaining sequence context to a background model, which is deemed less important [1, 2]. On the other hand, the cRBM extracted additional sequence features that distinctly improve the characterization of the regulatory regions.

Furthermore, our results support the conclusion that the cRBM is more accurate for summarizing heterogeneous sets of sequences than the conventional motif discovery tool. This aspect is of particular importance, as our analysis, in concordance with earlier publications [17, 18], suggests that TFs might enact different binding modes at different genomic loci even within the same condition (e.g. JunD binding in homo- and hetero-dimer mode in HepG2). This in turn is reflected by a different sequence composition for each mode and therefore a potential increase in sequence heterogeneity. The cRBM can aid the dissection of these heterogeneous sets of sequences into fairly homogeneous sub-populations which are potentially associated with different regulatory roles [17].

In our JunD case study, we found that a subset of binding sites lack the presence of the primary motifs (e.g. JunD peaks without the JunD motif), which potentially correspond to indirect binding events of JunD. While, we
found that these regions can be characterized by low-complexity motifs, the question still remains as to why no additional co-factor binding motifs were revealed in that regime. One reason for this might be that the co-factor motifs occur too rarely for the cRBM (but also for MEME-Chip) to reach its detection limit.

A potential drawback of the cRBM is the number of hyper-parameters that need to be chosen for model fitting, which includes the learning rate $\alpha$, batch size and motif hit sparsity $\rho$, etc. It is difficult to suggest a generally applicable set of hyper-parameters, since that choice depends on the dataset and application. We have investigated a large number of hyper-parameters for the Oct$4$ and Maf$k$ dataset, from which we concluded that, first, it is beneficial to use a relatively high learning rate (e.g. $\alpha = 0.1$) and relatively small batch sizes (e.g. 10-20). We believe that this adds noise to the training phase which helps to overcome poor local optima when using persistent contrastive divergence. Second, we observed that it is important to start the training off with rare motif hit occurrences (e.g. $\rho = 0.01$). Too many initial motif hits (e.g. $\rho = 0.1$) make it difficult to untangle the sequence information captured by the individual weight matrices as they would lead to overlapping motif matches. That in turn impairs the interpretability and quality of the results. On the other hand, a too few motif matches (e.g. $\rho = 10^{-4}$) tends to significantly slow down the training progress and also leads to results of low quality. The effect of other training-related hyper-parameters on the quality of the results, e.g. the sparsity enforcement $\lambda$, appeared to be noticeable,
but less pronounced.

Moreover, we intentionally tested the same set of hyper-parameters for studying different ChIP-seq peaks under different situations (homogeneous and heterogeneous sets, different sequence numbers, etc.). This also confirmed that our proposed hyper-parameters, even though they might not be optimal for every situation, tend to yield reproducible and robust results for a range of different situations.

Apart from the training-related hyper-parameter, the number of motifs and the motif lengths also need to be defined prior to the analysis. Again, it is difficult to suggest an ideal strategy for choosing these model parameters optimally for all possible purposes. Generally, we have observed that increasing the number of motifs and motif lengths tends to improve the performance in the discriminative setting, but the performance gain saturates with a increasing number of model parameters. We recommend using a small number of motifs if possible, which often yields a similar sequence summary, but has the advantage of maintaining interpretability of the results (e.g. by inspection of the sequence logos). Additionally, not only may a large number of sequence logos be difficult to analyze visually, but also may the eRBM be provided with the flexibility to express e.g. a single known TF motifs in terms of multiple very similar weight matrices. This potentially captures additional subtleties in the DNA sequences, but also introduces difficulties for the interpretation the results.

In the future, we shall investigate the potential of convolutional deep
Boltzmann machines [11]. Such a model would overcome the assumption that motif matches occur independently for all sequences by learning co-occurrence patterns of motifs which might further improve the sequence model.

Conclusion

We present a novel unsupervised method, termed a convolutional restricted Boltzmann machine, to discover redundant DNA sequences features. The method facilitates the analysis of regulatory sequences by not only extracting TF binding motifs, but to extract a rich set of features capable of accurately representing the entire sequence context. In our work, we have demonstrated the utility of the method applied to publicly available ChIP-seq datasets. We believe that our model can be a valuable tool for studying regulatory sequences.

Methods

Datasets

We downloaded ChIP-seq peak regions in narrowPeak format from the ENCODE project [12] for the transcription factors Oct4 in H1hesc, Mark in IMR90, JunD in GM12878, H1hesc, HeLa-S3, HepG2 and K562 and retained the top 4000 most significant peaks for the analysis. Furthermore, we
trimmed the peaks to be 200 bp in length centered around the peak midpoint. For \textit{JunD}, we further removed peaks that occur in multiple cell types.

This led to a total of 3997 \textit{Oct4} peaks, 4000 \textit{Mafk} peaks as well as 2261, 3318, 3166, 3033 and 3714 \textit{JunD} peaks in \textit{GM12878}, \textit{H1hesc}, \textit{HeLa-S3}, \textit{HepG2} and \textit{K562}, respectively.

Finally, we randomly split the regions into training and test regions, consisting of 90\% and 10\% of the sequences, respectively. While training sequences were used to fit the models, the test sequences were only used for performance evaluation.

\section*{Training}

The parameters $\theta$ of the cRBM were adjusted on a given set of training sequences $\mathcal{D} = \{D^1, \cdots, D^S\}$ using \textit{persistent contrastive divergence} (PCD) [19]. The method starts with initial parameters $\theta_0$ and iteratively refines them in small steps. The weight updates are determined by computing $E_{Data}[.]$ and $E_{Model}[.]$ making use of the inference procedure described in the Results section.

Finally, the weights are updated on mini-batches by additionally leveraging a momentum term that damps oscillations [13].

\section*{Sparsity constraint}

To prevent the cRBM from learning trivial features (e.g. a motif that explains the occurrence of only a single nucleotide) we employ a sparsity constraint.
during training, which penalizes too frequent occurrences of weight matrix matches \( P(H|V) \) (and \( P(H'|V) \)).

Therefore, we adopt the cross-entropy-based penalty term [13]

\[
Reg(D, \theta) = -\rho \log(p(h_{k,i}|V)) - (1-\rho)\log(1-p(h_{k,i}|V)).
\] (11)

where \( \rho \) denotes a pre-defined, desired target frequency for weight matrix matches to occur.

During training, we incorporate the regularization term into the training objective according to

\[
\log(P(D|\theta)) - \lambda Reg(D, \theta)
\]

where \( \lambda \) denotes the Lagrangian multiplier which corresponds to the strength of enforcing the penalty.

**Weight initialization**

Weight initialization plays a critical role in the cRBM’s capability to extract meaningful and specific DNA features. While, the weight matrices would usually be initialized with small values sampled from a Gaussian distribution and setting the bias terms \( b_k \) and \( c \) to zero, we noted that this leads to poor results when studying DNA sequences.

We found that it was important to initiate the bias terms \( b_k \) with negative values, such that motif matches occur rarely when training is initiated (see
Equations (5)-(6) and (8)-(9)). Accordingly, we implemented the following initialization approach: We randomly initialized the weight matrices by sampling from \( N(0,1) \). Assuming that the nucleotides occur i.i.d. in a given sequence, the distribution of the aggregated weights across the weight matrix length \( M \) is distributed according to \( N(0,M) \). Under this assumption and to enforce that an initialized weight matrix only causes a match with probability \( P(h_{k,n} = 1|V) = \rho \), we sought to identify the associated bias term according to

\[
b_k = -\Phi^{-1}(1 - \rho) \cdot \sqrt{M}
\]

where \( \Phi^{-1} \) denotes the inverse cumulative normal distribution function.

**Training parameters for the cRBM**

We trained the cRBM on \( Oct4 \) and \( Mafk \) training sequences with 10 motifs of length 15 using the following training hyper-parameters: Learning rate \( \alpha = 0.1 \), mini-batch size of 20, momentum term of 0.95, \( \rho = 0.01 \), \( \lambda = 0.1 \), and 300 epochs.

We used the same training hyper-parameters to train a single cRBM on the combined \( Oct4 \) and \( Mafk \) sequences, as well as for the combined \( JunD \) sequences, to evaluate the usefulness of the hyper-parameters across different situations. Additionally, we trained a cRBM with 30 motifs on \( JunD \) peak regions with the same hyper-parameters.
Motif discovery with MEME-Chip

We utilized MEME-Chip to identify the 10 best motifs of length 15 bp on Oct4 and Mafk peaks separately as well as on the combination of the peaks. Similarly, we used MEME-Chip to reveal the 10 and 30 best motifs of length 15 from the combined set of JunD training sequences across cell types.

Motif abundance using the MEME-Chip motifs

For all MEME-Chip-derived motifs we scanned the peak sequences using the obtained position-specific score matrices, resulting in match scores $s_i$ across all positions $i$ of a given sequence. Forward and reverse strand contributions were summed. Subsequently, the motif match probabilities were determined according to $p_i = \frac{1}{1+\exp(-s_i-b)}$ where $b$ represents an offset that indicates how frequently motif matches occurs in general. Finally, the motif abundance is computed by summing up the match probabilities $p_i$ across a given sequence.

In order to ensure a fair comparison with the cRBM, we optimized the offset parameter $b$ to achieve the best discriminative performance. To this end, for the Oct4 and Mafk peak analysis, we determined the offset $b$ for each motif individually that best separates the training sequences in terms of the auROC. For the multi-class prediction problem of the cell type specific to the JunD peaks, the best discrimination performance was achieved by optimizing the accuracy on the training set by adjusting a common offset $b$ across all motifs, rather than an individual offset per motif. We found that the latter
Motif abundance using the cRBM motifs

For all weight matrices, the local energy contributions for the forward and reverse strand (Equation (5)-(6)) were summed up to determine the match probability $p_i$ at position $i$ in a given sequence. Subsequently, the motif abundance was obtained by summing match probabilities $p_i$ up across all positions $i$.

Discriminative analysis

For the discrimination analysis of the peak sequences we employed logistic regression. As input the motif abundances of the cRBM or MEME-Chip motifs were used, respectively. For the case where the cRBM was used to determine motifs in $Oct4$ and $Mafk$ peaks, separately, the motifs of both models were merged. Likewise, we merged the motifs of the MEME-Chip analysis. The discrimination was performed as a binary classification task to predict $Oct4$ and $Mafk$ peak as well as a multi-class classification task to predict the cell types of origin ($GM12878$, $H1hesc$, $HepG2$, $HeLa-S3$ and $K562$) for the $JunD$ peaks.

For the binary classification task we evaluated the performance using the auROC, while for the multi-class prediction task we utilized the accuracy and the confusion matrix.
t-SNE analysis of sequence similarity

We used the motif abundances obtained from the cRBM motifs on JunD peaks as input for the t-SNE algorithm [15], implemented in scikit-learn [20] using default parameters. Thereby, we restricted the algorithm to project the data points onto a two-dimensional hyper-plane.

Furthermore, we illustrated the motif abundances of the individual sequences in the t-SNE hyper-plane by representing each motif as a pie chart. The size of the motif was displayed in proportion to \( \max(0, a_k - \text{median}(a_k)) \) where \( a_k \) denotes the abundance level of motif \( k \) in a given sequence and \( \text{median}(a_k) \) denotes the median abundance level observed across all sequences.

Implementation

We have implemented the model in Python using the package Theano [21]. For the performance assessment we have employed [20]. The method is freely available on github https://github.com/schulter/crbm.
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Figure 1: **Motif comparison.** a)-b) show the known Jaspar motifs for *Oct4* and *Mafk*. In comparison, c)-d) show cRBM motifs and e)-f) show MEME-Chip motifs discovered in the respective peaks which resemble the known motifs. The complete collection of revealed motifs is illustrated in Figures S1-S2 and S5-S6 for cRBM and MEME-Chip, respectively.

Table 1: **JunD cell type specific binding prediction accuracy.** This table shows the overall accuracies for predicting cell type specific *JunD* peaks based on cRBM and MEME-Chip derived motifs.

<table>
<thead>
<tr>
<th>Method</th>
<th>Number of motifs</th>
<th>Accuracy</th>
</tr>
</thead>
<tbody>
<tr>
<td>cRBM</td>
<td>10</td>
<td>0.449</td>
</tr>
<tr>
<td>cRBM</td>
<td>30</td>
<td>0.474</td>
</tr>
<tr>
<td>MEME-Chip</td>
<td>10</td>
<td>0.404</td>
</tr>
<tr>
<td>MEME-Chip</td>
<td>30</td>
<td>0.422</td>
</tr>
</tbody>
</table>
Figure 2: **Discriminative analysis.** ROC curves showing the discriminative performance of the cRBM and MEME-Chip derived motifs to discern *Oct4* and *Mafk* peaks using a logistic regression classifier (see Figure s8 and S10). For cRBM-all, all motifs were used for the classification, while for cRBM-reduced, only the *Oct4* and *Mafk*-like motifs are considered (see Figure S8b and S8i).
Figure 3: Violin plots of motif abundances. The motif abundances of motifs shown in Figure S8 are depicted in *Oct4* and *Mafk* peaks, respectively. To aid comparability, the motif abundances were normalized by the respective maximum abundance levels per motif.
Figure 4: t-SNE analysis of the JunD peaks. Each panel shows the distribution of the cell type specific JunD peaks on the same t-SNE hyperplane.
Figure 5: **Sequence composition of JunD peaks.** Using the same t-SNE hyper-plane as shown in Figure 4, each sequence is represented as a pie cart with the pie pieces corresponding to motifs (see Figure S12). The sizes of the pie pieces reflect the motif abundances.
Supplementary Figures

Figure S1: Motifs discovered by training the cRBM on Oct4 peaks.
Figure S2: Motifs discovered by training the cRBM on $Mafk$ peaks.
Figure S3: Average smoothed profile of motif matches on Oct4 test regions using the Oct4-specific cRBM. Motif 3 and 5, which show a resemblance to the known Oct4 motif (see Suppl. Figure S1), preferentially occurs at the peak center.
Figure S4: Average smoothed profile of motif matches on Mafk test regions using the Mafk-specific cRBM. Motif 4 and 10, which shows a resemblance to the known Mafk motif (see Suppl. Figure S2), preferentially occurs at the peak center.
Figure S5: MEME-Chip discovered motifs in Oct4 peaks.
Figure S6: MEME-Chip discovered motifs in *Mafk* peaks.
Figure S7: ROC curve showing the discriminative performance for classifying Oct4 and Mafk test peaks. For all cases, cRBM and MEME-Chip were used to discover motifs in Oct4 and Mafk peaks (see Suppl. Figure S1-S2 and S5-S6, separately. For these motifs, the abundances were provided as input for a logistic regression classifier. While for cRBM-all, all motifs where used, the cRBM-reduced prediction only relies on Motif 3 and 6 (see Suppl. Figure 1c and f) Motif 4 and 10 (see Suppl. Figure 2d and j), which resemble the known binding motifs of Oct4 and Mafk.
Figure S8: Motifs discovered by training a single cRBM on Oct4 and Mafk peaks, simultaneously.
Figure S9: Average smoothed profile of motif matches on *Oct4* and *Mafk* test regions resulting from a single cRBM. The corresponding motifs are depicted in Suppl. Figure S8.
Figure S10: MEME-Chip discovered motifs in the combination of \(Mafk\) and \(Oct4\) peaks.

(a) Motif 1
(b) Motif 2
(c) Motif 3
(d) Motif 4
(e) Motif 5
(f) Motif 6
(g) Motif 7
(h) Motif 8
(i) Motif 9
(j) Motif 10

Figure S11: Jaspar \(JunD\) motif
Figure S12: Motifs discovered by training the cRBM in *JunD* peaks across multiple cell types.
Figure S13: MEME-Chip discovered motifs in all JunD peaks regardless of cell-type.
Figure S14: Confusion matrices showing the discriminative performance for predicting the cell-type label of *JunD* peaks. The predictions are based on cRBM (top row) and the MEME-Chip motifs, respectively (bottom row). The corresponding motifs for a) and c) are depicted in Suppl. Figure S12-S13. Motifs for b) and d) are not shown.
Figure S15: t-SNE clustering based on cRBM motif abundances of *JunD* peaks (see Suppl. Figure S12) showing all cell-types simultaneously.