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ABSTRACT

We propose a new approach (TFcoop) that takes into account cooperation between transcription factors (TFs) for
predicting TF binding sites. For a given a TF, TFcoop bases its prediction upon the binding affinity of the target TF as
well as any other TF identified as cooperating with this TF. The set of cooperating TFs and the model parameters are
learned from ChlP-seq data of the target TF. We used TFcoop to investigate the TF combinations involved in the binding
of 106 different TFs on 41 different cell types and in four different regulatory regions: promoters of mRNAs, IncRNAs
and pri-miRNAs, and enhancers. Our experiments show that the approach is accurate and outperforms simple PWM
methods. Moreover, analysis of the learned models sheds light on important properties of TF combinations. First, for a
given TF and region, we show that TF combinations governing the binding of the target TF are similar for the different
cell-types. Second, for a given TF, we observe that TF combinations are different between promoters and enhancers, but
similar for promoters of distinct gene classes (mRNAs, IncRNAs and miRNAs). Analysis of the TFs cooperating with the
different targets show over-representation of pioneer TFs and a clear preference for TFs with binding motif composition
similar to that of the target. Lastly, our models accurately distinguish promoters into classes associated with specific
biological processes.

INTRODUCTION

Transcription factors (TFs) are regulatory proteins that bind DNA to activate or repress target gene transcription.
TFs play a central role in controlling biological processes, and are often mis-regulated in diseases (22).
Technological developments over the last decade have allowed the characterization of binding preferences for
many transcription factors both in vitro (4, 16) and in vivo (15). These analyses have revealed that a given TF
usually binds similar short nucleic acid sequences that are thought to be specific to this TF, and that are conserved
along evolution (5). In addition to enabling characterization of the sequence specificity of TF binding sites (TFBS),
in vivo approaches such as ChIP-seq also have the potential to precisely identify the position of these binding sites
genome-wide, in a particular biological condition (cell type or treatment). While consortiums such as ENCODE
(40) have generated hundred of ChIP-seq datasets for different TFs under different conditions, it is not possible to
provide data for every TFs in every possible biological condition. Therefore, accurate computational approaches
are needed to complement experimental results. Also, a biological explanation is missing: knowing where a
TF binds in the genome does not explain why it binds there. Understanding TF binding involves developing
biophysical or mathematical models able to accurately predict TFBSs.

Traditionally, TFBSs have been modeled by position weight matrices (PWMs) (43). These models have the
benefit of being simple, easy to visualize, and they can be deduced from in vitro and in vivo experiments. As a
result, several databases such as JASPAR (25), HOCOMOCO (21), and Transfac (44), propose position frequency
matrices (PFM, which can then be transformed in PWMs) for hundred of TFs. These PWMs can be used to scan
sequences and identify TFBSs using tools such as FIMO (12) or MOODS (20). However, to a certain extent, PWMs
lack sensitivity and accuracy. While the majority of TFs seem to bind to a unique TFBS motif, in vivo and in vitro
approaches have revealed that some TFs recognize different motifs (17, 32). In that case, one single PWM is not
sufficient to identify all potential binding sites of a given TF. Moreover, while a PWM usually identifies thousands

*To whom correspondence should be addressed. Emails: brehelin@lirmm.fr and charles.lecellier@igmm.cnrs.fr

© The Author(s)

Page: 1 1-8


https://doi.org/10.1101/197418
http://creativecommons.org/licenses/by-nc-nd/4.0/

bioRxiv preprint doi: https://doi.org/10.1101/197418; this version posted October 2, 2017. The copyright holder for this preprint (which was
not certified by peer review) is the author/funder, who has granted bioRxiv a license to display the preprint in perpetuity. It is made
available under aCC-BY-NC-ND 4.0 International license.

of potential binding sites for a given TF in the genome (45), ChIP-seq analyses have revealed that only a fraction of
those sites are effectively bound (19). There may be different reasons for this discrepancy between predictions and
experiments. First, PWMs implicitly assume that the positions within a TFBS independently contribute to binding
affinity. Several approaches have thus been proposed to account for positional dependencies within the TFBS (see
for example (27, 47)). Other studies have focused on the TFBS genomic environment, revealing that TFs seems to
have a preferential nucleotide content in the flanking positions of their core binding sites (9, 23).

Second, beyond the primary nucleotide sequence, other structural or epigenetic data may also affect TF binding.
For example, it is thought that TFs use DNA shape features (e.g., minor groove width and rotational parameters
such as helix twist, propeller twist and roll) to distinguish binding sites with similar DNA sequences (36). The
contributions of base and shape composition for TFBS recognition vary across TF families, with some TFs
influenced mainly by base composition, and some other TFs influenced mostly by DNA shape (36). Some attempts
have thus been made to integrate DNA shapes information with PWMs (26). Other studies have investigated the
link between TF binding and epigenetic marks, showing that many TFs bind regions associated with specific
histone marks (10). However, it remains unclear whether these chromatin states are a cause or a consequence of
TF binding (14). Similarly, ChIP-seq experiments also revealed that most TFBSs fall within highly accessible
(i.e., nucleosome-depleted) DNA regions (41). Consequently, several studies have proposed to supplement PWM
information with DNA accessibility data to identify the active TFBS in a given cell type (24, 31, 38). However, as
for other epigenetic marks, DNA accessibility can also be a consequence of TF binding rather than its cause. For
example, Sherwood et al. (39) used DNase-seq data to distinguish between “pioneer” TFs, which open chromatin
dynamically, and “settler” TFs, which only bind already-opened chromatin.

Competition and cooperation between TFs (combinatorics) can also impact the binding capability of a given
TF. As reviewed in Morgunova et al. (30), multiple mechanisms can lead to TF cooperation. In its simplest form,
cooperation involves direct TF-TF interactions before any DNA binding. But cooperation can also be mediated
through DNA, either with DNA providing additional stability to a TF-TF interaction (18), or even without any
direct protein-protein interaction. Different mechanisms are possible for the later. For example, the binding of one
TF may alter the DNA shape in a way that increases the binding affinity of another TF (30). Another system is the
pioneer/settler hierarchy described above, with settler TFs binding DNA only if adequate pioneer TFs have already
bound to open the chromatin (39). Lastly, other authors have hypothesized a non-hierarchical cooperative system,
with multiple concomitant TF bindings mediated by nucleosomes (29). This is related to the “billboard” system
proposed for enhancers (3).

Recently, deep learning approaches such as DeepSea (33, 48) have been proposed for predicting epigenetic
marks (including TF binding sites) from raw data sequences. These approaches show higher prediction accuracy
than PWM-based methods, but the biological interpretation of the learned neural network is not straightforward.
Moreover, approaches such as DeepSea involve a very high number of parameters and hence require high amount
of learning data to work.

In this paper, we propose a new approach (TFcoop) for modeling TFBSs taking into account the cooperation
between TFs. More formally, for a given cell type, regulatory region (for example 500bp around the TSS of a
particular gene), and TF, we aim to predict whether this TF binds the considered sequence in the given cell type.
Our predictor is a logistic model based on a linear combination of two kinds of variables: i) the binding affinity
(i.e. PWM affinity score), of the TF of interest as well as any other TFs identified as cooperating with the target
TF; and ii) the nucleotide composition of the sequence. The set of cooperating TFs and the model parameters
are learned from ChIP-seq data of the target TF. This approach thus allows us to take into account the potential
presence of cooperating TFs to predict the presence or absence of the target TE. Another advantage is that it allows
us to consider all available PWMs for a given TF, and therefore to handle alternative binding-site motifs. Lastly, the
learned model can be readily analyzed and directly yields a list of potentially cooperating TFs. Variable selection
(i.e. identification of cooperating TFs) is done via lasso penalization (42). Learning can be done using a moderate
amount of data, which allows us to learn specific models for different types of regulatory sequences.

Using ChIP-seq data from the ENCODE project, we used TFcoop to investigate the TF combination involved
in the binding of 106 different TFs on 41 different cell types and in four different regulatory regions: promoters
of mRNAs, long non-coding (Inc)RNAs and microRNAs, and enhancers (2, 7, 11, 13). Our experiments show
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that this approach outperforms simple PWM methods, with accuracy and precision close to that of DeepSea (48).
Moreover, analysis of the learned models sheds light on important properties of TF combinations. First, for a given
TF and region, we show that TF combinations governing the presence/absence of the target TF are similar for the
different cell-types. Second, for a given TF, we observe that TF combinations are different between promoters
and enhancers, but similar for all promoters of all gene classes (mRNAs, IncRNAs, and miRNAs). Analysis
of the composition of TFs cooperating with the different targets show over-representation of pioneer TFs (39),
especially in promoters. We also observed that cooperating TFs are enriched for TFs whose binding is weakened
by methylation (46). Lastly, our models can accurately distinguish promoters into classes associated with specific
biological processes.

MATERIALS AND METHODS
Data

Promoter, enhancer, long non-coding RNA and microRNA sequences. We predicted TF binding in both human
promoters and enhancers. For promoters, sequences spanning £ 500bp around starts (i.e. most upstream TSS) of
protein-coding genes, long non-coding RNAs and microRNAs were considered. Starts of coding and IncRNA
genes were obtained from the hgl9 FANTOM CAGE Associated Transcriptome (CAT) annotation (11, 13).
Starts of microRNA genes (primary microRNAs, pri-miRNAs) were from (7). For enhancers, sequences spanning
£ 500bp around the mid-positions of FANTOM-defined enhancers (2) were used. Lastly, our sequence datasets
are composed of 20,845 protein coding genes, 1,250 pri-microRNAs, 23,887 IncRNAs, and 38,553 enhancer
sequences.

Nucleotide and dinucleotide features. For each of these sequences, we computed nucleotide and dinucleotide
relative frequencies as the occurrence number in the sequence divided by sequence length. Frequencies were
computed in accordance with the rule of DNA reverse complement. For nucleotides, we computed the frequency
of A/T and G/C. Similarly, frequencies of reverse complement dinucleotides (e.g. ApG and CpT) were computed
together. This results in a total of 12 features (2 nucleotides and 10 dinucleotides).

PWM. We used vertebrate TF PFMs from JASPAR (25), including all existing versions of each PFM, resulting in
a set of 638 PFMs with 118 alternative versions. PFMs were transformed into PWMs as described in Wasserman
and Sandelin (43). PWM scores used by TFcoop for a given sequence were computed as described in (43), keeping
the maximal score obtained in any position of the sequence.

ChIP-seq data. We collected ChIP-seq data from the ENCODE project (40) for human immortalized cell lines,
tissues, and primary cells. Experiments were selected when the targeted TF were identified by a PWM in JASPAR.
Thus we studied 409 ChIP-seq experiments for 106 distinct TFs and 41 different cell types. The most represented
TF is CTCF with 69 experiments, while 88% of the experiments are designed from immortalized cell lines (mainly
GM12878, HepG2 and K562). The detailed list of all used experiments is given in Supplementary materials. For
each ChIP-seq experiment, regulatory sequences were classified as positive or negative for the corresponding ChIP
targeted TF. We used Bedtools v2.25.0 (34) to detect intersection between ChIP-seq binding sites and regulatory
sequences (both mapped to the hgl9 genome). Each sequence that intersects at least one ChIP-seq binding
region was classified as a positive sequence. The remaining sequences formed a negative set. The number of
positive sequences varies greatly between experiments and sequence types. Mean and standard deviation numbers
of positive sequences are respectively 2661(£1997) for mRNAs, 1699(£1151) for IncRNAs, 216(£176) for
microRNAs, and 1516(+1214) for enhancers.

Expression data. To control the effect of expression in our analyses, we used ENCODE CAGE data restricted to 41
cell lines. The expression per cell line was calculated as the mean of the expression observed in all corresponding
replicates. For microRNAs, we used the small RNA-seq ENCODE expression data collected for 3,043 mature
microRNAs in 37 cell lines (corresponding to 403 ChIP-seq experiments). The expression of microRNA genes
(i.e. pri-microRNAs) was calculated as the sum of the expression of the corresponding mature microRNAs.

Logistic model

We propose a logistic model to predict the regulatory sequences bound by a specific TF. Contrary to classical
approaches, we not only consider the score of the PWM associated with the target TF, but also the scores of all
other available PWMs. The main idea behind this is to unveil the TF interactions required for effective binding of
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the target TF. We also integrate in our model the nucleotide and dinucleotide compositions of the sequences, as the
environment of TFBSs are thought to play major role in binding affinity (9, 23).

For each ChIP-Seq experiment, we learn different models to predict sequences bound by the target TF in four
regulatory regions (promoters of mRNA, IncRNA and pri-miRNA, and enhancers). For a given experiment and
regulatory region, our model aims to predict response variable y by the linear expression

a+ Z Bm x Scorem s+ Z Bn % Ratey, s +¢s,
méeMotifs neNucl

where y; is the boolean response variable representing the TF binding on the given sequence s (ys;=1 for TF
binding, 0 otherwise); Score,, s is the score of motif m on sequence s; Rate,, s is the frequency of (di)nucleotide n
in sequence s; « is a constant; 3,,, and [3,, are the regression coefficient associated with motif m and (di)nucleotide
n, respectively; and ¢, is the error associated with sequence s. Motifs and Nucl sets respectively contain 638
JASPAR PWMs and 12 (di)nucleotide frequencies.

To perform variable selection (i.e. identifying cooperating TFs), we used the lasso regression minimising the
prediction error within a constraint over [1-norm of 3 (42). The weight of the lasso penalty is chosen by cross-
validation by minimising the prediction error with the R package glmnet (35). As the response variable is boolean,
we used a logistic regression giving an estimation of the probability to be bound for each sequence. We evaluate
the performance of the model using 10-fold cross validation. In each validation loop, 90% of sequences (training
data) are used to learn the S parameters and the remaining 10% (test data) are used to evaluate the predictive
performance of the model.

Alternative approaches

We compared the predictive accuracy of our model to three other approaches.

Best hit approach. The traditional way to identify TF binding sites consists in scanning a sequence and scoring
the corresponding PWM at each position. Positions with a score above a predefined threshold are considered as
potential TFBS. A sequence is then considered as bound if it contains at least one potential TFBS.

TRAP score. An alternative approach proposed by Roider et al. (37) is based on a biophysically inspired model
that estimates the number of bound TF molecules for a given sequence. In this model, the whole sequence is
considered to define a global affinity measure, which enables us to detect low affinity bindings as described in (?
). We use the R package t Rap (35) to compute the affinity score of the 638 PWMs for all sequences. As proposed
in (37), we use default values for the two parameters (Ro(width), A=0.7).

DNA shape. In addition to PWMs, Mathelier et al. (26) considered 4 DNA shapes to increase binding site
identification: helix twist, minor groove width, propeller twist, and DNA roll. The 2" order values of these DNA
shapes are also used to capture dependencies between adjacent positions. Thus, each sequence is characterized
by the best hit score for a given PWM plus the 1% and 2"¢ DNA shape order values at the best hit position.
The approach based on gradient boosting classifier requires a first training step with foreground (bound) and
background (unbound) sequences to learn classification rules. Then the classifier is applied to the set of test
sequences. We used the same 10-fold cross-validation scheme that we used in our approach. We applied two
modifications to speed-up the method, which was designed for smaller sequences. First, in the PWM optimization
step of the training phase, we reduced the sequences to 4+ 50bp around the position with highest ChIP-Seq peak
for positive sequences and to = 50bp around a random position for negative sequences. Second, after this first
step we also reduced sequences used to train and test the classifiers to &= 50bp around the position for which the
(optimized) PWM gets the best score.

DeepSEA. Zhou and Troyanskaya (48) proposed a deep learning approach for predicting the binding of chromatin
proteins and histone marks from DNA sequences with single-nucleotide sensitivity. Their deep convolutional
network takes 1000bp genomic sequences as input and predicts the states associated with several chromatin marks
in different tissues. We used the predictions provided by DeepSEA server (http://deepsea.princeton.edu/). Namely,
coordinates of the analyzed promoter and enhancer sequences were provided to the server, and the predictions
associated with each sequence were retrieved. Only the predictions related to the ChIP-seq data we used in our
analyses were considered (i.e. 214 ChIP-seq data in total).
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RESULTS
Computational approach

Given a target TF, the TFcoop method identifies the TFBS combination that is indicative of the TF presence in a
regulatory region. We first considered the promoter region of all mRNAs (defined as the 1000bp centered around
gene start). TFcoop is based on a logistic model that predicts the presence of the target TF in a particular promoter
using two kinds of variables: PWM affinity scores and (di)nucleotide frequencies. For each promoter sequence,
we computed the affinity score of the 638 JASPAR PWMs (redundant vertebrate collection), and the frequency of
every mono- and dinucleotide in the promoter. These variables were then used to train a logistic model that aims to
predict the outcome of a particular ChIP-seq experiment in mRNA promoters. Namely, every promoter sequence
with a ChIP-seq peak is considered as a positive example, while the other sequences are considered as negative
examples (see below). In the experiments below, we used 409 ChIP-seq datasets from ENCODE and different
models. Each model targets one TF and one cell type. Given a ChIP-seq experiment, the learning process involves
selecting the PWMs and (di)nucleotides that can help discriminate between positive and negative sequences, and
estimate the model parameters that minimize prediction error. Note that the learning algorithm can select any
predictive variable including the PWM of the target TF. See Material and methods for more details on the data and
logistic model.

As explained above, positive sequences are promoters overlapping a ChIP-seq peak in the considered ChIP-seq
experiment. We used two different procedures for selecting the positive and negative examples. Each procedure
actually defines a different prediction problem. In the first case, we kept all positive sequences, and randomly
selected the same number of negative sequences among all sequences that do not overlap a ChIP-seq peak. In
the second case, we used an additional dataset that measures gene expression in the same cell type as the ChIP-
seq data. We then selected all positive sequences with non zero expression level and randomly selected the same
number of negative sequences among all sequences that do not overlap a ChIP-seq peak but that have a similar
expression level as the selected positive sequences. Hence, in this case (hereafter called the expression-controlled
case), we learn a model that predicts the binding of a target TF in a promoter knowing that the corresponding gene
is expressed. On the contrary, in the first case we learn a model that predicts the binding without knowledge about
gene expression.

Classification accuracy and model specificity

We ran TFcoop on the 409 ChIP-seq datasets and for the two classification cases. The accuracy of each model was
assessed by cross-validation by measuring the area under the Receiver Operating Curve (ROC). For comparison,
we also measured the accuracy of the classical approach that discriminates between positive and negative sequences
using only the affinity score of the PWM associated with the target TF. In addition, we estimated the accuracy of
the TRAP method, which uses a biophysically inspired model to compute PWM affinity (37) and that of the
approach proposed in (26), which integrates DNA shape information with PWMs. As shown in Figure 1Accuracy
on mRNA promoters. (a) An example of ROC curves obtained on ChIP-seq targeting TF USF1 in cell-type A549.
(b) Violin plots of the area under the ROC curves obtained in the 409 ChIP-seq. Best hit (red), TRAP (blue),
DNAshape (green), TFcoop with no expression control (purple), and TFcoop with expression control (orange).
ROC curves for Best hit, TRAP and DNAshape were computed in the non expression-controlled casefigure.1 and
Supp. Figures 1 and 2, TFcoop outperforms these PWM-based approaches on many TFs. Next, we ran TFcoop
using the TRAP scoring approach instead of the standard PWM scoring method but did not observe better results
(data not shown), despite the fact that TRAP slightly outperforms the standard method when used standalone
(Figure 1(b)Subfigure 1(b)subfigure.1.2 and Supp. Figure 1a). We also ran TFcoop with tri- and quadri-nucleotide
frequencies in addition to di-nucleotide frequencies. Although a consistent AUC improvement was observed, the
increase was very slight most of the time (Supp. Figure 3). Lastly, we compared TFcoop accuracy to that of the
deep learning approach DeepSea (48) and observed very close results (see Supp. Figure 4).

We then sought to take advantage of the relative redundancy of target TFs in the set of 409 ChIP-seq experiments
to investigate the specificity of the learned models. Namely, we compared pairs of models learned from ChIP-seq
experiments targeting (i) the same TF in the same cell-type, (ii) the same TF in different cell-types, (iii) different
TFs in the same cell-type, and (iv) different TFs in different cell-types. In these analyses, we used the model learned
on one ChIP-seq experiment A to predict the outcome of another ChIP-seq experiment B, and we compared the
results to those obtained with the model directly learned on B. More precisely, we measured the difference of the
Area under the ROC Curves (AUC) between the model learned on A and applied on B and the model learned
and applied on B. As shown in Figure 2Model specificity on mRNA promoters. Distribution of AUC differences
obtained when using a model learned on a first ChIP-seq experiment to predict the outcome of a second ChIP-seq
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experiment. Different pairs of ChIP-seq experiments were used: experiments on the same TF and same cell type
(red), experiments on the same TF but different cell type (yellow), experiments on different TFs but same cell type
(light blue), and experiments on different TFs and different cell types (blue). For each pair of ChIP-seq experiment
A-B, we measured the difference between the AUC achieved on A using the model learned on A, and the AUC
achieved on A using the model learned on B. AUC differences were measured on the non expression-controlled
case (a) and on the expression-controlled case (b)figure.2, models learned on the same TF (whether or not on the
same cell-type) have overall smaller AUC differences than models learned on different TFs.

We then analyzed cell and TF specificity more precisely. Cell specificity refers to the ability of a model learned
on one TF and in one cell type to predict the outcome of the same TF in another cell type. Oppositely, TF specificity
refers to the ability of a model learned on one TF in one cell type to predict the outcome of another TF in the
same cell type. Cell and TF specificities were evaluated by the shift between the associated distributions of AUC
differences in Figure 2Model specificity on mRNA promoters. Distribution of AUC differences obtained when
using a model learned on a first ChIP-seq experiment to predict the outcome of a second ChIP-seq experiment.
Different pairs of ChIP-seq experiments were used: experiments on the same TF and same cell type (red),
experiments on the same TF but different cell type (yellow), experiments on different TFs but same cell type
(light blue), and experiments on different TFs and different cell types (blue). For each pair of ChIP-seq experiment
A-B, we measured the difference between the AUC achieved on A using the model learned on A, and the AUC
achieved on A using the model learned on B. AUC differences were measured on the non expression-controlled
case (a) and on the expression-controlled case (b)figure.2: cell specificity was assessed by the shift between red
and yellow distributions, while TF specificity was assessed by the shift between red and light blue distributions.
We used a standard t-test to measure that shift. Low p-values indicate high distribution shifts (hence high cell/TF
specificity), while high p-values indicate low shifts (hence low specificity). Our results indicate very low cell
specificity (p-values 0.91 and 0.95 in the non-controlled and expression-controlled cases, respectively) and high
TF specificity (1-1076! and 3-10783). The fact that the TF specificity is slightly higher in the expression-controlled
case suggests that part of the TF combinations that help discriminate between bound and unbound sequences is
common to several TFs in the non-controlled case. It is indeed known that the majority of ChIP-seq peaks are found
in open and expressed promoters (41). Thus, most positive examples are associated with open chromatin marks.
However, in the non-expression-controlled case, a large part of the negative examples are in closed chromatin and
are therefore likely associated with other chromatin marks. As a result, in this case, TFcoop also learns the TFBS
signature that helps differentiate between these chromatin marks. Oppositely, in the expression-controlled case,
the positive and negative examples have similar chromatin states, and TFcoop unveils the TFBS signature specific
to the target TF.
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Figure 1. Accuracy on mRNA promoters. (a) An example of ROC curves obtained on ChIP-seq targeting TF USF1 in cell-type A549. (b) Violin plots of the
area under the ROC curves obtained in the 409 ChIP-seq. Best hit (red), TRAP (blue), DNAshape (green), TFcoop with no expression control (purple), and
TFcoop with expression control (orange). ROC curves for Best hit, TRAP and DNAshape were computed in the non expression-controlled case.

Finally the low cell specificity means that the general rules governing TFBS combination in promoters do not
dramatically change from one tissue to another. This is important in practice because it enables us to use a model
learned on a specific ChIP-seq experiment to predict TBFSs of the same TF in another cell type.

Analysis of TFBS combinations in promoters

We next analyzed the different variables (PWM scores and (di)nucleotide frequencies) that were selected in
the 409 learned models. Overall, 95% of the variables correspond to PWM scores. Although only 5% of the
selected variables are (di)nucleotide frequencies, almost all models include at least one of these features (see
Supp. Figure 7).

We then looked at the presence of the PWM associated with the target TF in its model. As mentioned earlier, the
learning algorithm does not use any prior knowledge and can select the variables that best help predict the ChIP-
seq experiment without necessarily selecting the PWM of the target TF. In fact, our analysis shows that, for 75%
of the models, at least one version of the target PWM was selected. However, it is important to note that similar
PWMs tend to have correlated scores. Hence, another PWM may be selected instead of the target. To overcome
this bias, we also considered all PWMs similar to the target PWM. We used Pearson correlation between PWM
scores in all promoters to measure similarity and set a threshold value of 0.75 to define the list of similar PWMs.
With this threshold, 90% models include the target or a similar PWM.

Next, following the analyses of Levo et al. (23) and Dror et al. (9) we used our models to investigate the
link between the nucleotide composition of the target PWM and that of the TFBS flanking region. First, we
did not observe a significant link between target PWM composition and the (di)nucleotide variables that were
selected in the models (Kolmogorov-Smirnov test p-val=0.448; see Supp. Figure 14). However, the (di)nucleotide
composition of target PWM exhibited strong resemblance to that of the other selected PWMs (see Figure 3Pearson
correlation between nucleotide composition of the target PWM and the mean composition of selected PWMs
(with positive and negative coefficients in red and blue, respectively) in 409 models. Grey: correlation achieved by
randomly selecting the same number of PWMs for each modelfigure.3). Specifically, except for dinucleotide TpT,
the nucleotide and dinucleotide frequencies of the target PWM were strongly correlated with that of the PWMs
selected with a positive coefficient, but not with those selected with a negative coeficient. This is in accordance
with the findings of Dror et al. (9), who show that TFBS flanking regions often have similar nucleotide composition
as the the TFBS.
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Figure 3. Pearson correlation between nucleotide composition of the target PWM and the mean composition of selected PWMs (with positive and negative
coefficients in red and blue, respectively) in 409 models. Grey: correlation achieved by randomly selecting the same number of PWMs for each model.
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We next evaluated the possibility of clustering the 409 learned models using the selected variables. As shown in
Supp. Figure 5, the models can be partitioned in a few different classes. In Supp. Figure 5 models were clustered
in 5 classes with a k-means algorithm. Supp. Figure 7 reports the most used variables in these different classes. We
can first observe that, in agreement with our analysis of model specificity, the models associated with the same TF
tend to cluster together. For example, the 4" class of our clustering is exclusively composed of CTCF models. This
clustering seems to be essentially driven by the nucleotide composition of the PWMs belonging to the models (see
Supp. Figure 15a). Note that we did not observe any enrichment for the classical TF structural families (bHLH,
Zinc finger, . ..) in the different classes (data not shown).

Pioneer TFs are thought to play an important role in transcription by binding to condensed chromatin and
enhancing the recruitment of other TFs (39). As shown in Figure 4Pioneer TF distribution of selected PWMs in
the different models. We kept one model for each target PWM to avoid bias due to over-representation of the
same PWM in certain classes. Grey represents the distribution of all PWMs associated with a family in Sherwood
et al. (39) (159 over 520 non-redundant PWMs)figure.4 and Supp. Figure 7, pioneer factors clearly are the most
represented TFs in the selected variables of all models (regardless of the model class), whereas they represent less
than 14% of all TFs. These findings are in agreement with their activity: pioneer TFs occupy previously closed
chromatin and, once bound, allow other TFs to bind nearby (39). Hence the binding of a given TF requires the prior
binding of at least one pioneer TF. We also observed that TFs whose binding is weakened by methylation (46) are
enriched in all models (Supp. Figure 16a). This result may explain how CpG methylation can negatively regulate
the binding of a given TF in vivo while methylation of its specific binding site has a neutral or positive effect in
vitro (46): regardless of the methylation status on its binding site, the binding of a TF can also be influenced in
vivo by the sensitivity of its partners to CpG methylation.

TFBS combinations in IncRNA and pri-miRNA promoters

We then ran the same analyses on the promoters of IncRNAs and pri-miRNAs using the same set of ChIP-seq
experiments. Results are globally consistent with what we observed on mRNA promoters (see Figure ?? for the
expression-controlled case). Overall, models show good accuracy and specificity on IncRNAs. Models are less
accurate and have lower specificity for pri-miRNAs but this likely results from the very low number of positive
examples available for these genes in each ChIP-seq experiment (Supp. Figure 13), which impedes both the
learning of the models and estimation of their accuracy.

Next we sought to compare the models learned on mRNA promoters to the models learned on IncRNA and pri-
miRNA promoters. For this, we interchanged the models learned on the same ChIP-seq experiment, i.e. we used
the model learned on mRNA promoters to predict the outcome on IncRNA and pri-miRNA promoters. One striking
fact illustrated by Figure ?? is that models learned on mRNA promoters and those learned on IncRNA promoters
are almost perfectly interchangeable. This means that the TFBS rules governing the binding of a specific TF in
a promoter are similar for both types of genes. We obtained consistent results when we used the models learned
on mRNAs to predict the ChIP-seq outcomes on pri-miRNA promoters (Figure ??). Accuracy is even better than
that obtained by models directly learned on pri-miRNA promoters, illustrating the fact that the poor performance
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Figure 4. Pioneer TF distribution of selected PWMs in the different models. We kept one model for each target PWM to avoid bias due to over-representation
of the same PWM in certain classes. Grey represents the distribution of all PWMs associated with a family in Sherwood et al. (39) (159 over 520 non-redundant
PWMs).

achieved on pri-miRNA promoters likely results from the small number of learning examples available for these
genes.

TFBS combinations in enhancers

We next applied the same approach on 38,554 enhancers defined by the FANTOM consortium (2). We used the
same ChIP-seq experiments as for the promoters. All enhancer sequences overlapping a ChIP-seq peak in the
considered ChIP-seq experiment were considered as positive examples. As for promoters, we used two strategies
to select the negative examples: in a first case we did not apply any control on the expression of the negative
enhancers, while in a second case, we used CAGE expression data to ensure that negative enhancers have globally
the same expression levels as positive enhancers.

As observed for promoters, TFcoop outperforms classical PWM-based approaches on many TFs (see Figure ??
and achieves results close to that of DeepSea (48) (Supp. Figure 4). However, analysis of model specificity
reveals somewhat different results from that observed for promoters. Globally, models have good TF specificity:
models learned on the same TF have more similar prediction accuracy than models learned on different TFs.
However, in contrast to promoters, cell specificity is high in the non-controlled case (p-value 2-10~%5, see peak
shift in Figure ??), although much lower in the expression-controlled case (p-value 1.6-107'2). Additionally,
TF specificity seems slightly higher in the expression-controlled case than in the non-controlled case (p-values
1.7-107102 ys, 1.-10~ %), This is in accordance with our hypothesis formulated for promoters, that part of the
TF combination learned by TFcoop in the non-controlled case actually differentiates between close and open
chromatin marks. Moreover, this also seems to indicate that these TF combinations are cell-type specific, while the
remaining combinations seems more general (as illustrated by the 1.6-107'2 p-value measured on the expression-
controlled case). The fact that cell-type specificity is more apparent for enhancers than for promoters in the non
expression-controlled case (2-10~%3 for enhancers vs. 0.91 for promoters) is in accordance with the lowest ubiquity
of enhancers (2) and the fact that, contrary to promoters, most of enhancers are expressed in a cell-specific manner
(as illustrated in Supp. Figure 9).

We next analyzed the different TFBS combinations of the enhancer models. As for promoters, we observed that
the selected PWMs tends to have similar (di)nucleotide composition as the target PWM (Figure. ??). Moreover,
models can also be partitioned in a few different classes according to the selected variables (Supp. Figures 11
and 12). These classes mostly correspond to the nucleotide composition of the target and selected PWMs (Supp.
Figure 18). Pioneer TFs are also over-represented in the selected PWMs but surprisingly less so than for promoters
(Figure ?? and Supp. Figure 12).

Next we sought to compare the models learned on enhancers to the models learned on promoters. We used
the models learned in the expression-controled cases. First, we can observe that these models have globally
similar prediction accuracy (see Figure ??). However, a pairwise comparison of the enhancer and promoter models
learned on each ChIP-seq experiment shows that the prediction accuracy is only moderately correlated (see Supp.
Figure 10, Pearson correlation 0.33). Moreover, if we interchange the two models learned on the same ChIP-seq
experiment, we observe that the model learned on promoters is generally not as good on enhancers as it is on
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Figure 5. Specificity and accuracy on IncRNA and pri-miRNA promoters. Top: Model specificity on promoters of IncRNA (a) and pri-miRNAs (b). See
legend of Figure 2Model specificity on mRNA promoters. Distribution of AUC differences obtained when using a model learned on a first ChIP-seq
experiment to predict the outcome of a second ChIP-seq experiment. Different pairs of ChIP-seq experiments were used: experiments on the same TF
and same cell type (red), experiments on the same TF but different cell type (yellow), experiments on different TFs but same cell type (light blue), and
experiments on different TFs and different cell types (blue). For each pair of ChIP-seq experiment A-B, we measured the difference between the AUC
achieved on A using the model learned on A, and the AUC achieved on A using the model learned on B. AUC differences were measured on the non
expression-controlled case (a) and on the expression-controlled case (b)figure.2 for details. Bottom: Promoter models are interchangeable. For each ChIP-seq
experiment, we computed the AUC of the model learned and applied on mRNAs (pink), learned and applied on IncRNAs (yellow-green), learned and applied
on pri-miRNAs (blue), learned on mRNAs and applied to IncRNAs (green), learned on mRNAs and applied to pri-miRNAs (purple).

promoters and vice-versa (Figure ??). Hence, while the rules learned on enhancers (promoters) in a given cell
type are valid for enhancers (promoters) of other cell types, they do not apply to promoters (enhancers) of the
same cell type. Note that AUCs of models learned on promoters and applied to enhancers are greater than that of
models learned on enhancers and applied to promoters (Figure ??). This result might be explained by the existence
of promoters able to exert enhancer functions (6, 8). Note that, conversely, the FANTOM definition of enhancers
precludes potential promoter functions (2).

Using TFcoop score for describing regulatory sequences

We next explored whether TFcoop scores could be used to provide meaningful descriptions of regulatory
sequences. This was assessed in two ways. First, we used the TFcoop models to cluster mRNA promoters and
searched for over-represented gene ontology (GO) terms in the inferred clusters. We randomly selected one model
for each TF, and used the 106 selected models to score the 20,846 mRNA promoter sequences. Each promoter
sequence was then described by a vector of length 106. We next ran a k-means algorithm to partition the promoters
into 5 different clusters, and we searched for over-represented GO terms in each cluster. For comparison, we
ran the same procedure using two other ways to describe the promoter sequences: the classical PWM scores of
the same 106 selected TFs (so promoters are also described by vectors of length 106), and the (di)nucleotide
frequencies of the promoters (vector of length 12). Globally, the same GO terms appear to be over-represented in
the different gene clusters and the three different clusterings: defense response, immune system process, cell cycle,
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Figure 6. Model accuracy and specificity on enhancers. See legend of Figure 1Accuracy on mRNA promoters. (a) An example of ROC curves obtained
on ChIP-seq targeting TF USF1 in cell-type A549. (b) Violin plots of the area under the ROC curves obtained in the 409 ChIP-seq. Best hit (red), TRAP
(blue), DNAshape (green), TEcoop with no expression control (purple), and TFcoop with expression control (orange). ROC curves for Best hit, TRAP and
DNAshape were computed in the non expression-controlled casefigure.1 and Figure 2Model specificity on mRNA promoters. Distribution of AUC differences
obtained when using a model learne