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Abstract

Genome-scale metabolic networks and transcriptomic data represent complementary sources of knowledge about an organism metabolism. We propose here a method for gene set enrichment analysis, metaboGSE, to interpret transcriptomic data with the help of a genome-scale metabolic network. The method relies on the creation of series of condition-specific metabolic submodels using expression data. The submodels are assessed by a newly defined fitness function, which then serve to contextualize any gene sets of interest. The functional discrepancy between multiple conditions is then evaluated with a statistical test. The method was validated using publicly available data for *Yarrowia lipolytica* and produced more informative and detailed results with respect to metabolism comparing to GSEA or topGO.

Introduction

The advent of high throughput sequencing techniques, especially RNA sequencing has greatly facilitated the experimental investigation of an organism transcriptome in different physiological conditions. RNA-seq data consists in reads mapped onto an annotated genome, which permits to quantify the abundances of transcripts predicted from all genes. These values can be used as a proxy to quantify gene expression, or may provide hints about protein abundances for protein-coding genes. Differential expression between two conditions or co-expression profiles across many conditions are currently the fundamental statistical approaches to analyze RNA-seq data. However, to obtain a biological interpretation from these analyses, genes also need to be carefully annotated with prior biological knowledge. For example, the Gene Ontology (GO) annotates genomes by grouping genes into sets, each one having a common GO term corresponding to a particular function or sub-cellular location. GO terms are hierarchically arranged in a directed acyclic graph (DAG) whose structure can be taken into account via a computational method such as topGO (Alexa & Rahnenführer, 2016). Another popular method, GSEA (Subramanian *et al.*, 2005) alternatively attempts to identify enriched GO terms by considering particular ordering of the genes established from the differential expression values.

Annotated genomes can also serve as a basis to metabolic reconstruction, hereafter referred to as genome-scale metabolic network (GSMN). GSMNs have been widely used to study and model metabolism in living organisms (Feist & Palsson, 2008; McCloskey *et al.*, 2013; Oberhardt *et al.*, 2009). They are complex biological networks that include thousands of interconnected nodes of four main types: metabolites; biochemical and transport reactions; enzymes and transporters; and genes. The basic building block of a GSMN is the gene-protein-reaction-metabolite tetrad that relates specific genes to their protein products and describes their functions down to the chemical level. A GSMN can be turned into predictive model, after defining (i) the model environment, *i.e.* the growth medium and the excreted metabolites through *external reactions* and (ii) an artificial *growth* reaction which represents how the biomass is assembled at the expense of consumed metabolites. Flux Balance Analysis (FBA) (Varma & Palsson, 1994) can then be used to establish if biomass can be produced in a specific growth medium, *i.e.* to establish the *viability* of the model. A viable GSMN can therefore be used to predict essentiality of genes for example, by simulating the effect on viability of gene knockout experiments, which can be validated against experimental data (Imam *et al.*, 2015; O’Brien *et al.*, 2015; Simeonidis & Price, 2015).
Several research groups have attempted to integrate RNA-seq data and GSMN. The different published methods have been recently reviewed (Machado & Herrgård, 2014; Kim & Lun, 2014; Vivek-Ananth & Samal, 2016) and can be classified in two broad categories: those aimed at improving the prediction of FBA flux distribution in the network and those aimed at extracting context-specific sub-networks. Regarding the prediction of flux distributions, the methods include Akesson et al (Akesson et al, 2004), Moxley et al (Moxley et al, 2009), E-Flux (Colijn et al, 2009; Brandes et al, 2012), E-Flux2 (Kim et al, 2016), PROM (Chandrasekaran & Price, 2010), MADE (Jensen & Papin, 2011), tFBA (van Berlo et al, 2011), Lee et al (Lee et al, 2012), Fang et al (Fang et al, 2012), RELATCH (Kim & Reed, 2012), TEAM (Collins et al, 2012), GX-FBA (Navid & Almaas, 2012), FCGs (Kim et al, 2013b), iMAT (Zur et al, 2010), GIMME (Becker & Palsson, 2008), GIM3E (Schmidt et al, 2013, 3), and EXAMO (Rossell et al, 2013). They were reviewed and benchmarked by Machado and Herrgård (Machado & Herrgård, 2014), who concluded with two ambiguous observations: absolute and relative gene expression seem to perform similarly; using gene expression as additional FBA constraints is not clearly superior to what obtained with parsimonious FBA, which does not depend on transcriptomic data at all. The methods for construction of context-specific models include iMAT, GIMME, GIM3E, EXAMO, INIT (Agren et al, 2012), AdaM (Töpfer et al, 2012), mCADRE (Wang et al, 2012), GAM (Sergushichev et al, 2016), and RegrEx (Robaina Estévez & Nikoloski, 2015). They consist in removing genes which products are supposed to be absent based on the context-specific gene expression. They differ in the way they dealt with the following recurrent problems: how to choose the genes/reactions to remove given the RNA-seq data; how many genes to remove; how to deal with unviable submodels caused by the removal of an essential reaction. None of them seem to be definitely addressed. Moreover, little biological interpretation from contrasting such context-specific sub-networks have arisen, apart from predicting and validating the flux distribution of some particular metabolites of interest (Machado & Herrgård, 2014).

Here we describe a novel method that incorporates both gene expression data and GSMN structure for gene set enrichment analysis. Gene expression data is not used as direct input for gene set enrichment analysis but rather as a means to create a series of metabolic sub-networks contextualized to the gene set under study and which are ranked using a newly defined fitness function. Our method then considers how a GO term enrichment score evolves with the fitness of a given metabolic network. By utilizing the structure of the GSMN, our method appears to provide a more sensitive way to extract functional categories from gene expression data than lists of differentially expressed genes. The `metaboGSE` R package is available from CRAN.

To validate the method we used existing experimental data and a metabolic model for *Yarrowia lipolytica*, a yeast which is widely used in industrial microbiology for the production of fatty acids (Ledesma-Amaro & Nicaud, 2016). The metabolic model iMK735 of *Y. lipolytica* (Kavšček et al, 2015) was exploited, as it can simulate the growth and production of lipids when oxygen consumption is limiting. Gene expression data was taken from the study of Maguire et al. on the role of the sterol-regulatory element binding protein Sre1 and the transcription factor Upc2 in sterol metabolism in hypoxic and normoxic conditions (Maguire et al, 2014). This study showed that the control of the sterol pathway has been taken over by Upc2 in *Y. lipolytica* and the *Saccharomycotina* group, unlike most eukaryotes, including the majority of fungi.
Results

1. Datasets

The investigated dataset is available from the R package *metaboGSE*.

   a. Genome, proteome, GO annotations and genome-scale metabolic network

The genome GCA_000002525.2_ASM252v1 of *Y. lipolytica* was used throughout this study. Its proteome and the list of associated GO terms were retrieved from UniProt (UniProt Consortium, 2015). The *Y. lipolytica* iMK735 model (Kavšček *et al.*, 2015) with a production of 40% lipid content in the biomass was studied. The genome, the proteome, the GO annotations, and the model were integrated within the framework of MetaNetX (Moretti *et al.*, 2016). The external reactions of the model were adapted to approximately simulate growth inYPD medium in hypoxic (anaerobic) or normoxic (aerobic) environments (Maguire *et al.*, 2014) by modifying the oxygen supply. The model was cleaned by removing dead-end metabolites, which were only either produced or consumed. Blocked reactions as given by flux variability analysis (FVA) (Mahadevan & Schilling, 2003) were also removed, as explained below. The finally investigated model contained 946 reactions, 504 genes, and 685 metabolites after cleaning, and is referred to as the comprehensive model in our analysis.

The GO annotation of *Y. lipolytica* consisted of 4629 GO terms and 4747 annotated genes (out of 6453). An initial enrichment was performed via topGO with weight01 algorithm and fisher statistic on the set of genes from the model iMK735 versus the complete genome (gene universe). This yielded 142 GO terms (denoted GO142 and listed in Appendix Table S1), which belonged to the biological process category and were associated with at least 3 and at most 50 genes in the iMK735 model (enriched with p-value < 0.1). The comparison of our algorithm, topGO, GSEA, and Maguire *et al.* was performed on this dataset, that we assume to contain most relevant information documented by iMK735.

   b. RNA-seq data

We investigated the RNA-seq data obtained from Maguire *et al* (NCBI: PRJNA205557) with 22 samples from seven conditions of normoxic and hypoxic growth with *sre1* Δ, *upc2* Δ, *sre1* Δ/*upc2* Δ mutants and the wild type strain (Maguire *et al.*, 2014) (see Table 1 and standard RNA-seq analysis in Materials and Methods). The double mutant *sre1* Δ/*upc2* Δ in hypoxic condition is absent from the experimental design as it failed to grow. The two mutated genes *SRE1* and *UPC2* are absent from the iMK735 model, which is expected, as they are transcription factors.

2. Measure of metabolic model fitness

Growth capacity, *i.e.* viability is crucial for the usability of a metabolic model. Removing a few reactions from a viable network is usually sufficient to render it unviable. Here we propose a measure to assess how close an unviable model is from a viable one, which will be called the *fitness* of the model.

   a. FBA, FVA and blocked reactions
These classic algorithms are summarized here as used in this paper. Let $\mathcal{M}$ be a GSMN with $n$ reactions, $m$ metabolites. $S$ denotes the stoichiometric matrix of dimension $m \times n$, which contains the stoichiometric coefficients of metabolites in each reaction, with positive coefficients for products and negative coefficients for substrates. Let $\mathbf{v}$ be a vector representing the fluxes on the $n$ reactions, which are constrained by lower and upper bounds, given by the vectors $\mathbf{lb}$ and $\mathbf{ub}$, respectively. Assuming that the flux distribution exists in a quasi-steady state, i.e. the rate of production of each metabolite is equal to its rate of consumption. The balance in the system is expressed as

$$S \cdot \mathbf{v} = 0.$$  

FBA uses linear programming (LP) to optimize an objective function $c^T \cdot \mathbf{v}$ where $c$ is a vector of weights. Maximizing the biomass production $v_{\text{Biomass}}$ is of interest here and can be achieved by formulating the particular $c_{\text{Biomass}}^T$ vector with a weight equal to 1 for the growth reaction and weights equal to 0 for all the other reactions. In this context, the optimization problem addressed by FBA can be stated as

$$\text{find } v_{\text{Biomass}}^* = \max_{\mathbf{v}} \left( c_{\text{Biomass}}^T \cdot \mathbf{v} \right) \text{ subject to } S \cdot \mathbf{v} = 0 \text{ and } \mathbf{lb} \leq \mathbf{v} \leq \mathbf{ub}$$

and the model is said to be viable if $v_{\text{Biomass}}^* > 0$.

FVA can be used to detect the reactions that are blocked in the model, i.e. they cannot carry a flux and can be removed from the model without affecting its predictive properties. It consists in solving the following LP problem:

$$\text{find } \min v_i \text{ and } \max v_i \text{ for } i = 1..n$$

subject to

$$S \cdot \mathbf{v} = 0$$

$$\mathbf{lb} \leq \mathbf{v} \leq \mathbf{ub}$$

$$0 < c_{\text{Biomass}}^T \cdot \mathbf{v} \leq v_{\text{Biomass}}^*$$

The $i^{th}$ reaction is considered to be blocked if $\min v_i = \max v_i = 0$ (Henry et al, 2007).

Submodel construction by removing one or several genes refers to the process of (i) removing an initial set of genes (input) and their associated reactions, (ii) determining the blocked reactions, (iii) removing the latter with their associated genes, if any. A similar procedure deleteModelGenes was introduced in the COBRA Toolbox (Becker et al, 2007). Below, we are referring to a particular submodel with the number of initially removed genes, but all analysis results that are presented have been obtained after gene removal propagation through the blocked reactions.

b. Principle of growth rescue

In this section, we introduce a procedure to restore the viability of an unviable metabolic network by the introduction of a minimal set of artificial reactions. It consists first in modifying the input network around the growth equation as depicted in Fig 1. An artificial metabolite is created for each of those present in the growth reaction. Each artificial metabolite $x'$ can be produced or consumed via a rescue external reaction denoted $r_x$. Each artificial metabolite $x'$ is linked to the original metabolite $x$ through a directed help reaction denoted $h_x$. The purpose of this help reaction
is to avoid artificially supplying \( x' \) as a side effect of rescuing \( x \). No restriction is applied on the fluxes of the rescue and help reactions apart from the directions. In addition, the same network modifications were applied for non-growth associated maintenance reactions since they do not allow for a zero flux.

Let \( M' \) be the expanded version of \( M \) with the modified growth equation and the full set of rescue and help reactions, \( S' \) is the corresponding stoichiometric matrix. The flux distribution \( \nu' \) is constraint by the bound vectors \( \mathbf{lb}' \) and \( \mathbf{ub}' \) that account for the directionality of newly added reactions and constraint the growth equation at a fixed rate arbitrarily chosen as 20% the original model growth objective, \( i.e. \mathbf{lb}'_{\text{Biomass}} = \mathbf{ub}'_{\text{Biomass}} = \frac{1}{5} \nu^*_\text{Biomass} \).

Let \( \mathbf{c}_{\text{Rescue}} \) be a vector of weight that is equal to 0 for all reactions but the rescue reactions. It is given a value of \( 1/B_x \) where \( B_x \) is the stoichiometric coefficient for the metabolite \( x \) in the original growth equation. The rescue procedure can be stated as the following LP problem:

\[
\begin{align*}
\text{find } \nu'^* &= \text{argmin}_\nu' \left( \mathbf{c}_{\text{Rescue}}^T \cdot \nu' \right) \\
\text{subject to } S' \cdot \nu' &= 0 \\
\mathbf{lb}' \leq \nu' \leq \mathbf{ub}' .
\end{align*}
\]

Only rescue reactions for metabolite \( x \) with non-zero flux \( |\nu'^*_{rx}| > 0 \) are required to restore the model viability. The fraction of metabolites in the growth reaction that need to be rescued could have constituted a possible measure of the model fitness. We investigated this by constructing submodels through the random withdrawal of variable numbers of genes (from 1 to the total number of genes). Random draws were performed \( N = 50 \) times. The simulation shows the crucial property that the more genes removed, the more damaged the model (Fig 2A). Fig 2B presents the fraction of draws where each individual metabolite is rescued, clearly indicating different behaviors among metabolites in the growth equations. Furthermore, our interest here is focused on not-too-damaged submodels, say, submodels obtained after removal of up to 20% of genes. This suggests that the different metabolites should not be treated equivalently.

c. Weighting schema for model fitness

The idea here is to introduce a weighting scheme to account for the variable importance of metabolites in the growth equation and possible dependencies among them (Fig 2B). Model fitness is defined as

\[
F(M') = 1 - \frac{\sum_{x} w_{rx} \| (|\nu'^*_{rx}| > 0) \|}{\sum_{x} w_{rx}},
\]

where \( \| (e) = 1 \) if \( e \) is true, and 0 otherwise. The weights \( w_{rx} \) are computed as follows. For every gene in the model, a single gene knockout is simulated and the rescue procedure is performed to determine which metabolites in the growth equation are affected. Hence, every rescue reaction \( r_x \) is associated with a binary vector which describes whether the reaction is necessary or not for each of the gene knockouts. These binary vectors are used to compute Euclidean distances between rescue reactions, which are used in hierarchical clustering with average linkage, and the Gerstein method \(^{41}\) is then applied to the resulting tree as a means to assign a weight to each
rescue reaction. Those rescue reactions with similar binary vectors share weights, while those with unique profile receive a larger weight. The weighting schema has two main effects: i) it reduces the importance of metabolites that are weakly affected by slightly damaging the model, and ii) assigns similar importance to metabolites that appear on the same pathway, as shown in Fig 2C. For instance, H₂O has the smallest weight, phosphatidylcholine and phosphatidylethanolamine in the same pathway share weights. With the simulation of random draws above, the distribution of obtained submodel fitness scores was less dispersed than that of fraction of rescued metabolites (see Fig 2A and 3).

3. Optimal ranking of genes for removal

A condition-specific metabolic submodel can be constructed by removing a certain number of genes or reactions from the comprehensive network. Its health can be evaluated via the fitness metric proposed in the previous section. The question then arises as to how to select genes for elimination in a particular condition, with the aim of removing more genes while less disturbing the network or more preserving its high fitness. In this section, we investigate a number of strategies to rank genes for removal according to their expression level.

We tested the following transformations of the raw expression data to rank the genes:

\[
\begin{align*}
\text{expr} & \quad \text{average log}_2\text{-counts of genes per condition} \\
\text{pkmExpr} & \quad \text{expression in RPKM (see Material and Methods)} \\
\text{relExpr}_1 & = \frac{\text{expr}}{<\text{expr}>} \quad \text{relative expression} \\
\text{relExpr}_2 & = \left(\frac{\text{expr}^2}{<\text{expr}>}\right)^{1/2} \quad \text{another relative expression} \\
\text{relExpr}_3 & = \left(\frac{\text{expr}^3}{<\text{expr}>}\right)^{1/3} \quad \text{yet another relative expression} \\
\text{zExpr} & = \frac{\text{expr} - <\text{expr}>}{\text{sd}(\text{expr})} \quad \text{z-score} \\
\text{revExpr} & = 1/(1+\text{expr}) \quad \text{reversed expression (control)},
\end{align*}
\]

where <expr> and \(\text{sd}(\text{expr})\) denote the average and standard deviation across conditions, respectively. Let \(\rho\) be a particular ranking of the genes based on their expression level. Submodels are constructed by removing genes in the order given by \(\rho\). The produced fitness scores decrease when more genes are removed and the decreasing trend depends on \(\rho\). Fig 3 presents the fitness of the submodels obtained by successively removing genes from the comprehensive model iMK735 for the UH condition (upc2Δ in hypoxic condition) and for the seven rankings described above.

We define a significance level \(Z_\rho\) for the ranking \(\rho\), which corresponds to the percentage of random draws (as in Section 2) in which submodel fitness is higher than that of submodels created by \(\rho\)-based removal of the same number of removed genes and which is weighted by the average random fitness.

\[
Z_\rho = 100 \times \sum_i \left( \frac{\{F(M^\rho_i^{\text{random}})\}}{\sum_i F(M^\rho_i^{\text{random}})} \right) \sum_{\text{N draws}} \frac{1}{N} \left( F(M^\rho_i^{\text{random}}) \geq F(M^\rho_i) \right),
\]

where \(M^\rho_i\) denotes the rescued submodel of the comprehensive network \(M\) by removing the first \(i\) genes following the ranking \(\rho\), and \(M^\rho_i^{\text{random}}\) the rescued submodel by randomly removing \(i\) genes, \((F(...))\) the average fitness on \(N\) draws. The lower the score, the better the ranking.
The gene removal following absolute expression ranking $expr$ produced the significance level $Z_{expr}$ of 2.69% on Fig 3. Table 2 shows that the gene ranking on $expr$ outperforms the others with $Z_{expr}$ ranging between 2.49 and 7.91% for all conditions (see also Appendix Fig S1). $expr$ and relExpr\(_i\) ($i = 1, 2, 3$) shows some noteworthy distinction in their scores, especially between $expr$ and relExpr\(_1\). The reverse ranking (revExpr) was introduced as a control. Its high $Z_{revExpr}$ value indicates that the reverse ranking is clearly worse than a random gene removal. The $expr$ ranking was then used in the rest of this study.

4. Condition-specific submodel construction and comparison of multiple conditions

Now we apply the optimal gene removal strategy to construct submodels for the seven conditions studied by Maguire et al. The gene expression profiling and hence the $expr$ ranking are specific to each condition. As a result, the submodels constructed based on $expr$ evolve differently across conditions, and so their fitness also evolves differently (Fig EV1A,B). A stable region of fitness higher than 0.9 can be observed, which reflects genes of very low expression. This suggests that we can safely remove a portion of lowly expressed genes without much affecting model properties. This region also shows a relatively stable percentage of essential reactions across conditions, despite a high degree of variation in the proportion of essential genes (Fig EV1C,D) indicating that the submodels are structurally distinct across conditions. The UpSet plot (Lex et al., 2014) in Fig EV2 describes the distribution of removed genes before and after propagation when removing 12.5% of the whole model gene set (63 genes) and confirms the difference between conditions.

5. MetaboGSE: contrasting gene set enrichment in condition-specific submodels

We introduce here the MetaboGSE method, which identifies gene sets that are differentially enriched across conditions using submodels derived from a comprehensive GSMN. The procedure consists in three main steps depicted on Fig 4:

i. Construction of successive submodels, taking as input a GSMN and a matrix of absolute gene expression $expr$ (see Fig EV1A) to rank the genes and produce a matrix of fitness $F$ (see Fig EV1B), as described above.

ii. Computation of the fraction $f$ of genes associated with a given gene set $g$ remaining in each submodel and for each condition. The enrichment score of $g$ is defined as this fraction, weighted by the fraction of remaining genes and fitness of the corresponding submodel,

$$E^g_i = \left(1 - \frac{i}{k}\right) \cdot F(M_{expr}^i) \cdot f(M_{expr}^i, g),$$

where $M_{expr}^i$ denotes the rescued submodel of the comprehensive network $M$ by removing the first $i$ genes and $k$ the total number of genes in $M$. A value of fitness may correspond to several enrichment scores. To obtain distributions of enrichment scores as a function of submodel fitness for each condition, a linear interpolation with mean ties is subsequently performed at $l$ equally distributed values of fitness, where $l$ is the number of unique values of strictly positive fitness obtained in all the conditions. This produces a matrix of interpolated enrichment scores that represents the evolution of $g$ when reducing model fitness, for all the conditions.
iii. The Kruskal-Wallis statistic was applied on the enrichment score distributions to produce a p-value that indicates whether the enrichment evolution of g from at least one condition stochastically dominates those from the others. The p-values were subsequently adjusted by Benjamini-Hochberg (BH) correction on all the studied gene sets (Benjamini & Hochberg, 1995).

This procedure is illustrated in Fig 5 with GO:0009086 – methionine biosynthetic process. The fraction f of genes associated with GO:0009086 decreases rapidly in all conditions (Fig 5A), while the enrichment scores as a function of submodel fitness clearly separate normoxia and hypoxia (Fig 5B). Such discrepancy between conditions is amplified in Fig 5B with regards to that in Fig 5A, and can be captured via the Kruskal-Wallis p-value. The normoxia-hypoxia separation can also be found in the hierarchical clustering based on the expression profile of all the 14 genes (Fig 5C), which are not restricted to differentially expressed genes (Fig 5D).

6. Biological interpretation

To validate the biological findings produced by our approach, we investigate in this section the gene sets defined by GO142. Maguire et al. (Maguire et al, 2014) studied the role of Sre1 and Upc2 in regulating sterol metabolism in hypoxic and normoxic conditions in Y. lipolytica by performing GO term enrichment analysis of differentially expressed genes using DAVID. Among the 116 biological-process GO terms they reported, only eight are retrieved in GO142, but none has a reported raw p-value < 0.05. Here we are comparing our results with those of topGO (Alexa & Rahnenführer, 2016), using two algorithms classic and weight01, and GSEA (Subramanian et al, 2005) (see details in Materials and Methods).

Hypoxia-normoxia contrast

Thirty-six GO terms were found to be significantly enriched according to metaboGSE, with BH-adjusted p-values of < 0.05 (see Table EV1). Enrichment score curves (Fig S2) indicate that the degree of oxygen limitation is the most likely explanation for the enrichment of 22 of the 36 GO terms, which is expected for this dataset – where hypoxia was the only environmental variable. In addition to methionine biosynthetic process (GO:0009086), three more terms related to sulfur metabolism are found: GO:0019344 (cysteine biosynthetic process, GO:0000103 (sulfate assimilation) and GO:0046938 (phytochelatin biosynthetic process). Interestingly, several terms related to urea cycle are enriched and include GO:0019627 (urea metabolic process), GO:0006591 (ornithine metabolic process), and GO:0006526 (arginine biosynthetic process). Moreover, GO:0009068 (aspartate family amino acid catabolic process) and those concerned in pyrimidine metabolism (GO:0006207, GO:0009221, GO:0009130) might also be related to urea cycle.

Specificity of GO term enrichment

The GO terms found to be significantly enriched by metaboGSE, topGO, and GSEA are summarized in Fig EV3 and Table EV1. Of the 36 GO terms found to be significantly enriched by metaboGSE, 20 are child terms of those found by the other methods, 2 are themselves linked by parent-child relations, and 14 are unlinked by the DAG structure of the GO. Terms found to be significantly enriched by metaboGSE were never found as parents of the terms found only by topGO and/or GSEA. All terms identified via metaboGSE and most of terms identified via topGO or GSEA were either unrelated or children of those reported in Maguire et al. Overall, metaboGSE seems to produce more specific terms than the other methods.
An example is shown in Fig 6 for the histidine and purine biosynthesis pathways, which have been described to be co-regulated in *Saccharomyces cerevisiae* (Rébora *et al.*, 2005). Whereas GO:0000105 (histidine biosynthetic process) was enriched by both metaboGSE and GSEA, GO:0006189 (‘de novo’ IMP biosynthesis) was enriched only via metaboGSE. Interestingly, four GO terms that are parents of GO:0006189 were also found with GSEA. This suggests that a similar cross regulation between the two pathways occur in *Y. lipolytica*. Both metaboGSE and GSEA were able to capture it, though metaboGSE provided more informative results. Regarding the term missed by metaboGSE, three were enriched by all the other methods, including GO:0006637 (acyl-coA metabolic process), GO:0035428 (hexose transmembrane transport), GO:0046323 (glucose import), but these are not very informative term.

**Sterol biosynthesis**

Ergosterol biosynthetic process (GO:0006696) was enriched by all methods. Along with GSEA, we also discovered GO:0045337 (farnesyl diphosphate biosynthetic process), which is part of the ergosterol synthesis pathway (see Appendix Fig S3). This reflects the experimental design investigated in Maguire *et al.*, i.e. the regulation of sterol metabolism. In Fig EV4AB, the sudden drop from 100% to 0% of ergosterol-associated genes indicates that either all these genes or none of them exist in each submodel. This is the consequence of the linearity of the pathway of ergosterol biosynthesis, which is not perceptible in the expression profile of the genes (Fig EV4C). This co-participation of ergosterol-associated genes can only be captured via metaboGSE with all the 19 genes in iMK735 associated with ergosterol biosynthesis, whereas GSEA and topGO captured 16 and 4 genes, respectively. Besides, Maguire *et al.* only detected sterol biosynthetic process (GO:0016126) with two genes from the model (see Fig EV4D). Fig EV4B shows the discrepancy between hypoxia and normoxia in enrichment evolution of ergosterol-associated genes. Moreover, the grouping of *upc2Δ* and wildtype in both hypoxic and normoxic conditions as well as *sre1Δ*/*upc2Δ* and *sre1Δ* in normoxia and discrepancy triggered by Sre1 deletion reveal the role of Sre1, but not Upc2, in ergosterol regulation in the framework of iMK735. The displacement of Sre1 by Upc2 in sterol regulation claimed in Maguire *et al.* is not confirmed by our analysis, but this particular question might be somehow out of scope as only two genes (YALI0E32065g and YALI0F08701g) associated to sterol biosynthetic process reported in Maguire *et al.* belong to iMK735.

**Terms not contrasted by hypoxia-normoxia**

metaboGSE detected GO:0001676 (long-chain fatty acid), GO:0006635 (fatty acid beta-oxidation), GO:0015940 (pantothenate biosynthetic process), and GO:0046938, which are the most specific terms in the fatty acid metabolism compared to those resulting from other methods (see Appendix Fig S4). This reflects the nature of the iMK735, which simulates lipid production. A distinction between WH and the remaining conditions can be observed for the two terms on fatty acid, while SH is more distinguished from the others for pantothenate biosynthesis. Additionally, tryptophan biosynthetic process and chorismate metabolic process also revealed a discrepancy between WH and the others. These findings might suggest a role of Sre1 and/or Upc2 in low-oxygen growth condition for the corresponding biological processes.
Discussion

We present here a method for gene set enrichment analysis that utilizes a GSMN as an additional source of information and that focuses on genes expressed at low levels. Our central working hypothesis is that the correlation between gene expression levels and fluxes on related reactions is very poor in general, but the lowly expressed genes are plausibly associated with zeroed fluxes. This method is complementary to classical methods such as topGO and GSEA that focus on differential expression of sufficiently expressed genes. The introduction of a GSMN restricts the list of investigated genes to those related to metabolism and thus the list of gene sets that can be discovered. Clearly, the quality and scope of the investigated GSMN is likely to affect the method outcome, although this has not been investigated here. The GSMN and the set of RNA-seq data both need to be of high quality and mutually coherent with respect to experimental designs. Our method seems capable of producing more informative GO terms that are located lower in the Gene Ontology than those returned by GSEA and topGO for example. This might be related to the fact that metaboGSE can increase the size of investigated gene sets by taking into account structural constraints brought by the GSMN, as for example the linearity of the ergosterol biosynthesis pathway. The genes affecting the discrepancy between conditions, which are not necessarily differentially expressed, for each enriched gene set can be further investigated. metaboGSE seems to produce biologically meaningful results to the extent one can interpret them.

Our method does not aim at producing a particular condition-specific submodel, but rather integrates on a range of them, thus avoiding the choice of a particular number of genes to remove. A GSMN is a drastic simplification of our understanding and knowledge of biochemistry that neglects most kinetic aspects in its representation of metabolism. On the modeling level, defining a submodel by removing genes is equivalent to the effect of a gene knockout obtained from a molecular construct. It is likely that the metabolism that dominates a particular physiological state owes more to kinetic regulation than can be accounted for with the metabolism structure only. Moreover, it is very hard to ascertain that a gene is not expressed at all and even in this case, the absence of mRNA does not exclude that the protein is still present at a low concentration, as a remnant of the previous growth phase. The construction of a series of submodels followed by their rescue is essentially a way to circumvent the hard constraint caused by model viability and exploit submodel properties that would be out of range.

The fitness function is the key component of our analysis. It helps to deduce the gene sets in the framework of a metabolic network rather than using only a co-expression of genes that do not necessarily indicate the co-activities. The proposed measure of fitness showed its capacity to capture the health status of a submodel and thus some control on our construction, as well as produce biologically meaningful results. However, we are not claiming that the function investigated here is optimal. Several lines of improvement will be envisaged in future work: the formulation of the growth equation should be improved by taking into account more metabolites, the proposed weighing scheme is certainly suboptimal and other dynamics properties of the model could be considered apart from the score derived from the LP-based minimization. In addition, the proposed enrichment score formulation is relatively ad-hoc and would need to be improved to accommodate an upgraded fitness function.
Materials and Methods

1. Genome-scale metabolic network

FBA, FVA, dead-end detection, reaction and gene knock-out analyses were performed with the *sybil* R package (v2.0.0) (Gelius-Dietrich *et al*, 2013). The *clp* solver (v1.16.10) with *inibarrier* algorithm via *clpAPI* R package (v1.2.7) (Gelius-Dietrich, 2016) was used for the simulation. The *sybil* tolerance was set to 1e-8.

The iMK735 model was adapted to hypoxic and normoxic environments. For normoxia, oxygen consumption was unrestricted as in the original model and took a value of 244 mmol-gDW⁻¹-h⁻¹ as given by the Minimum Total Flux algorithm where the sum of absolute values of fluxes was minimized. We then arbitrarily limited the available oxygen to 50 mmol-gDW⁻¹-h⁻¹ to simulate hypoxic conditions. Preliminary investigation showed that the model behavior did not depend too much on the exact value of this setting.

2. RNA-seq data

RNA-seq reads were aligned against the *Y. lipolytica* genome GCA_000002525.2_ASM252v1 using *tophat2* (v2.0.13) (Kim *et al*, 2013a). The number of reads mapped onto each gene locus was obtained with *HTSeq-count* (v0.6.1) (Anders *et al*, 2015). The RNA-seq read counts are normalized using the TMM method from the R Bioconductor package *edgeR* (v3.12.1) (Robinson & Oshlack, 2010), and subsequently transformed to log₂-counts with *voom* transformation (Law *et al*, 2014). The average log₂-counts in each condition was computed and referred to as *expr* in our analysis. RPKM expression denoted normalized expression by gene length and library size and was computed as number of reads per kilobase per million mapped reads.

Then with the R Bioconductor package *limma* (v3.30.13) (Smyth, 2005), we built a linear model with one factor per condition on the transformed data, and performed differential analysis via moderated *t*-statistics on 21 pair-wise contrasts between the seven conditions studied in Maguire *et al*.

3. GO term enrichment analysis

The analyses were done using R (v3.2.2). For comparison of enrichment methods, metaboGSE used *GO142* as input. *topGO* (v2.24.0) was performed independently with *classic* and *weight01* algorithms with *fisher* statistic (Alexa & Rahnenführer, 2016) using the GO annotation and gene universe as above and *nodeSize* = 5. Twenty-one sets of differentially expressed genes (cut-offs: fold-change = 2 and FDR = 0.05) in 21 pair-wise contrasts as mentioned above were studied. Gene set enrichment analysis was performed with the GSEA software (v2.2.3) (Subramanian *et al*, 2005) using the GO annotation and gene universe as above. The gene set of iMK735 with its RNA-seq transformed count data was provided as input, and all the 21 pair-wise contrasts were studied.

The obtained enriched GO terms among *GO142* containing between 3 and 50 genes from the model were considered for each method. *P*-values obtained with metaboGSE, topGO and GSEA were adjusted using Benjamini-Hochberg correction (FDR) (Benjamini & Hochberg, 1995), and adjusted *p*-values < 0.05 were considered significant. This adjustment was unnecessary for Maguire *et al*. results as none of their GO terms among *GO142* were enriched with a reported raw *p*-value < 0.05.
4. **Statistical testing**
Kruskal-Wallis (Kruskal & Wallis, 1952) test was applied as a non-parametric test for different distributions between multiple samples.
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**FIGURES**

Figure 1. Schema of GSMN rescue process. $\mathcal{M}$, original GSMN with growth reaction $X + Y \rightarrow Z + \text{Biomass}$. $\mathcal{M'}$, expanded GSMN with the full set of rescue ($r_x$) and help ($h_x$) reactions for every metabolite $x$ in the biomass reaction. $\mathcal{M''}$, example of a minimal rescued GSMN in the particular case of only metabolite $Y$ needs to be rescued.
Figure 2. Rescue in metabolic submodels obtained by removing different numbers of random genes \((N = 50 \text{ draws})\) from \textit{Y. lipolytica} model iMK735.

(A) Fraction of metabolites in the growth reaction that need to be rescued. Blue darkness in the scatter plot represents the density of points. Black curves indicate average fitness.

(B) Fraction of draws where each individual metabolite is rescued.

(C) Weights of rescue reactions obtained via our weighting schema.
Figure 3. Fitness decrease while removing genes from the iMK735 model with different rankings in the UH condition. random: random draw, expr: voom-normalized expression, pkmExpr: voom-normalized expression in RPKM, relExpr: relative expression \((expr_i/\langle expr\rangle)^{1/i}\), revExpr: reverse expression, zExpr: z-score. Blue darkness in the scatter plot represents the density of random fitness. Gray region represents 20%-80% quantiles of random fitness.

Figure 4. metaboGSE algorithm.
Figure 5. Enrichment of GO:0009086 methionine biosynthetic process in *Y. lipolytica* submodels in seven RNA-seq conditions.

(A) Fraction of remaining genes

(B) Enrichment score and Kruskal-Wallis *p*-value

(C) Expression of associated genes

(D) Venn diagram of associated genes studied in metaboGSE, GSEA, and topGO.
Figure 6. GO terms enriched via the three methods metaboGSE, GSEA, and topGO on the Purine-Histidine cross-pathway.
### TABLES

#### Table 1. Designation of growth conditions obtained from Maguire et al.

<table>
<thead>
<tr>
<th>#replicate</th>
<th>Code</th>
<th>Genotype</th>
<th>Oxygen</th>
</tr>
</thead>
<tbody>
<tr>
<td>4</td>
<td>WN</td>
<td>wild type</td>
<td>normoxia 21%</td>
</tr>
<tr>
<td>3</td>
<td>SN</td>
<td>sre1 Δ</td>
<td></td>
</tr>
<tr>
<td>3</td>
<td>UN</td>
<td>upc2 Δ</td>
<td></td>
</tr>
<tr>
<td>2</td>
<td>DN</td>
<td>sre1 Δ/upc2 Δ</td>
<td></td>
</tr>
<tr>
<td>5</td>
<td>WH</td>
<td>wild type</td>
<td>hypoxia 1%</td>
</tr>
<tr>
<td>2</td>
<td>SH</td>
<td>sre1 Δ</td>
<td></td>
</tr>
<tr>
<td>3</td>
<td>UH</td>
<td>upc2 Δ</td>
<td></td>
</tr>
</tbody>
</table>

#### Table 2. Performance of different rankings $\rho$ measured by significance level $Z_{\rho}$. random: random draw, **expr**: voom-normalized expression, **pkmExpr**: voom-normalized expression in RPKM, **relExpr**: relative expression $\left(\frac{\text{expr}i}{<\text{expr}\rangle}\right)^{1/i}$, **revExpr**: reverse expression, **zExpr**: z-score.

<table>
<thead>
<tr>
<th></th>
<th>DN</th>
<th>SH</th>
<th>SN</th>
<th>UH</th>
<th>UN</th>
<th>WH</th>
<th>WN</th>
</tr>
</thead>
<tbody>
<tr>
<td>expr</td>
<td>3.27</td>
<td>7.91</td>
<td>2.54</td>
<td>2.69</td>
<td>2.49</td>
<td>4.30</td>
<td>2.91</td>
</tr>
<tr>
<td>pkmExpr</td>
<td>4.83</td>
<td>12.49</td>
<td>3.40</td>
<td>7.25</td>
<td>5.60</td>
<td>7.00</td>
<td>3.71</td>
</tr>
<tr>
<td>relExpr1</td>
<td>29.09</td>
<td>15.12</td>
<td>12.70</td>
<td>8.45</td>
<td>12.74</td>
<td>6.00</td>
<td>10.99</td>
</tr>
<tr>
<td>relExpr2</td>
<td>7.36</td>
<td>12.11</td>
<td>2.98</td>
<td>4.95</td>
<td>3.39</td>
<td>5.77</td>
<td>5.27</td>
</tr>
<tr>
<td>relExpr3</td>
<td>5.68</td>
<td>12.77</td>
<td>3.46</td>
<td>4.80</td>
<td>5.39</td>
<td>6.36</td>
<td>4.29</td>
</tr>
<tr>
<td>revExpr</td>
<td>82.98</td>
<td>85.72</td>
<td>77.57</td>
<td>85.21</td>
<td>80.76</td>
<td>77.71</td>
<td>76.81</td>
</tr>
<tr>
<td>zExpr</td>
<td>40.05</td>
<td>45.29</td>
<td>12.74</td>
<td>35.65</td>
<td>16.95</td>
<td>28.19</td>
<td>45.64</td>
</tr>
</tbody>
</table>
EXPANDED VIEW

Figure EV1. Gene expression (A), fitness (B), percentage of essential reactions (C) and percentage of essential genes (D) of *Y. lipolytica* submodels from seven RNA-seq conditions, obtained by removing genes following the `expr` ranking. The percentages represent the numbers of essential reactions or genes in submodels over those in the comprehensive model. The region of stable fitness is up to a cut-off at 12.5% of the whole model gene set (63 genes).
Figure EV2. Summary of genes removed in seven RNA-seq conditions.
A 12.5% (63) genes are removed following the expr ranking.
B Induced genes from removing 63 genes are also removed.

Figure EV3. GO terms enriched via the three methods metaboGSE, GSEA and topGO (with classic and weight01 algorithms). FDR cut-off: 0.05.
Figure EV4. Enrichment of GO:0006696 ergosterol biosynthetic process in Y. lipolytica submodels in seven RNA-seq conditions.

(A) Fraction of remaining genes
(B) Enrichment score
(C) Expression of ergosterol-associated genes
(D) Venn diagram of genes associated with GO:0006696 ergosterol biosynthetic process studied in metaboGSE, GSEA, topGO and genes associated with GO:0016126 sterol biosynthetic process reported in Maguire et al.

Table EV1. List of enriched biological process GO terms based on integration of RNA-seq data and metabolic networks compared to those obtained in Maguire et al. BH-adjusted p-values from Kruskal-Wallis test (metaboGSE), Fisher test (topGO), phenotype-based permutation test (GSEA) are cut off at 0.05. All biological process GO terms in GO142 from Maguire et al with BH-corrected p-values are reported.
Appendix Figure S1. Fitness decrease while removing genes from the iMK735 model with different rankings. A. WN, B. WH, C. SN, D. SH, E. DN, F. UN. random: random draw, expr: voom-normalized expression, pkmExpr: voom-normalized expression in RPKM, relExpri: relative expression \((\text{expr}/\langle\text{expr}\rangle)^{1/i}\), revExpr: reverse expression, zExpr: z-score. Blue darkness in the
scatter plot represents the density of random fitness. Gray region represents 20%-80% quantiles of random fitness.

Appendix Figure S2. Fraction of remaining genes and enrichment score of 36 GO terms identified via metaboGSE in *Y. lipolytica* submodels in seven RNA-seq conditions.

Appendix Figure S3. GO terms enriched via the three methods metaboGSE, GSEA, and topGO on the ergosterol biosynthesis pathway.
Appendix Figure S4. GO terms enriched via the three methods metaboGSE, GSEA, and topGO on fatty acid metabolism.