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Abstract. Intra-tumor heterogeneity is one of the key confounding factors in deciphering tumor evo-
lution. Malignant cells exhibit variations in their gene expression, copy numbers, and mutation even
when originating from a single progenitor cell. Single cell sequencing of tumor cells has recently emerged
as a viable option for unmasking the underlying tumor heterogeneity. However extracting features from
single cell genomic data in order to infer their evolutionary trajectory remains computationally chal-
lenging due to the extremely noisy and sparse nature of the data. Here we describe ‘Dhaka’, a variational
autoencoder method which transforms single cell genomic data to a reduced dimension feature space
that is more efficient in differentiating between (hidden) tumor subpopulations. Our method is general
and can be applied to several different types of genomic data including copy number variation from
scDNA-Seq and gene expression from scRNA-Seq experiments. We tested the method on synthetic and
6 single cell cancer datasets where the number of cells range from 250 to 6000 for each sample. Analysis
of the resulting feature space revealed subpopulations of cells and their marker genes. The features are
also able to infer the lineage and/or differentiation trajectory between cells greatly improving upon
prior methods suggested for feature extraction and dimensionality reduction of such data.
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Introduction

Tumor cells are often very heterogeneous. Typical cancer progression consists of a prolonged clini-
cally latent period during which several new mutations arise leading to changes in gene expression
and DNA copy number for several genes [I], [2], [3]. As a results of such genomic variability, we
often see multiple subpopulations of cells within a single tumor.

The goal of effective cancer treatment is to treat all malignant cells without harming the orig-
inating host tissue. Clinical approaches should thus take into account the underlying evolutionary
structure in order to identify treatments that can specifically target malignant cells while not af-
fecting their normal cell of origin. It is also important to determine if the ancestral tumor clones
eventually disappear (chain like evolution) or if several genotypically different clones of cells evolved
in parallel (branched evolution) [I]. Tumors resulting from these two evolutionary trajectories re-
spond differently, and ignoring the evolutionary process when determining treatment can lead to
therapy resistance and possible cancer recurrence. Thus, characterization of the hidden subpopu-
lations and their underlying evolutionary structure is an important issue for both the biological
understanding and clinical treatment of cancer. Prior studies have mainly relied on bulk sequenc-
ing to investigate tumor evolution [4], [5]. In such experiments thousands of cells are sequenced
together, which averages out the genomic characterisitics of the individual cells making it hard to
infer these sub-populations. More recently, single cell sequencing has emerged as a useful tool to
study such cellular heterogeneity [6], [7], [8], [9].

While single cell data is clearly much more appropriate for addressing tumor heterogeneity and
evolution, it also raises new computational and experimental challenges. Due to technical challenges
(for example, the low quantity of genetic material and the coverage for each of the cells sequenced)
the resulting data is often very noisy and sparse with many dropout events [10],[I1]. These issues
affect both, scRNA-Seq and scDNA-Seq experiments which are used for copy number and muta-
tion estimation. Given these issues, it remains challenging to identify meaningful features that can
accurately characterize the single cells in terms of their clonal identity and differentiation state.
To address this, several methods have been proposed to transform the observed gene expression
or copy number profiles in order to generate features that are more robust for down stream anal-
ysis. However, as we show below, many of the feature transformation techniques that are usually
applied to genomic data fail to identify the sub populations and their trajectories. For example,
while t-SNE [12] and diffusion maps [I3] are very successful in segregating cells between different
tumor samples, they are less successful when trying to characterize the evolutional trajectories of
a single tumor. Single cell clustering algorithms, including SNN-cliq [I4] which constructs a shared
k-nearest neighbor graph across all cells and then finds maximal cliques and PAGODA [I5] which
relies on prior set of annotated genes to find transcriptomal heterogeneity, can successfully distin-
guish between different groups of cells in a dataset. However, such methods are not designed for
determining the relationship between the detected clusters which is the focus of tumor evolutionary
analysis. In addition, most current single cell clustering methods are focused on only one type of
genomic data (for example scRNA-Seq) and do not work well for multiple types of such data.

Another direction that has been investigated for reducing the dimensionallity of scRNA-Seq
data is the use of neural networks (NN) [16], [I7]. In Lin et al. [16], the authors used prior biologi-
cal knowledge including protein-protein and protein-DNA interaction to learn the architecture of a
NN and to subsequently project the data to a lower dimensional feature space. Unlike these prior
approaches, which were supervised, we are using neural networks in a completely unsupervised man-
ner and so do not require labeled data as prior methods have. Specifically, in our software ‘Dhaka’
we have developed a variational autoencoder that combines Bayesian inference with unsupervised
deep learning, to learn a probabilistic encoding of the input data. Our autoencoder method can be
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used for analyzing different types of genomic data. Specifically, in this paper we have analyzed 4
scRNA-Seq and 2 scDNA-Seq datasets. We used the variational autoencoder to project the expres-
sion and copy number profiles of tumor populations and were able to reconstruct their trajectories
even for noisy sparse datasets with very low coverage. These results highlight the effectiveness of
the our method in extracting important biological and clinical information from cancer samples.
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Fig. 1. Structure of the variational autoencoder used in Dhaka.

Variational autoencoder

We used a variational autoencoder to analyze single cell genomic data. For this, we adapted an au-
toencoder initially proposed by [18]. Autoencoders are multilayered perceptron neural networks that
sequentially deconstruct data (x) into latent representation (z) and then use these representations
to reconstruct outputs that are similar (in some metric space) to the inputs. The main advantage
of this approach is that the model learns the best features and input combinations in a completely
unsupervised manner. In variational autoencoders (VAE) unsupervised deep learning is combined
with Bayesian inference. Instead of learning an unconstrained representation of the data we impose
a regularization constraint. We assume that the latent representation is coming from a probability
distribution, in this case a spherical Gaussian (N (uz,0;)). The intuition behind such representa-
tion for single cell data is that the heterogeneous cells are actually the result of some underlying
biological process leading to the observed expression and copy number data. These processes are
modeled here as distribution over latent space, each having their distinct means and variances.
Hence the autoencoder actually encodes not only the mean (u,) but also the variance(o,) of this
Gaussian distribution. The latent representation (z) is then sampled from the learned posterior
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distribution g4(z|x) ~ N(uz,0.1). Here ¢ are the parameters of the encoder network (such as
biases and weights). The sampled latent representation is then passed through a similar decoder
network to reconstruct the input & ~ pg(z|z), where 6 are the parameters of the decoder network.
Although the model is trained holistically, we are actually interested in the latent representation z
of the data since it represents the key information needed to accurately reconstruct the inputs.

Model structure: Fig. [1] presents the structure of the autoencoder used in this paper. The
input layer consists of nodes equal to the number of genes we are analyzing for each cell. We are
introducing nonlinearity in the model by using Rectified Linear unit(ReLu) activation function. We
have used three intermediate layers with 1024, 512, and 256 nodes and a 3-node latent layer.

The size of the latent dimension (i.e. the representation we extract from the model) is a param-
eter of the model. As we show in Results, for the data analyzed in this paper three latent variables
are enough to obtain accurate separation of cell states for both the expression and copy number
datasets. Increasing this number did not improve the results and so all figures and subsequent
analysis are based on this number. However, the method is general and if needed can use more or
less nodes in the latent layer.

All datasets we analyzed had more than 5k genes and the reported structure with atleast 1024
nodes in the first intermediate layer (Fig. (1) was sufficient for them. We used three intermediate
layers to gradually compress the encoding to a 3 dimensional feature space. We have also com-
pared two different structures of autoencoders with the proposed three intermediate layers vs one
intermediate layer in the Results section. More intermediate layers leads to better performance but
slightly increases the runtime.

Learning: To learn the parameters of the autoencoder, ¢ and 0, we need to maximize log(p(z|p, 0)),
the log likelihood of the data points z, given the model parameters. The marginal likelihood
log(p(x)) is the sum of a variational lower bound [18] and the Kulback-Leibler (KL) [19] diver-
gence between the approximate and true posteriors.

log(p(x)) = L(¢,0; ) + Drr(qs(z|2)|[pe(2]z))
The likelihood L can be decomposed as following:

L(gba 0; l’) = Ezwqd,(z\a:) [lOg(pg(.fL‘|Z))] - DKL((]¢(Z|1‘)||p9(Z))

The first term can be viewed as the typical reconstruction loss intrinsic to all autoencoders,
the second term can be viewed as the penalty for forcing the encoded representation to follow
the Gaussian prior (the regularization part). We then use ‘RMSprop’, which relies on a variant of
stochastic minibatch gradient descent, to minimize —L. In ‘RMSprop’, the learning rate weight is
divided by the running average of the magnitudes of recent gradients for that weight leading to
better convergence [20]. Detailed derivation of the loss computation can be found in [18].

An issue in learning VAE with standard gradient descent is that gradient descent requires the
model to be differentiable, which is inherently deterministic. However, in VAE the the fact that
we sample from the latent layer makes the model stochastic. To enable the use of gradient descent
in our model, we introduce a new random variable 3. Instead of sampling z directly from the
N(py,0.1), we set

2=y +0, %3
Where f is the Gaussian noise, 3 ~ N(0,03). Using 8 we do not need to sample from the latent

layer and so the model is differentiable and gradient descent can be used to learn model parameters
[21]. o is the standard deviation of the Gaussian noise and is an input parameter of the model.
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Results

Quantitative validation with simulated dataset

We first performed simulation analysis to compare the Dhaka method with prior dimsionallity
reduction methods that have been extensively used for scRNA-Seq data: t-SNE [12] and PCA [22].
We generated 2 simulated datasets with 3K genes and 500 cells. To generate the simulated data
we followed the method described in [23]. In each dataset, cells are generated from five different
clusters with 100 cells each. Both datasets contain a mix of noisy genes (that are not related to the
cluster the cell belongs to) and genes with cluster specific expression. In the first dataset, 500 of
the 3K genes are noisy while in the 2nd 2500 of the 3K are noisy. We have used a Gaussian Mixture
Model to cluster the reduced dimension data and Bayesian Information criterion (BIC) to select the
number of clusters. We next compute the Adjusted Random Index (ARI) metric to determine the
quality of resulting clustering for each dimensionality reduction method. Fig 2| (first column) shows
the result of our autoencoder, PCA, and t-SNE projection for the 500 noisy genes simulated data.
As can be seen, only the Dhaka autoencoder correctly identifies all 5 clusters (Fig ), whereas
PCA identifies only 1 and t-SNE only 3. The ARI for the autoencoder projection is 0.98 indicating
almost perfect match to the original assignments whereas it is 0 for PCA and 0.061 for t-SNE.

When the number of noisy genes increases to 2500 the Dhaka autoencoder still identifies 4
clusters, whereas t-SNE only identifies 2. PCA also identifies 4 clusters but with a much lower
ARI score of .16 (Fig [2[ second column). Although the autoenoder drops one cluster it can still
differentiate others very well resulting in a high ARI score of 0.71. This corroborates the robustness
of the method used in Dhaka.

We have also compared two different structures of Structure 1lStructure 2l.SNE
the autoencoder (structure 1: Input — 1024 nodes — ARI 0.71 05 0.27
512 nodes — 256 nodes — 3 latent dims, structure 2: Runtime (s)] 3.43 2.13 3.57

Input — 1024 nodes — 3 latent dims in terms of ARI .

and runtime (Table on the sythetic data with 2500 noisy Table 1. Comparison between structures
genes. The VAE structure 1 (Fig. [1)) gives the best ARI score of autoencoders and t-SNE

and both the VAE structures are faster than t-SNE.

Gene expression data

We have next tested the method on four single cell RNA-seq tumor datasets: i) Oligodendroglioma
[7], ii) Glioblastoma [24], iii) Melanoma [25], and iv) Astrocytoma [6]. We discuss the first three
below and the fourth in the appendix.

Analysis of Oligodendroglioma data

Oligodendrogliomas are a type of glioma that originate from the oligodendrocytes of the brain or
from a glial precursor cell. In the Oligodendroglioma dataset the authors profiled six untreated
Oligodendroglioma tumors resulting in 4347 cells and 23K genes. The dataset is comprised of
both malignant and non-malignant cells. Copy number variations (CNV) were estimated from the
log2 transformed transcript per million RNA-seq expression data . The authors then computed two
metrics, lineage score and differentiation score by comparing pre-selected 265 signature genes’ CNV
profile for each cell with that of a control gene set. Based on these metrics, the authors determined
that the malignant cells are composed from two subpopulations, oligo-like and astro-like, and that
both share a common lineage. The analysis also determined the differentiation state of each cell.
Here we are using the RNA-seq expression data directly skipping the CNV analysis. With only
three latent dimensions our algorithm successfully separated malignant cells from non malignant
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Fig. 2. Comparison of the Dhaka method with t-SNE and PCA on two simulated datasets. First
column: result on simulated dataset with 500 noisy genes (17% of total genes). Second column:
result on simulated dataset with 2500 noisy genes (83% of total genes). a),b) Autoencoder output.
¢),d) t-SNE output. e),f) PCA output. g),h) Plot of BIC calculated from fitting Gaussian Mixture
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the estimated number of clusters in the data.
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microglia/macrophage cells (Fig. ) We next analyzed the malignant cells only using their rela-
tive expression profile (see appendix), to identify the different subpopulations and the relationship
between them. Fig. [3p-c show the projected autoencoder output, where we see two distinct subpop-
ulations originating from a common lineage, thus recapitulating the finding of the original paper.
The autoencoder was not only able to separate the two subpopulations, but also to uncover their
shared glial lineage. To compare the results with the original paper, we have plotted the scatter
plot with color corresponding to lineage score (Fig. [3p)and differentiation score (Fig. [3k) from [7].
We can see from the figure that the autoencoder can separate oligo-like and astro-like cells very
well by placing them in opposite arms of the v-structure. In addition, figure Fig[Bk shows that most
of the cells with stem like property are placed near the bifurcation point of the v-structure.

[

1 | Stem
like

IS
8

T like

* Microglia/macrophage b) C)
* Malignant 2

2 ’y Oligo
.

Latent dim 3
o 8

1Differntiation
score

Lineage
score

o
20 2 . , :xks«m
0 0 4 "0 ke
10 - 7
s A o

Latent dim 2 -20 -20 Latent dim 1

Latent dim 3

Latentdim 3

sl
88

Differen-
* | tiated

Latent dim 2

Fig. 3. Oligodendroglioma dataset.a) Autoenocder projection separating malignant cells from non
malignant microglia/macrophage cells. b)-c) Autoencoder output from relative expression profile
of malignant cells using 265 signatures genes. b) Each cell is colored by their assigned lineage score
which differentiates the oligo-like and astro-like subpopulations. ¢) Each cell is colored by their
assigned differentiation score, which shows that most stem like cells are indeed placed near the
bifurcation point.

The analysis discussed above was based on the 265 signature genes that were reported in the
original paper. We next tested whether a similar structure can be learned from auto selected genes,
instead of using these signature genes. Fig. [dh shows the autoencoder projection using 5000 auto-
selected genes based on A score (see appendix). As we can see from Fig. E}a the autoencoder can
learn similar structure without the need for supervised prior knowledge. We also compared the
autoencoder output for this data to t-SNE and PCA (Fig. @J—C). As can be seen, PCA can separate
the oligo-like and astro-like structure to some extent, but their separation is not as distinct as the
autoencoder output. t-SNE can recover clusters of cells from the same tumor but completely fails
to identify the underlying lineage and differentiation structure of the data.

b) )
15 2 2
. 2
ligo "
" ; ﬁ 9 . |oligo 5
. " ike 100 like ", X Oligo
£ - 2. @ 0.06 like
£ AP € i o . J
z Moy s 0 & [ty
H 0 . 2 004 3 o
] . P H ¥ g .
S, Lineage # \" SR - Lineage o . Se Aol Lineage
vl 1 score ! p v ' score 5 oo score
% & : ‘ .
5 £ o
g 5
2 2 L Y o~ © LA 4 ? K
Astro < 2 Astro 002 * Tl 00 Astro
like o 100 3 | like . like
3
% 00 0015 3
" ——_
w 100 002 001
) o @ tsne dim 2 ‘
Latent dim 0 ooz Component 1
2 " Lentdima Component 2 e 00% ’

Fig. 4. Comparison of variational autoencoder with t-SNE and PCA. a) Autoencoder output using
5000 auto-selected genes colored by lineage score. b) t-SNE projection colored by lineage score. ¢)
PCA projection colored by lineage score.
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Robustness analysis: A key issue with the analysis of scRNA-Seq data is dropout. In scRNA-Seq
data we often see transcripts that are not detected even though the particular gene is expressed,
which is known as the ‘dropout’. This happens mostly because of the low genomic quantity used
for scRNA-Seq. We have tested the robustness of the autoencoder to dropouts in the Oligoden-
droglioma dataset. We tested several different dropout percentages ranging from 0 to 50% (Sup-
porting Fig. ) Supporting Fig. ,e,g shows the histogram after artificially forcing 20%, 30%,
and 50% more genes to be dropped out. Note that we can not go beyond 50% in our analysis since
several genes are already zero in the original data. Supporting Fig. [[0p,d,f,h shows the projection
of the autoencoder after adding 0%, 20%, 30%, and 50% more drop out genes, respectively. We
observe that when the additional drop out rate is 30% or less, the autoencoder can still retain the
v-structure even though the cells are a bit more dispersed. At 50% we lose the v-structure, but the
method can still separate oligo-like and astro-like cells even with this highly sparse data. We have
also performed quantitative analysis of the drop out effect on the synthetic dataset with 2500 noisy
genes. The Dhaka autoencoder is consistently more robust than both t-SNE and PCA. The details
of the comparison can be found in Appendix (see Supporting Fig. .

Analysis of marker genes in the Oligodendroglioma dataset: We further investigated the
autoencoder learned structure to discover genes that are correlated with the lineages. To obtain
trajectories for genes in the two lineages of the Oligodendroglioma dataset, we first segmented the
autoencoder projected output into 9 clusters using Gaussian mixture model (Fig . Clusters 1 to
4 correspond to the oligo branch and clusters -4 to -1 correspond to the astro branch, while cluster
0 represents the bifurcation point. After computing the average expression profile of genes in the
oligo and astro branches, we performed two tailed t-test to identify differentially expressed (DE)
genes among the group of cells in the two lineages. With adjusted p-value < 0.05, we find 1197 DE
genes. We have also separately identified genes that are up regulated and down regulated in the two
lineages (see list of genes here). Expression profiles of a few of these genes are shown in Fig. )—e).
Many of the genes we identified were known to be related to other types of cancers or neurological
disorders, but so far have not been associated with Oligodendroglioma. For example, TFG which
is upregulated in the oligo-branch was previously affiliated in neuropathy [26]. DDX39B gene is
not directly related to cancer, but is found to be localized near genes encoding for tumor necrosis
factor o and S [27]. Both HEXB and RGMA genes are up regulated in the astro-branch. These
genes were previously identified in neurological disorders such as Sandhoff disease [28] and multiple
sclerosis [29], respectively. Our analysis suggests that they are key players in the Oligodendroglioma
pathway as well.
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Fig. 5. New gene markers for astro-like and oligo-like lineages. a) Segmenting autoencoder projected
output to 9 clusters. Clusters -4, -3,-2,-1 belongs to astro branch and clusters 1,2,3,4 belong to
oligo branch. Cluster 0 represent the origin of bifurcation. b)-e) Expression profiles of couple of the
top differntially expressed genes in the two lineages. b)-c) upregulated in the oligo-branch, d)-e)
upregulated in the astro-branch.
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Analysis of Glioblastoma data

The next dataset we looked at is the Glioblastoma dataset [24]. This dataset contains 420 malignant
cells with ~ 6000 expressed genes from six tumors. In this relatively small cohort of cells the
authors did not find multiple subpopulations. However they identified a stemness gradient across
the cells from all six tumors [24], meaning the cells gradually evolve from a stemlike state to a
more differentiated state. When we applied the Dhaka autoencoder to the expression profiles of
the malignant cells, the cells were arranged in a chain like structure @a) To correlate the result
with the underlying biology, we computed stemness score from the signature genes reported in the
original paper (78 genes in total) [24]. The score is computed as the ratio of average expression
of the stemness signature genes to the average expression of all remaining genes [24]. When we
colored the scattered plot according to the corresponding stemness score of each cell, we see a
chain like evolutionary structure where cells are gradually progressing form a stemlike state to a
more differentiated state. As before, t-SNE and PCA projections (Fig. |§|b—c), fail to capture the
underlying structure of this differentiation process.
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Fig. 6. Comparison of variational autoencoder with t-SNE and PCA on Glioblastoma dadaset. a)
Autoencoder output using 5000 auto-selected genes colored by stemness score. b) t-SNE projection
colored by stemness score. ¢) PCA projection colored by stemness score.

After learning the structures we also wanted to see whether we can identify new marker genes for
the stemness to differentiated program. For this, we reduced the latent dimension to 1 (since we see
almost linear projection). Next we computed Spearman rank correlation [30] of the 1D projection
with every gene in the dataset. We have plotted a few of the top ranked positive (up regulated in
the stemlike cells) and negative correlated genes (down regulated in the stemlike cells) (Fig. [7h).
Despite the noisy expression profile, we do see a clear trend when a line is fitted (red). Among the
discovered markers, TPT1 was identified as one of the key tumor proteins [31]. Both RPS27 and
TPT1 were found to be significant in other forms of cancer, such as Melanoma [32] and prostate
cancer [31] and our results indicate that they may be involved in Glioblastoma as well. Among the
downregulated genes, CLU was identified in the original paper [24] to be affiliated in Glioblastoma
pathway whereas CANX was previously not identified as a marker for Glioblastoma. A complete
list of correlated marker genes can be found herel

Analysis of Melanoma data
The Melanoma cancer dataset [25] profiled 1252 malignant cells with ~ 23k genes from 19 samples.

The expression values are log2 transformed transcript per million. When we used the relative
expression values of 5000 auto-selected genes (based on A score) to the Dhaka autoencoder we saw
two very distinct clusters of cells, revealing the intra-tumor heterogeneity of the Melanoma samples
(Fig. ) In the original paper, the authors identified two expression programs related to MITF
and AXL genes that gives rise to a subset of cells that are less likely to respond to targeted therapy.
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Fig. 7. New marker genes for: a) Glioblastoma differentiation program b) Melanoma MITF-AXL
program.

The signature score for these program was calculated by identifying genesets correlated with these
two programs. The authors identified a total of 200 signature genes. We computed MITF-AXL
signature score by computing the ratio of average expression of the signature genes and average
expression of all remaining genes. When we colored the scattered plot with the MITF-AXL score,
we indeed see that the clusters correspond to the MITF-AXL program, with one cluster scoring
high and the other scoring low for these signature genes. Again, such heterogeneity is not properly
captured by t-SNE and PCA (Fig[8b-c).
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Fig. 8. Comparison of variational autoencoder with t-SNE and PCA on Melanoma dadaset. a) Au-
toencoder output using 5000 auto-selected genes colored by MITF-AXL score. b) t-SNE projection
colored by MITF-AXL score. ¢) PCA projection colored by MITF-AXL score.

For this case too, we see almost a linear projection. To find new gene markers, we again computed
1D latent projection of the single cells and computed gene correlation. We have plotted a set of new
marker genes both up and down regulated (Fig. )) The NEAT1 is a non-coding RNA, which
acts as a transcriptional regulator for numerous genes, including some genes involved in cancer
progression [33]. TIMP2 gene plays a critical role in suppressing proliferation of endothelial cells
and now we can see it is also relevant in the Melanoma cells [34]. Among the down regulated genes,
GPI functions as tumor-secreted cytokine and an angiogenic factor, which is very relevant to any
cancer progression [35]. The last correlated down regulated gene ENOLI is also known as tumor
suppressor [36]. We have also looked whether the projection can recover some known gene marker
dynamics or not. Four of the known gene markers are plotted in supporting Fig. 12| (in Appendix).
A complete set of gene markers can be found here.

We have also analyzed another scRNA-seq tumor dataset, Astrocytoma. Due to space constraint
we have moved the analysis to the Appendix.

Copy number variation data

To test the generality of the method we also tested Dhaka with copy number variation data. We
used copy number profiles from two xenograft breast tumor samples (xenograft 3 and 4, representing
two consecutive time points) [8]. 260 cells were profiled from Xenograft 3 and 254 from xenograft
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4. Both of these datasets have around 20K genomic bin count. Cells were sequenced at a very
low depth of 0.05X which results in noisy profiles. Copy numbers were estimated using a hidden
Markov model [37]. When we analyzed the copy number profile for xenograft 3, the autoencoder
identified 1 major cluster of cells and 1 minor cluster of cells (Fig[9p). The identified clusters agree
with the phylogenetic reconstruction analysis in the original paper. Fig. [9p shows the copy number
profiles of cells organized by phylogenetic analysis. Even though the copy number profiles are mostly
similar in most parts of the genome, we do see that there is a small number of cells that have two
copies (as opposed to one in the majority of cells, marked by red circle) in the x chromosome.
The autoencoder was able to correctly differentiate the minor cluster of cells from the rest. Next
we analyzed the xenograft 4 samples. The projected autoencoder output showed only 1 cluster
which overlaps the major cluster identified for xenograft 3. We believe that the minor cluster from
xenograft 3 probably did not progress further after serial passaging to the next mouse, whereas the
major cluster persisted. This observation also agrees with the claim stated in the original paper [§]
that after serial passaging only one cluster remained in xenograft 4 which is a descendant of the

major cluster in xenograft 3.
Fig. 9. Autoencoder ouptut of two

a) b)

20 * Xenograft 3
* Xenograft 4
.

xenograft breast tumor samples’
copy number profile. a) Identifica-
tion of two subpopulations of cells in

xenograft 3 and one subpopulation in

Latent dim 3

xenograft 4. b) Copy number profile
of cells in xenograft 3 ordered by phy-

logenetic analysis, which shows that

1 2 3 4 5 6 7 8 9 1011121314 1516171819202122X Y there a,re indeed tWO groups Of Cells
Chromosome .
present in the data.

Discussion

In this paper, we have proposed a new way of extracting useful features from single cell genmoic
data. The method is completely unsupervised and requires minimal preprocessing of the data. Using
our method we were able to reconstruct lineage and differentiation ordering for several single cell
tumor samples. The autoencoder successfully separated oligo-like ans astro-like cells along with their
differentiation status for Oligodendroglioma scRNA-Seq data and has also successfully captured
the differentiation trajectory of Glioblastoma cells. Similar results were obtained for Melanoma
and Astrocytoma. The method is general and can be applied to other type of genomic data as well.
When applied to copy number variation data the method was able to identify heterogeneous tumor
populations for breast cancer samples. The autoencoder projections have also revealed several new
marker genes for the cancer types analyzed.

An advantage of the autoencoder method is its ability to handle dropouts. Several single cell
algorithms require preprocessing to explicitly model the drop out rates. As we have shown, our
method is robust and can handle very different rates eliminating the need to estimate this value.

While our focus here was primarily on the identification of sub populations and visualization, the
latent representation generated by the autoencoder could be used in pseudotime ordering algorithms
as well [38], [39]. These methods often rely on t-SNE/PCA as the first step and replacing these
with the autoencoder is likely to yield more accurate results as we have shown. The variational
autoencoder does not only clusters the cells, it can also represent an evolutionary trajectory, for
example, the V structure for the Oligodendroglioma. Hence it can also be useful in phylogenetic
analysis. Potential future work would focus on using this to identify key genes that align with the
progression and mutations that help drive the different populations.
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1 Appendix

1.1 Software

We have developed a python package for the Dhaka variational autoencoder using the Keras module
[40]. The package is released as open source (https://github.com/MicrosoftGenomics/Dhakal).
Since this is a probabilistic encoding of the genomic data, often we need to do multiple warm starts
of the encoder to select the best encoding. For example, if we are interested in identifying clusters,
from each projected encoding we will compute the silhouette score, and select the encoding that
maximizes the score [41]. We have used multiple warm starts only for the synthetic data analysis.
We did not use multiple warm starts for the copy number and gene expression data. The number
of warm starts is a user parameter for the package (5 in case of synthetic dataset). The Dhaka
package can also perform gene selection, if needed. We have three options for selecting informative
genes for analysis.

— Coeficient of variation (CV) score: CV of gene i with expression profile g; € R'*™ is defined
as CV; = std(g;)/mean(g;). Here m is the total number of cells.

— Entropy En: En; = —sum(p;log2(p;)). Here p; is the estimated histogram from g;.

— Average expression value A: This is simply the average expression value of a particular gene
across all cells.

The gene selection criteria and number of genes to be included in the analysis are both user
parameters. We have used gene selection for the three RNA-Seq gene expression datasets, (5000
genes with A criteria). The variational autoencoder is robust to the drop out events, therefore we
did not have to model the drop out events separately. The other parameters of the package are the
number of the latent dimensions, learning rate, batch size, number of epochs, and clip norm of the
gradient [1]

1.2 Relative gene expression

The relative gene expression Er;; = E; j — mean(E; 1, ). Here i and j correspond to gene and
cell, respectively.

1.3 Robustness to drop out genes in synthetic data

As we know, drop outs are a major issue in single cell RNA-seq data analysis. Hence we also tried
to analyze the robustness of the Dhaka method to drop out genes. We have simulated the drop out
effect by randomly picking a percentage of genes for each cell to be dropped out. The set of genes
dropped out in each cell is not necessarily same since these are picked randomly. Fig. shows
the performance of the Dhaka method in terms of ARI as we gradually increase the percentage of
drop out genes in each sample. We can see that autoencoder is the most robust when compared to
t-SNE and PCA. Both t-SNE and PCA fail to detect more than one cluster when more than 5%
drop out genes were introduced in the sample. The dataset we used here is the synthetic dataset
with 2500 noisy genes out of 3000 genes.

! Gradients will be clipped when their L2 norm exceeds this value. This parameter is used for the stability of the
gradient descent algorithm.
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tify v-structure. Beyond that the autoencoder loses the v-structure but still shows good sepration
between oligo-like and astro-like cells.
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1.4 Analysis of Astrocytoma data

The Astrocytoma dataset contains a total of 6341 cells with about 23K genes, among which 5097
are malignant cells. Astrocytoma is another type of brain tumor and this is a followup dataset from
the Oligodendroglioma. Hence we performed same analysis as for Oligodendroglioma. The non-
malignant microglia/macrophage cells were clearly separated from the malignant cells (Fig. ) in
this dataset too. The authors did not compute differentiation and lineage metric for this dataset, but
did mention that most of the cells fall in the intermediate state. When we fed the expression profile
of the malignant cells to the autoencoder, it correctly placed most of the cells near the bifurcation
point of the v-structure (Fig. ) For reference, we have also showed the Oligodendroglioma cells
in the same plot colored by their differentiation score.
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Fig. 13. Astrocytoma dataset. a) Autoencoder output of Astrocytoma dataset with 5000 autose-
lected genes separating malignant cells from microglia/macrophage cells. b) Autoencoder output
from relative expression profile of malignant Astrocytoma cells(red) along with malignant Oligo-
dendroglioma cells.
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