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Abstract: Background: Gene regulatory sequences play critical roles in ensuring tightly controlled RNA expression patterns that are essential in a large variety of biological processes. Specifically, enhancer sequences drive expression of their target genes, and the availability of genome-wide maps of enhancer-promoter interactions has opened up the possibility to use machine learning approaches to extract and interpret features that define these interactions in different biological contexts. Methods: Inspired by machine translation models we develop an attention-based neural network model, EPIANN, to predict enhancer-promoter interactions based on DNA sequences. Codes and data are available at https://github.com/wgmao/EPIANN. Results: Our approach accurately predicts enhancer-promoter interactions across six cell lines. In addition, our method generates pairwise attention scores at the sequence level, which specify how short regions in the enhancer and promoter pair-up to drive the interaction prediction. This allows us to identify over-represented transcription factors (TF) binding sites and TF-pair interactions in the context of enhancer function.
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1. Introduction

Tightly controlled gene expression patterns are essential across a wide range of biological processes including cell differentiation, maintenance of tissue identity, and embryonic development. While the underlying mechanisms are multi-faceted and complex, cis-regulatory sequences (i.e., short, predominantly non-protein-coding DNA loci that directly affect the expression of their target genes) play critical roles. Specifically, recent research has highlighted the role of enhancer sequences, distal cis-regulatory elements with the capability to drive context (e.g., tissue, cell-type) specific transcription of their target genes, which are typically hundreds of kilobases away [1,2]. Interest in these regulatory elements is also driven by the observation that DNA sequence variation in non-coding regulatory loci substantially contributes to the genetic causes of complex disease: most single nucleotide variants associated with disease are not in linkage disequilibrium with protein-coding regions, and the majority of bases in the human genome that are under negative selection are non-coding [3,4].

Mechanistic understanding of enhancer function remains incomplete, but current models include the (context-specific) physical interaction of an enhancer with its target genes via chromatin loops, together with the binding of sequence specific transcription factors and the recruitment of coactivator proteins [1]. While uncontentious and direct experimental confirmation of enhancer function remains difficult and time-consuming, a wealth of enhancers have been annotated using comparative and functional genomics approaches coupled with bioinformatics analyses. However, without annotation...
of enhancers’ target genes it is difficult to infer their functional role. Fortunately genome-wide screening for enhancer-promoter interactions based on paired-end tag sequencing (ChIA-PET) or chromatin conformation capture based methods [5–7] is possible, and high-resolution Hi-C data linking regulatory sequences to promoters is publicly available for a limited number of cell-types and tissues [7].

These data open up the possibility to statistically analyze enhancer-promoter interactions (EPIs) with the goal to (i) build generalizable models that predict enhancer-promoter interaction events and to (ii) highlight informative sequences and functional genomics features in order to better understand EPI mechanisms. For instance, Whalen et al. [8] designed a method based on ensembles of boosted decision trees using functional genomics signals at enhancers, promoters and in intervening regions, and they were able to accurately predict enhancer-promoter interaction events. Subsequently, Yang et al. [9] proposed a method called PEP, demonstrating that it is possible to achieve similar predictive performance relying exclusively on sequence-based features. Here, we propose EPIANN (Enhancer-Promoter Interaction Attention-based Neural Network), which is, to the best of our knowledge, the first attention-based neural network model to predict enhancer-promoter interactions exclusively using sequence features.

Neural networks have been successfully applied in many pattern recognition tasks [10], and deep learning has become a popular tool for building DNA-sequence-based predictive models [10–14]. Attention-based network models were initially introduced for machine translation where they considerably improve performance[15]. More generally, the attention mechanism is broadly applicable to various matching problems, such as image captioning, and text comprehension.

Extrapolating to enhancer-promoter interaction events, given a certain enhancer segment, the attention mechanism will specify a lower level correspondence between subregions of the promoter and enhancer sequence.

In addition to predicting enhancer-promoter interactions, our model learns an attention matrix for each enhancer-promoter pair. This information can be used to identify corresponding and important sub-regions within the enhancer and promoter, respectively. Our method thereby highlights the parts of enhancer and promoter sequence that drive predictions; it allows us to analyze feature importance in the original sequence space and provides insights into the mechanism of EPI events.

2. Results

2.1. EPIANN Accurately Predicts EPI events

We compared our EPIANN method to other EPI prediction approaches: TargetFinder [8] and PEP [9]. TargetFinder uses functional genomic features such as transcription factor and histone ChIPseq, while PEP uses only sequence features, like EPIANN.

We find that our EPIANN method overall achieves comparable performance to TargetFinder and PEP, summarized in Tables 1 and 2. EPIANN outperforms the other sequence-based model, PEP, in terms of area under the receiver-operator-curve (AUROC, Table 1) though TargetFinder outperforms both sequence-only models when utilizing all functional genomics features, enhancer, promoter and in the window in-between (E/P/W). However, EPIANN performance is very similar to TargetFinder, when only enhancer and promoter features are used (E/P). In terms of area under the precision-recall-curve (AUPRC, Table 2), EPIANN performs better than TargetFinder (E/P), but not quite as good as PEP or TargetFinder (E/P/W).

These results show that our method improves the ability to predict EPI events when only using the enhancer and promoter sequence. However, among sequence-only models PEP still outperforms EPIANN on the AUPR metric. Multiple reasons can explain this discrepancy. PEP uses considerably more information than EPIANN (PEP-Motif uses prior knowledge about TF motifs, and PEP-Word uses sequence outside the EPI loci to train its word embedding model). EPIANN also uses a smaller enhancer input regions than PEP (3 kb vs. 8 kb) which can result in missing some potentially predictive
features. Moreover, EPIANN’s EPI quantification is computed as a weighted inner product between
the enhancer and promoter representations in the embedding space – a relatively simple formulation.
This however is by design, since we would like to force higher-order complexity to be represented in
the embedding space of the promoter and enhancer sequences.

### Table 1. AUCs (Area under the ROC curve) of different enhancer-promoter interaction prediction
methods for each cell line.

<table>
<thead>
<tr>
<th>Model</th>
<th>GM12878</th>
<th>HeLa-S3</th>
<th>HUVEC</th>
<th>IMR90</th>
<th>K562</th>
<th>NHEK</th>
</tr>
</thead>
<tbody>
<tr>
<td>EPIANN</td>
<td>0.919</td>
<td>0.924</td>
<td>0.918</td>
<td>0.945</td>
<td>0.943</td>
<td>0.959</td>
</tr>
<tr>
<td>PEP-Word</td>
<td>0.842</td>
<td>0.843</td>
<td>0.845</td>
<td>0.898</td>
<td>0.883</td>
<td>0.917</td>
</tr>
<tr>
<td>PEP-Motif</td>
<td>0.866</td>
<td>0.846</td>
<td>0.839</td>
<td>0.872</td>
<td>0.892</td>
<td>0.925</td>
</tr>
<tr>
<td>PEP-Integrate</td>
<td>0.863</td>
<td>0.856</td>
<td>0.833</td>
<td>0.921</td>
<td>0.879</td>
<td>0.911</td>
</tr>
<tr>
<td>TargetFinder (E/P)</td>
<td>0.930</td>
<td>0.915</td>
<td>0.896</td>
<td>0.903</td>
<td>0.950</td>
<td>0.951</td>
</tr>
<tr>
<td>TargetFinder (E/P/W)</td>
<td>0.960</td>
<td>0.969</td>
<td>0.952</td>
<td>0.960</td>
<td>0.985</td>
<td>0.981</td>
</tr>
</tbody>
</table>

### Table 2. AUPRs (Area under the precision-recall curve) of different enhancer-promoter interaction
prediction methods for each cell line.

<table>
<thead>
<tr>
<th>Model</th>
<th>GM12878</th>
<th>HeLa-S3</th>
<th>HUVEC</th>
<th>IMR90</th>
<th>K562</th>
<th>NHEK</th>
</tr>
</thead>
<tbody>
<tr>
<td>EPIANN</td>
<td>0.723</td>
<td>0.702</td>
<td>0.616</td>
<td>0.770</td>
<td>0.673</td>
<td>0.861</td>
</tr>
<tr>
<td>PEP-Word</td>
<td>0.807</td>
<td>0.803</td>
<td>0.760</td>
<td>0.868</td>
<td>0.836</td>
<td>0.880</td>
</tr>
<tr>
<td>PEP-Motif</td>
<td>0.832</td>
<td>0.820</td>
<td>0.779</td>
<td>0.732</td>
<td>0.816</td>
<td>0.892</td>
</tr>
<tr>
<td>PEP-Integrate</td>
<td>0.830</td>
<td>0.851</td>
<td>0.783</td>
<td>0.869</td>
<td>0.849</td>
<td>0.915</td>
</tr>
<tr>
<td>TargetFinder (E/P)</td>
<td>0.587</td>
<td>0.554</td>
<td>0.547</td>
<td>0.472</td>
<td>0.624</td>
<td>0.686</td>
</tr>
<tr>
<td>TargetFinder (E/P/W)</td>
<td>0.827</td>
<td>0.866</td>
<td>0.823</td>
<td>0.821</td>
<td>0.908</td>
<td>0.908</td>
</tr>
</tbody>
</table>

#### 2.2. Decoding sequence feature importance

A key motivations for training machine learning models to predict EPIs is to give some insight
into the mechanisms of these interactions. Both of the previously published models, TargetFinder
and PEP, provided some mechanistic insight by using feature importance analysis. However, both
TargetFinder and PEP use only feature occurrence profiles as their input, discarding spatial information.
In contrast, we designed EPIANN with location-based feature decoding in mind. It directly reports an
attention-based importance score for each position combination between the enhancer and promoter
(i.e., an attention matrix) of an analyzed EPI event. This information can be used to compile importance
scores, delineate important sub-regions, and highlight meaningful sequence annotation features.

**Attention regions highlight sequence annotation features:** In order to analyze feature importance
at the sequence level we label each base in the enhancer and promoter region with its marginal attention
(row-wise or column-wise maximum of the full attention matrix) to create an attention track. The
attention track can be visualized in a genome browser giving a detailed view of individual promoter
and enhancer features. We found that the attention regions generally correlate well with other genome
annotations such as transcription factor motifs and DNAseq footprinting signal, which is a measure of
TF occupancy (see Methods for footprinting details). An illustrative example is shown in Figure 1.

**Attention regions highlight transcription factors contributing to EPI events:** Attention regions
can also be used for statistical feature importance analysis. We can quantify the over-representation of
TF motifs within top scoring attention regions relative to the entire input sequence. For this analysis,
we used the top 5 regions of length 45bp (that corresponds to the sum of filter width (15) and the maxpool size (30)). Results for the IMR90 cell line are depicted in Figure 2. Consistent with results reported based on feature importance analysis form PEP and TargetFinder we observe a role for CTCF and EGR family members. However, we also detect new signals. For example, one of our most consistent findings is that motifs for the NRF1 transcription factor are strongly over-represented in enhancer sequences. NRF1, also known as nuclear respiratory factor-1, is a broadly expressed TF that activates genes involved in respiration and mitochondrial biogenesis. IMR90 is a contractile muscle-like cell line and NRF1 is particularly important for muscle biology, due to muscle cells’ unique energy requirements [16]. Neither TargetFinder nor PEP makes a similar prediction. Whether or not NRF1 mediates EPIs must be determined with experimental follow up, however the observation highlights an important feature of our method. Since EPIANN feature importance is based on explicitly specified attention region coordinates, EPI loci can be analyzed directly. Therefore, any and all TF motifs (or any other sequence based analysis) can be used after training the model to assess feature importance.

In the case of TargetFinder, the feature importance is limited by the input data types and no NRF1 ChIPseq was available. PEP uses known motifs, which we presume included at least one NRF1, but their feature analysis did not deem it important. This difference may arise from the exact motif used, as several ones are available.

**Attention regions correlate with transcription factor occupancy:** Using attention regions visualized as genome tracks we noticed a striking correspondence between DNAse footprinting, which measures transcription factor occupancy, and out attention scores. Summarizing the trend genome-wide we find that attention regions are highly biased towards occupied sites (see Figure 3A). Moreover, intersecting motif positions with occupancy status we find that some motifs show much stronger enrichment in attention regions specifically for their occupied sites (though this observation is specific for enhancer sequences). This demonstrates that attention scores provide information beyond simple motif matches, which are captured in the first convolution layers of the neural network, but reflects information from the entire model which can specify higher-order interactions that correlate with whether or not a TF consensus site is actually occupied.

**Attention regions suggest transcription factor interactions:** So far our analysis has only considered individual promoter and enhancer sequences. However, since the attention regions correspond to a specific sequence instances matched within each enhancer-promoter pair, we can also ask if there are pairs of transcription factors whose motifs contribute together (one in the enhancer sequence and one in the promoter sequence) to a positive EPI prediction. We do this by comparing the distribution of TF-pairs in the top attention regions of interacting and non-interacting promoter-enhancer pairs. The TF-pairs enriched in the attention of interacting promoter-enhancer pairs are depicted in an enrichment heatmap (Figure 4).

We find that most interactions are heterogeneous, involving two different TFs. The enrichment map is also highly asymmetric; that is, for many enriched TF-pairs the participating factors have motifs in only the enhancer or the promoter sequencing of EPI loci. For example even though EGR2 and CTCF are some of the strongest single factor enrichments in both promoters and enhancers, the
Figure 2. Enrichment of transcription factor motif sites within the attention regions. Enrichment is quantified as the fraction of all possible sites in the input enhancer or promoter regions that are captured in the smaller attention region. The dotted line specifies the expected fraction for randomly selected mock “attention” regions. Comparing the degree of enrichment in attention regions learned for positive and negative interaction examples we find that the enrichments show similar signals (but for different TFs), though especially in the case of enhancers some TFs are more enriched when only positive examples are considered. Transcription factors may appear more than once due to multiple available motifs.

Figure 3. (A) Distribution of normalized occupancy scores is centered on top attention regions. The raw occupancy scores are \(-\log_{10} P\)-values reported by pyDNase[17,18]. In order to compute the normalized profile we only consider input regions that have a minimum occupancy score of 3, and among those the profile is normalized so that the maximum is equal to the median maximum among all regions. This normalization is important since the p-value depends directly on the number of reads in the region and the normalization ensures that we do not compare the read depth but only the overall association of attention regions with occupancy status. (B) Comparing fraction of all sites captured in the attention with the fraction of occupied sites within enhancer regions. Some factors are more strongly enriched if only occupied sites are considered, demonstrating that attention mechanism provides feature importance assessment that goes beyond simple motif matching.
Figure 4. Enrichment of transcription factor motif within the attention regions of interacting enhancer-promoter pairs. Since multiple motifs are available for each transcription factor we take the maximum enrichment among all possible motif combinations. Border color indicate the existence of known first-order (direct) or second-order interactions in BioGRID [19].

interaction is only enriched when EGR2 is in the enhancer and CTCF is in the promoter (see Figure 4). We also note a trend of multiple clusters of varying sizes where almost all pair-wise interactions appear enriched.

We speculate that these TF-clusters participate either in direct or higher order interactions that drive the formation of an enhancer-promoter interaction complex. We find that the enrichment score is indeed predictive of both known first and known second-order protein-protein interactions from BioGRID [19]. We find that the 50 most enriched TF pairs have a 0.03 probability of physically interacting compared with a baseline of 0.01 among all tested pairs. The corresponding numbers for second-order interactions are 0.49 (50 most enriched) and 0.29 (baseline). The enrichment of known interactions suggests that our model learns a meaningful biological representation and can be used to form hypotheses about new interactions that mediate EPI events—for example, our top scoring interaction is between USF1/USF2 and EGR1. While we know of no data supporting a direct interaction between these genes, the USF1-EGR1 interaction has been previously suggested based on overlapping patterns of ChIPseq signals [20].

3. Discussion

The mechanism of enhancer-promoter interactions is of tremendous interest but is currently poorly understood. Even though it is clear that EPI events can be predicted from sequence features, it is not yet possible to use this to predict new EPIs as all the predictions are highly cell-type specific. That is, it is not yet possible to accurately predict EPIs for a tissue/cell-line that is different from the one used to train the model. Thus, the models do not replace the need for experimental HiC data. However, there is hope that the models can provide mechanistic insight into the nature of the EPI
complex via feature importance analysis. Our model is designed with an attention mechanism, which provides single and pairwise importance scores for each position in the enhancer and promoter input regions making it feasible to analyze feature importance in more detail.

4. Methods

4.1. Data Preparation

We utilize the same EPI data originally collected by TargetFinder, so we can make a direct comparison with TargetFinder and PEP. The EPI data contains six cell lines (GM12878, HeLa-S3, HUVEC, IMR90, K562 and NHEK), for each cell line it records the genomic coordinates of enhancers and promoters with indicators of EPIs. The ratio of positive interaction pairs to negative interaction pairs is about one to twenty, which is common for Hi-C data. To overcome this imbalanced training problem, we augment the positive data to twenty folds. The preprocessing pipeline for each cell line contains the following steps:

1. Start from the imbalanced data $D$.
2. Split $D$ into a training set $D_{\text{train}}$ (90% of $D$) and a test set $D_{\text{test}}$ (10% of $D$) by stratified sampling.
3. Augment $D_{\text{train}}$ to get a balanced dataset $D_{\text{aug}}$.
4. Train the model on $D_{\text{aug}}$.
5. Evaluate the model on $D_{\text{test}}$.

The inputs for the model are two extended DNA segments which contain the annotated enhancers and promoters correspondingly. The length of the extended window is chosen as 3K bp for enhancer and 2K bp for promoter, which try to capture all the relevant regions around enhancers and promoters. During the augmentation, we slide the extended region around the enhancer or promoter as long as it contains most of the functional parts. We fix $D_{\text{test}}$ and $D_{\text{train}}$ for each cell line in order to compare the performance with TargetFinder and PEP. The results are reported in Tables 1 and 2.

4.2. Attention-Based Neural Network Model Architecture

We propose a neural network structure to predict enhancer-promoter interactions only using sequence-based features. The overall network structure is shown in Figure 5 and there are three functional blocks of the models which are attention mechanism, interaction quantification and multi-task learning.

4.2.1. Attention Mechanism

The two extended DNA segments will be transformed into one-hot encoding with four channels (A, C, G and T). After embedding, enhancer and promoter sequences $S_E$ and $S_P$ are passed through separate convolutional layers which share the same $k$ filters with outputs denoted as $h^E \in \mathbb{R}^{l_E \times k}$ and $h^P \in \mathbb{R}^{l_P \times k}$. Convolutional kernels are equivalent as position specific scoring matrices[21], by which local sequence patterns are encoded in $h^E$ and $h^P$. The next layers $r^E$ and $r^P$ are computed as weighted sums of $h^E$ and $h^P$ correspondingly.

$$
r^E_i = \sum_k a^E_{kj} \cdot h^E_k$$
$$
r^P_i = \sum_k a^P_{ik} \cdot h^P_k$$

(1)

The weight $a^E_{kj}$ and $a^P_{ik}$ are computed by

$$
a^E_{ij} = \frac{\exp(s^E_{ij})}{\sum_k \exp(s^E_{ik})}$$
$$
a^P_{ij} = \frac{\exp(s^P_{ij})}{\sum_k \exp(s^P_{kj})}$$

(2)
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Figure 5. Schematic overview of EPI. For visualization, the parameters are shrunk accordingly. The length of extended enhancer $E$ is set to be 9 and the length of extended promoter $P$ is set to be 6. After passing $E$ and $P$ through the convolution layer with $k = 3$ kernels and the max pooling layer, the corresponding dimension of $h^E$ becomes $R^{l_E \times k}$, where $l_E = 6$. Similarly the dimension of $h^P$ becomes $R^{l_P \times k}$, where $l_P = 3$.

where

$$s_{ij}^{EP} = \tanh(h_i^E \cdot U^{PE} + h_j^P \cdot W^{PE}) \cdot V^{PE}$$

$$s_{ij}^{EP} = \tanh(h_i^E \cdot U^{EP} + h_j^P \cdot W^{EP}) \cdot V^{EP}$$

$s_{ij}^{EP}$ shows how well $h^E$ around position $i$ align with $h^P$ at position $j$. $U^{PE}, W^{PE}, U^{EP}, W^{EP} \in \mathbb{R}^{k \times d}$ are all hidden variables, and $d$ represents the hidden dimension which is a hyperparameter in the model. The probability $a_{ij}^{PE}$ reflects the importance of $h_i^E$ with respect to all possible $h_k^P$ given $h_i^E$. Similarly the probability $a_{ij}^{EP}$ represents the importance of $h_i^P$ regarding all possible $h_k^E$ given $h_i^P$. This formulation of alignment is called soft attention[15,22]. We denote these two weight/attention matrices as $A^{PE}$ and $A^{EP}$, and scoring matrices as $S^{PE}$ and $S^{EP}$. They all come with the same dimension $R^{l_E \times l_P}$.

4.2.2. Interaction Quantification

After enhancers and promoters are projected into the same embedding space as $r^E$ and $r^P$, we would like to calculate the weighted inner product between corresponding embeddings, which is a similarity measure of embedding vectors. In this way, we interpret the probability of interaction event at sequence level to be the similarity level of embeddings after projection. If the paired embedding are aligned really well, it means these pairs of interactions can lead to the interaction at sequence level. Similar ideas have been use to model the interactions between semantic segment pairs[23], correspondences between images and captions [24,25], etc. $W \in \mathbb{R}^{k \times k}$ represents the weight matrix which is a free parameter in the model. We define the similarity matrix as $P \in \mathbb{R}^{l_P \times l_E}$.

$$P = r^E \cdot W \cdot (r^P)^T$$
Then we pass $P$ through top $K$-pooling layer, a fully connected layer with ReLU activation and a fully connected layer with Sigmoid activation. The final output is $y'$ which is a probability indicating the chance that two sequences will interact. We define binary cross-entropy loss on $y'$.

$$
L_{\text{entropy}} = -y \ln y' - (1 - y) \ln(1 - y')
$$

where $y$ represents the true label which is 0 or 1.

4.2.3. Multi-task Learning

Multi-task learning idea has been incorporated into a large number of deep learning frameworks [26]. Multi-task learning can force the model to learn more generalizable features regarding multiple related tasks at the same time and it can be regarded as an implicit regularization on the model. The input sequences $S_E$ and $S_P$ to this model are not exactly the enhancer and promoter sequences but a larger windows which contains the enhancer and promoter regions. Other than the interaction prediction task, we can also introduce one additional task which is to infer the enhancer and promoter regions from the extended segments. We call this task coordinate prediction. This idea is mainly inspired by the objection detection work in the computer vision field. R-CNN[27], Fast R-CNN [28] and Faster R-CNN [29] are proposed to localize and label the boundaries for detected object in the images.

We formulate coordinate prediction task by asking the model to predict internal coordinates of functional regions for $S_E$ and $S_P$. After passing $r_E$ and $r_P$ through separate fully connected layers with ReLU activations, we will get regression results of internal enhancer coordinates $x'_E$, $y'_E$ and internal promoter coordinates $x'_P$, $y'_P$. We define $l_2$ loss $L_{\text{coor}}$ on $x'_E$, $y'_E$, $x'_P$ and $y'_P$.

$$
L_{\text{coor}} = \frac{1}{4} \left( \sum_{k \in \{E,P\}} (x_k - x'_k)^2 + \sum_{k \in \{E,P\}} (y_k - y'_k)^2 \right)
$$

where $x_E$, $y_E$, $x_P$ and $y_P$ are the true internal coordinates we generate when augmenting the data. Thus the overall loss function is defined as

$$
L = L_{\text{coor}} + \lambda L_{\text{entropy}}
$$

where $\lambda$ is a hyperparameter. All hyperparameters are tuned by cross validation on $D_{\text{train}}$. For training, we used adam optimizer [30] as the stochastic gradient descent optimizer with a learning rate of $1e^{-3}$ and it takes 90 epochs. Early stopping [31] and dropout [32] are incorporated into the neural network structure and the optimization process.

4.3. Motif analysis

We scanned the genome for putative TF binding sites using position weight matrices from Transfac [33] and the genome scanning tool provided by Homer [34].

4.4. DNAseq footprint

Footprinting is a standard analysis of DNase signal that goes beyond calling open regions to find smaller regions that are depleted for DNase cuts due to their occlusion by a DNA binding factor. We used the pyDNAse implementation [17,18], to quantify the extent to which specific sites in the genome are occupied by DNA binding proteins.
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Abbreviations
The following abbreviations are used in this manuscript:

<table>
<thead>
<tr>
<th>Abbreviation</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>EPI</td>
<td>Enhancer-Promoter Interaction</td>
</tr>
<tr>
<td>TF</td>
<td>Transcription Factor</td>
</tr>
<tr>
<td>CHIA-PET</td>
<td>Chromatin Interaction Analysis by Paired-End Tag Sequencing</td>
</tr>
<tr>
<td>DNase</td>
<td>Deoxyribonuclease</td>
</tr>
<tr>
<td>BP</td>
<td>Base Pair</td>
</tr>
</tbody>
</table>
Appendix A  \( F_1 \) scores

<table>
<thead>
<tr>
<th>Model</th>
<th>GM12878</th>
<th>HeLa-S3</th>
<th>HUVEC</th>
<th>IMR90</th>
<th>K562</th>
<th>NHEK</th>
</tr>
</thead>
<tbody>
<tr>
<td>EPIANN</td>
<td>0.699</td>
<td>0.639</td>
<td>0.590</td>
<td>0.711</td>
<td>0.626</td>
<td>0.797</td>
</tr>
<tr>
<td>PEP-WORD</td>
<td>0.784</td>
<td>0.782</td>
<td>0.749</td>
<td>0.854</td>
<td>0.826</td>
<td>0.874</td>
</tr>
<tr>
<td>PEP-MOTIF</td>
<td>0.816</td>
<td>0.796</td>
<td>0.762</td>
<td>0.725</td>
<td>0.810</td>
<td>0.887</td>
</tr>
<tr>
<td>PEP-INTEGRATE</td>
<td>0.813</td>
<td>0.824</td>
<td>0.761</td>
<td>0.865</td>
<td>0.836</td>
<td>0.902</td>
</tr>
<tr>
<td>TargetFinder (E/P)</td>
<td>0.489</td>
<td>0.496</td>
<td>0.448</td>
<td>0.391</td>
<td>0.486</td>
<td>0.675</td>
</tr>
<tr>
<td>TargetFinder (E/P/W)</td>
<td>0.773</td>
<td>0.787</td>
<td>0.748</td>
<td>0.683</td>
<td>0.795</td>
<td>0.872</td>
</tr>
</tbody>
</table>

Table A1. \( F_1 \) scores of different enhancer-promoter interaction prediction methods for each cell line.

Appendix B  Cross-Validation Performance

A more comprehensive way to compare different models is to report the cross-validation performance. But it is not feasible to do that with any neural network model due to the computational cost. Thus we fix \( D_{\text{train}} \) and \( D_{\text{test}} \) and only report performance based on these two randomly selected sets for each cell line. In order to show the reported performance is not biased regarding the choice of \( D_{\text{train}} \) and \( D_{\text{test}} \), we list the cross-validation performance of all submodels of PEP and TargetFinder.

<table>
<thead>
<tr>
<th>Model</th>
<th>GM12878</th>
<th>HeLa-S3</th>
<th>HUVEC</th>
<th>IMR90</th>
<th>K562</th>
<th>NHEK</th>
</tr>
</thead>
<tbody>
<tr>
<td>PEP-Motif</td>
<td>0.846</td>
<td>0.820</td>
<td>0.728</td>
<td>0.809</td>
<td>0.797</td>
<td>0.837</td>
</tr>
<tr>
<td>PEP-Word</td>
<td>0.837</td>
<td>0.809</td>
<td>0.722</td>
<td>0.820</td>
<td>0.780</td>
<td>0.834</td>
</tr>
<tr>
<td>PEP-Integrate</td>
<td>0.851</td>
<td>0.821</td>
<td>0.743</td>
<td>0.834</td>
<td>0.795</td>
<td>0.847</td>
</tr>
<tr>
<td>TargetFinder (E/P)</td>
<td>0.516(0.048)</td>
<td>0.541(0.023)</td>
<td>0.405(0.027)</td>
<td>0.413(0.032)</td>
<td>0.536(0.042)</td>
<td>0.540(0.034)</td>
</tr>
<tr>
<td>TargetFinder (EE/P)</td>
<td>0.835(0.014)</td>
<td>0.817(0.015)</td>
<td>0.671(0.017)</td>
<td>0.808(0.029)</td>
<td>0.798(0.019)</td>
<td>0.819(0.016)</td>
</tr>
<tr>
<td>TargetFinder (E/P/W)</td>
<td>0.763(0.033)</td>
<td>0.853(0.022)</td>
<td>0.712(0.024)</td>
<td>0.731(0.039)</td>
<td>0.821(0.024)</td>
<td>0.864(0.022)</td>
</tr>
</tbody>
</table>

Table A2. The mean \( F_1 \) scores of different enhancer-promoter interaction prediction methods for each cell line regarding 10-fold cross validation. The values in the parentheses are the corresponding standard deviations.

<table>
<thead>
<tr>
<th>Model</th>
<th>GM12878</th>
<th>HeLa-S3</th>
<th>HUVEC</th>
<th>IMR90</th>
<th>K562</th>
<th>NHEK</th>
</tr>
</thead>
<tbody>
<tr>
<td>PEP-Motif</td>
<td>0.963</td>
<td>0.967</td>
<td>0.941</td>
<td>0.951</td>
<td>0.956</td>
<td>0.966</td>
</tr>
<tr>
<td>PEP-Word</td>
<td>0.966</td>
<td>0.966</td>
<td>0.945</td>
<td>0.958</td>
<td>0.958</td>
<td>0.973</td>
</tr>
<tr>
<td>PEP-Integrate</td>
<td>0.967</td>
<td>0.972</td>
<td>0.947</td>
<td>0.961</td>
<td>0.960</td>
<td>0.975</td>
</tr>
<tr>
<td>TargetFinder (E/P)</td>
<td>0.926(0.014)</td>
<td>0.935(0.012)</td>
<td>0.896(0.005)</td>
<td>0.906(0.015)</td>
<td>0.929(0.012)</td>
<td>0.941(0.008)</td>
</tr>
<tr>
<td>TargetFinder (EE/P)</td>
<td>0.971(0.008)</td>
<td>0.967(0.008)</td>
<td>0.939(0.007)</td>
<td>0.966(0.013)</td>
<td>0.965(0.007)</td>
<td>0.971(0.010)</td>
</tr>
<tr>
<td>TargetFinder (E/P/W)</td>
<td>0.964(0.010)</td>
<td>0.975(0.009)</td>
<td>0.957(0.008)</td>
<td>0.964(0.010)</td>
<td>0.964(0.013)</td>
<td>0.983(0.009)</td>
</tr>
</tbody>
</table>

Table A3. The mean AUCs (Area under the ROC curve) of different enhancer-promoter interaction prediction methods for each cell line regarding 10-fold cross validation. The values in the parentheses are the corresponding standard deviations.
<table>
<thead>
<tr>
<th>Model</th>
<th>GM12878</th>
<th>HeLa-S3</th>
<th>HUVEC</th>
<th>IMR90</th>
<th>K562</th>
<th>NHEK</th>
</tr>
</thead>
<tbody>
<tr>
<td>PEP-Motif</td>
<td>0.881</td>
<td>0.873</td>
<td>0.780</td>
<td>0.842</td>
<td>0.841</td>
<td>0.875</td>
</tr>
<tr>
<td>PEP-Word</td>
<td>0.878</td>
<td>0.868</td>
<td>0.779</td>
<td>0.863</td>
<td>0.839</td>
<td>0.893</td>
</tr>
<tr>
<td>PEP-Integrate</td>
<td>0.889</td>
<td>0.879</td>
<td>0.795</td>
<td>0.873</td>
<td>0.848</td>
<td>0.902</td>
</tr>
<tr>
<td>TargetFinder (E/P)</td>
<td>0.607 (0.037)</td>
<td>0.633 (0.018)</td>
<td>0.499 (0.029)</td>
<td>0.509 (0.042)</td>
<td>0.642 (0.031)</td>
<td>0.622 (0.036)</td>
</tr>
<tr>
<td>TargetFinder (EE/P)</td>
<td>0.881 (0.014)</td>
<td>0.867 (0.018)</td>
<td>0.759 (0.022)</td>
<td>0.867 (0.028)</td>
<td>0.855 (0.017)</td>
<td>0.875 (0.019)</td>
</tr>
<tr>
<td>TargetFinder (E/P/W)</td>
<td>0.836 (0.027)</td>
<td>0.909 (0.018)</td>
<td>0.806 (0.024)</td>
<td>0.822 (0.036)</td>
<td>0.877 (0.024)</td>
<td>0.927 (0.017)</td>
</tr>
</tbody>
</table>

**Table A4.** The mean AUPRs (Area under the precision-recall curve) of different enhancer-promoter interaction prediction methods for each cell line regarding 10-fold cross validation. The values in the parentheses are the corresponding standard deviations.
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