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**Abstract**

Intrinsically Disordered Proteins (IDPs) are enriched in charged and polar residues; and, therefore, electrostatic interactions play a predominant role in their dynamics. In order to remain multi-functional and exhibit their characteristic binding promiscuity, they need to retain considerable dynamic flexibility. At the same time, they also need to accommodate a large number of oppositely charged residues, which eventually lead to the formation of salt-bridges, imparting local rigidity. The formation of salt-bridges therefore oppose the desired dynamic flexibility. Hence, there appears to be a meticulous trade-off between the two mechanisms which the current study attempts to unravel. With this objective, we identify and analyze salt-bridges, both as isolated as well as composite ionic bond motifs, in the molecular dynamic trajectories of a set of appropriately chosen IDPs. Dynamic structural properties of these salt-bridges like persistence, time evolution of the secondary structural 'order-disorder' transitions, correlated atomic movements, contribution in the overall electrostatic balance of the proteins and other essential features have been studied in necessary detail. The results suggest that the key to maintain such a trade-off over time is the continuous formation and dissolution of salt-bridges with a wide range of persistence. Also, the continuous dynamic interchange of charged-atom-pairs (coming from a variety of oppositely charged side-chains) in the transient ionic bonds supports a model of dynamic flexibility concomitant with the well characterized stochastic conformational switching in these proteins. Furthermore, the analyses of hydrophobic burial profiles present a simple and effective single-parameter-tool (namely, the rGb score) to characterize the instability of the IDPs in solution – which serves as the basis of their high reactivity. The results and conclusions should facilitate the future design of salt-bridges as a mean to further explore the disordered-globular interface in proteins.
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Introduction

Recent research in Intrinsically Disordered Proteins (IDPs) has brought about a paradigm shift in the central dogma of protein folding, specifically questioning the 'one sequence → one structure → one function' epitome in globular proteins [1]. IDPs lack unique three-dimensional structures under physiological conditions, but are known to carry out a multitude of important biological functions. The intrinsic disorder of a protein may be classified as i) Intrinsically Disordered Protein Regions (IDPRs) where well-defined secondary structures coexist with highly flexible disordered regions and ii) Intrinsically Disordered Proteins (IDPs) which are completely devoid of any distinct tertiary structure. The functional diversity of IDPs/IDPRs may be attributed to their potential promiscuity in binding to different structurally unrelated partners in living cells [2]. IDPs and IDPRs are usually represented as dynamic ensembles of interconvertible conformations [3] instead of well-defined structures that characterizes globular proteins. The structural flexibility of IDPs/IDPRs [4] in uncomplexed form imparts higher conformational entropy [5] due to continuous fluctuations between multiple conformers. Compared to globular proteins, IDPs and IDPRs are highly enriched in charged and polar residues and deficient in hydrophobic residues, which is denoted by a higher mean net charge to mean hydrophobicity ratio [2, 6, 7]. It has been observed in protamines (a class of arginine-rich IDPs with defined cellular functions) that the net charge per residue is one of the discriminating 'order' parameters responsible for the adoption of heterogeneous conformational ensembles in IDPs/IDPRs during the globule-to-coil transition [8]. Also, in contrast to the globular proteins, the hydrophobic residues are randomly scattered along the disordered sequences [4, 9] that do not mediate a hydrophobic collapse [10, 11] accompanied by concomitant water depletion.

Theoretical studies based on designed globular and disordered protein sequences have revealed that there is a transition of the prevalent interactions at the globular-disorder interface across the charge–hydrophobicity boundary [12]. To this end, the globular-disorder (or globule-to-coil) transition may be explained based on a compromise between hydrophobic and electrostatic interactions. The prevalence of polar and charged residues in the disordered proteins potentially trigger electrostatic interactions, both attractive and repulsive, which constitutes the predominant interaction in IDPs/IDPRs [13]. The role of electrostatic interactions are manifest in the binding of IDPs/IDPRs to their targets and in the binding of histone chaperones, [14] which are investigated by combined NMR and Molecular Dynamics (MD) studies [15]. One of the key cellular functions seldom observed in IDPs is their phosphorylation, initiating ultra-sensitive reactions, where the electrostatic interactions play a pivotal role, contributing to ultra-sensitivity [16]. Again, one of the major electrostatic components are the salt bridges, that comprise of ionic bonds between oppositely charged amino acids in close contact. Salt-bridges, both in isolation and as composite ionic bond motifs [17], are known to impart local rigidity in protein structures [18] (analogous to the disulphide bridges [19, 20]) by bringing together distant regions in folded globular proteins, acting as molecular clips at the protein-protein interface and by promoting loop-closures as revealed in computationally modeled partially disordered proteins [17]. However, the structural plasticity of IDPs/IDPRs, rich in prolines and glycines gives rise to high coil forming propensities [4]. Hence, it would be logical to explore the dynamics of salt-bridge formation in partially/completely disordered proteins for the understanding of how IDPRs/IDPs retain structural flexibility at the expense of a large number of charged residues.

The main purpose of this study is to understand the meticulous trade-off between these two seemingly opposite phenomena which may facilitate the design of partially/completely disordered proteins. With this background, we explore the structure and dynamics of these salt-bridges, both individually and also as composite motifs in IDPs/IDPRs along their simulated MD trajectories. We analyze their dynamic persistence, their involvement in mediating secondary structural 'order-
disorder transitions and other associated structural features in an attempt to rationalize their paradoxical presence in good numbers in the dynamic conformational ensembles of IDPs/IDPRs. We also investigate in detail, the specific contribution of these salt-bridges in depicting the overall electrostatic interaction map of these proteins, given the importance of electrostatic interactions in IDPs/IDPRs. Furthermore, we also attempt to explain the solution-reactivity of IDPs/IDPRs from the analyses of their respective hydrophobic burial profiles.

Materials and Methods

Selection of IDPs

To study the salt-bridge dynamics in IDPs/IDPRs, a set of four disordered proteins were chosen with varying degrees of structural disorder (ranging from 43 to 100%) in their native states, containing oppositely charged amino acids (roughly 1/3rd) ensuring the formation of salt-bridges (Table 1). The set consisted of two partially disordered proteins (IDPRs); i) the scaffolding protein GPB from Escherichia virus phiX174, PDB ID 1CD3, chain ID: B, ii) the human coagulation factor Xa, PDB ID: 1F0R, chain ID: B and two completely disordered proteins (IDPs), namely α-synuclein (α-syn) and β-amyloid (β-amyl). Both IDPRs, 1CD3 and 1F0R consist of long contiguous stretches of disordered regions characterized by missing electron densities in their respective PDB files. These disordered stretches in IDPRs are located at the N-terminus for 1F0R, while for 1CD3 it is mainly confined to the middle regions. The sequences of the IDPs are obtained from the DISPROT database [21].

Atomic Model Building

The X-ray crystallographic structures of both 1CD3 and 1F0R (resolution: 3.5 Å & 2.1 Å and R-factor: 0.275 & 0.216 respectively) have long contiguous stretches of missing coordinates (i.e., missing electron densities) corresponding to the disordered regions. These missing disordered residues were identified by comparing the SEQRES and ATOM records in their corresponding PDB files and cross-checked with those declared in the REMARK 465 list. The disordered regions for the partially as well as completely disordered proteins were modeled using MODELLER [22]. The modeling of the disordered regions is done in a manner such that it exactly preserves the structure of the ordered part of the protein, i.e., the RMSD (root-mean-square deviation) of the ordered part of the protein is exactly zero. Such methods were followed in earlier works [5, 6].

Molecular Dynamics Simulation

Explicit-water Molecular Dynamics (MD) simulation trajectories for 1CD3, 1F0R and α-syn used in the current calculation were directly obtained from a previous study [6] while, for β-amyl, an identical simulation protocol was followed [6]. The simulations were performed with AMBER 12 program[23] at T=300 K using the ff99SB force field [24, 25] with periodic boundary conditions and TIP3P water model [26]. Energy minimization of each solvated protein was performed twice via the conjugate gradient method to remove unfavorable steric interactions. The energy minimized solvated protein was equilibrated in a NVT ensemble for 100 ps at an initial temperature of 100 K, while the temperature was gradually raised to 300 K at constant volume. This was followed by NPT equilibration for 5 ns at a constant temperature of 300 K and a pressure of 1 bar. A NPT production run of 100 ns with a time step of 2 fs was performed on the equilibrated system of each protein. Berendsen's temperature bath was used to maintain constant temperature with a coupling constant of 2 ps, while constant pressure was regulated by a barostat with a coupling constant of 1 ps.
Trajectories were written at an interval of 2 ps, resulting in 50000 frames (or snapshots) and all analyses were performed on the post-equilibrium 100 ns long trajectories for all four proteins.

Globular Protein Database

To depict and quantify the time evolution of secondary structural transitions in the simulated conformations of IDPs/IDPRs, knowledge-based weights were assigned for each secondary structural class. Thus, a database of high resolution X-ray structures of globular proteins were assembled using the advanced search protocol of PDB [27] with the following culling criteria: (i) resolution not worse than 2 Å (ii) neither working nor free R-factor worse than 0.2 (iii) files containing only uncomplexed proteins without DNA / RNA / DNA-RNA hybrid, (iv) a sequence identity of maximum 30% (v) only wild type proteins including expression tags and (vi) percentage coverage of sequence 90% (Uniprot) [28]. The application of the above culling criteria resulted in 2777 unique chain entries which are mapped to 2692 PDB structures. The resulting database is referred to as GDB and was used as a benchmark to assess and evaluate certain parameters related to IDPs/IDPRs for the first time, to the best of our knowledge.

Secondary Structural Assignments

Secondary structures (helices, strands, coils etc.) were determined from the atomic coordinates by STRIDE [29] and assigned to each amino acid residue in the polypeptide chain based on the available knowledge of both hydrogen bonding pattern and the backbone geometry of existing protein structures in the PDB.

Global Secondary Structural Transition Scores

Scoring functions were designed to capture the time evolution of the secondary structural transitions of the respective protein chain. Two such equivalent scores were designed such that they may be mutually cross-validated. From the secondary structural assignments described above, the fraction of residues assigned to a particular secondary structural class was calculated and used as a statistical weight for secondary structural transitions along the MD trajectories of the IDPs/IDPRs (Table 2). The assigned secondary structures were then grouped into two disorder-classes, 'ordered' and 'disordered', based on regularity of the backbone geometry. The 'ordered' class consisted of α-helices, β-strands, 310-helices and the rare occurrences of Π-helices while the disordered class comprised of turns, coils and bridges. The transition of each residue between its assigned secondary structures at two consecutive time intervals (say at time t and t+Δt) was accordingly classified as either 'disorder-to-order' or vice-versa with a concomitant statistical weight. The transitions that did not result in a change of order-disorder-class were considered as neutral. Based on the above scheme, three scores were defined. The first of the three is the simple ratio \( frt = \frac{N_{\text{trans}}}{N_{\text{tot}}} \). The other two transition scores (gsst1, gsst2) were defined as:

\[
gsst_1 = \frac{\sum_{i=1}^{N_{\text{trans}}} |(wt_2(i) - wt_1(i))| \cdot \text{sign}}{N_{\text{trans}}} - \text{(i)}
\]
\[ \text{gsst}^2 = \frac{\sum_{i=1}^{N_{\text{trans}}} \sqrt{(w_{t_1}(i)^2 + w_{t_2}(i)^2)} \cdot \text{sign}}{N_{\text{trans}} - (ii)} \]

where \( w_{t_1} \) and \( w_{t_2} \) are the secondary structural weights (Table 2) of the \( i^{th} \) amino acid residue at two consecutive time intervals, \( t \) and \( t+\Delta t \), and the variable 'sign' is set to +1 for disordered \( \rightarrow \) ordered (taken to be the preferred direction) and -1 for the opposite direction (ordered \( \rightarrow \) disordered).

**Identifying salt-bridges**

In accordance to a recent study [17], ionic bonds within disordered proteins were detected when a positively charged nitrogen atom from the side-chains of lysine (NZ), arginine (NH1, NH2) or positively charged histidine (HIP: ND1 NE2, both protonated) were found to be within 4.0 Å of a negatively charged side-chain oxygen atom of glutamate (OE1, OE2) or aspartate (OD1, OD2).

**Salt-bridges Networks**

The construction of salt-bridge networks (also known as ‘salt-bridge motifs’) was extensively discussed in a previous study [17]. Briefly, in these networks, inter-connected charged residues were represented as nodes and the ionic bonds between them as edges. Each network (or motif) was then represented numerically describing its topology. This numerical string called the 'motif identifier' is a concatenated string of numbers (separated by a delimiter '-') where each number-string stands for the topological description of a node in the network; the first digit in the number-string refers to the degree of that node, and the other digits refer to the degrees of its direct neighbors, sorted in a descending order. These concatenated number strings are then represented as elements of an array, further sorted in descending order, and concatenated by a delimiter '-'. The formulation of the motif identifier is based on the assumption that the degrees of such nodes will be restricted to one digit numbers (i.e., a maximum of 9) – which holds true for a wide plethora of contact networks among proteins [33] including ionic bond networks [17]. A pictorial illustration of the numeric scheme can be found in Figure 2 of the original work [17].

**Dynamic Persistence of salt-bridges**

To calculate the coordinate-based dynamic properties of salt-bridges, simulated conformations were examined at a regular time interval of 50 ps across the entire 100 ns simulation trajectory for each protein. This resulted in a total of 2000 protein conformations assembled from different time frames. The dynamic persistence (\( \text{pers} \)) of a particular salt-bridge was calculated as the ratio of the number of protein conformations containing the salt-bridge with respect to the total number of conformations examined. Persistence was calculated for all ionic bonds that were formed at least once in the entire simulation trajectory. An optimum persistence cut-off of at least 25% (i.e., \( \text{pers} \geq 0.25 \) : a salt-bridge found in at least \( \frac{1}{4} \)th of all sampled frames) was considered (see section Persistent salt-bridges in Results and Discussion) to filter out the most relevant 'persistent' salt-bridges. To check the consistency of the results, the entire calculation was repeated at smaller (20 ps) and larger (100 ps) time intervals, as compared to the original time interval of 50 ns. The deviation in the corresponding persistence values were found to be negligible, as reflected in the calculated pairwise root mean square deviations (0.0035: 20 ps vs. 50ps; 0.0051: 100 ps vs. 50 ps) (Supplementary Table S1) of the persistent salt-bridges. The choice of the 50 ps time interval was motivated by the range of reported time scales for secondary structural transitions in proteins [31].
Contact Order

Contact Order (CO) of the interacting pairs of ions involved in a salt-bridge was determined as the number of residues that separates any two charged amino acids in the sequence space of the respective amino acids divided by the full length of the polypeptide chain as reported in an earlier study [17]. The analysis of the distribution of CO-values for the salt-bridges are guided by a previous work [17]. In contrast to the established use of CO as an index of the refolding rates in globular proteins [32], this measure was used for the disordered proteins to investigate whether the ionic bonds are able to bring distant parts of the chain in close proximity; and, if so, how persistent are such long-range ionic bonds in IDPRs/IDPs.

Combined Disorder Status for Persistent salt-bridges

One of the major goals of this work is to depict the role of salt-bridges in the dynamics of conformational interconversions in IDPs/IDPRs. To this end, the each charged residue involved in a salt-bridge, in a given time frame, was categorized as either ‘Disordered (D)’ or ‘Ordered (O)’ according to its assigned secondary structure (STRIDE [29]) combined with the classification scheme discussed in the section Global Secondary Structural Transition Scores. Hence, the ‘combined disorder status’ (CDS) of two charged residues involved in a salt-bridge in a given conformation may be classified as eitherdisordered (DD) or ordered (OO) or hybrid (DO / OD). Each possible transition that a salt-bridge may undergo in terms of this CDS between two conformations at consecutive time intervals (e.g., OO → DD, OO → DO etc.) may be assigned a score based on how many of the charged residues involved in the salt bridge pair actually undergo the transition. In accordance, the following scoring scheme (Table 3) was adapted. Special care was taken to assign a score resulting from the swapping of hybrid CDS’s (i.e., OD → DO and vice-versa).

These scores (or transition weights) for a particular pair of charged residues in a salt bridge were then summed for the conformations at two consecutive time intervals along the simulation trajectory and divided by the total number of such transitions, generating the conservation score for salt-bridge secondary structures (CS$_{sec}$). Actually, CS$_{sec}$ is a discrete probability measure defined in the range of 0 to 1; where 0 and 1 refers respectively to cases of none and both residues in the pair undergoing changes in their respective disorder-status.

Shape Factor

Shape factor ($\rho$) is a well known descriptor of shape and compactness for polymers. This parameter (also known as internal structure factor) approaches a value of 1.5 and 0.77 for an ideal chain (also called random coil) and a compact sphere respectively [33–36]. Shape factor may be calculated from the atomic coordinates [37] as the ratio of the radius of gyration ($R_g$) and the hydrodynamic radius ($R_{hyd}$), where the two radii, $R_g$, $R_{hyd}$, are defined by the following expressions:

\begin{align*}
R_g &= \sqrt{\frac{1}{N} \langle \sum_{i=1}^{N} (r(i) - r_{mean})^2 \rangle} \quad - (iii) \\
\frac{1}{R_{hyd}} &= \frac{1}{N^2} \langle \sum_{i \neq j} \frac{1}{r(i, j)} \rangle \quad - (iv)
\end{align*}
where \( r(i) \) is the distance of the \( i \)th atom from the centroid of the molecule, denoted as \( r_{\text{mean}} \) and \( r(i,j) \) is the distance between the \( i \)th and the \( j \)th atoms in the polymer. Thus, \( R_g \) may be defined as the root mean square deviation of all atoms from the centroid of a molecule which is then divided by \( R_{\text{hyd}} \) to nullify the size-effect, so that, \( \rho \) may be compared across different sizes of polymers. Shape factor was calculated for different conformations of IDPs/IDPRs to explore the dynamic shape transition of these proteins along the simulation trajectory due to the salt-bridge dynamics and other electrostatic interactions.

**Burial of Solvent Exposure**

The solvent accessible surface area (ASA) was calculated for each protein atom by NACCESS [38] as in earlier studies [17, 39]. The ASAs were summed up for all atoms for a given residue. The extent of burial (\( \text{bur} \)) or solvent exposure for a specific residue \( X \) was calculated as the ratio of the ASA of \( X \) located in the protein to the ASA of the same amino acid in a Gly-X-Gly peptide fragment in its fully extended conformation [40]. Residues were distributed according to the extent of burial or solvent exposure with empirical boundaries standardized in earlier works [17, 30, 40]. Precisely, four burial bins were considered that quantifies the degree of solvent exposure: bur1: 0.0 ≤ \( \text{bur} \) ≤ 0.05 (completely buried); bur2: 0.05 < \( \text{bur} \) ≤ 0.15, bur3: 0.15 ≤ \( \text{bur} \) ≤ 0.30 (partially buried) and bur4: \( \text{bur} \) > 0.30 (completely exposed).

**Accessibility Score**

The accessibility score (\( rGb \)) is a knowledge-based measure that compares the hydrophobic burial profile of a given protein with respect to those of the highly resolved globular protein structures. The empirical ranges of this measure have been standardized on globular proteins [41] and also at protein-protein interfaces [42] and they seem to unambiguously agree with each-other. It may be defined as follows.

\[
rGb = \frac{1}{N_{\text{res}}} \sum_{i=1}^{N} \log_{10}(P_{ri})
\]

where \( N_{\text{res}} \) is the total number of residues in the polypeptide chain, \( P_{ri} \) is the propensity of the \( i \)th amino acid (Ala, Glu, Asp etc.) to acquire a particular degree of solvent exposure. Other details of the score is defined elsewhere [41]. The score is a strong indicator of stability or instability of a protein / peptide in solution while instability may be further extended to explain reactivity.

**Electrostatic Complementarity and Score**

Electrostatic complementarity (\( E_m \)) for amino acid residues in all proteins were calculated precisely following previous studies [17, 43] and a modified version of a log odd probability score (\( P_{E_m} \)) was computed for the whole protein chain as an overall descriptor of electrostatic interactions adapted from a previous formulation [41]. Briefly, the score can be defined as follows.

\[
P(E_m) = \sum_{i=1}^{N_t} \log_{10} P_i(E_m) \quad ; P_i(E_m) \neq 0
\]

where \( N_t \) is the total number of amino acid residues in a given polypeptide chain and \( P_i(E_m) \) is the probability of the \( i \)th amino acid residue to acquire an \( E_m \) value which falls in a particular bin of
discrete probabilities ($P(x < E_m < (x+0.05))$) within the defined range of $E_m$, varying from -1 to +1. Rather than considering only the completely or partially buried residues [41], all four burial bins [41, 43], including the solvent-exposed residues were considered in this work. Also, as opposed to the original study [41] where $P_{Em}$ was calculated only on $E_m$ computed on the side-chain van der Waal's surface of the target amino acid [43]), here, the modified $P(E_m)$ score was calculated for all three $E_m$ measures, namely, $E_m^{sc}$ (calculated on the side-chain van der Waal's surface of the entire residue of the target amino acid [43]), $E_m^{all}$ (calculated on the van der Waal's surface of the entire residue [43]), and $E_m^{mc}$ corresponding to its side-chain surface and $E_m^{sc}$ computed on its main-chain surface [43]. These additions have modified the representation of the score, $P(E_m)$ in contrast to $P_{Em}$ (41) such that the three different $E_m$ measures can be conveniently denoted as its potential argument (viz., $P(E_m^{all})$, $P(E_m^{sc})$, $P(E_m^{mc})$). All force field parameters (partial charges, van der Waals radii), wherever applicable, were used in consistency with the original work [43].

**Dynamic Cross Correlation Map (DCCM)**

The Dynamic Cross Correlation Map (DCCM) [44] captures the time correlated positional fluctuations due to the concerted movement of the salt-bridge forming oppositely charged residues. This correlation map is a visual portrayal of the DCC(i,j), defined as follows.

$$DCC(i,j) = \frac{\langle \Delta r_i \cdot \Delta r_j \rangle_t}{\left( \langle \Delta r_i^2 \rangle_t \cdot \langle \Delta r_j^2 \rangle_t \right)^{1/2}}$$  \hspace{1cm} \text{(vii)}

where $i$ and $j$ refer to the reduced single atomic representations (as defined below) of any two charged residues (taken pairwise from a pool of all charged residues) in the molecule. The displacement vector of the $i^{th}$ residue from its mean position at the $t^{th}$ snapshot of the simulated trajectory is denoted by $\Delta r_i$ (i.e., its representative atom). The map was constructed respectively for both main- and side-chains of each protein. For the main-chain, the centroid of the molecular unit of $N_i-C^{\alpha}_i-C_i$ was considered as the representative of the $i^{th}$ residue while for the side-chain, the charged atoms in the ionic groups were considered. For Lysine, the only charged side-chain atom NZ is considered, while for residues with bifurcated ionic groups involving two degenerate charged atoms of the same type (N/O), the mean position of the two charged atoms were considered (i.e., ARG: (NH1+NH2)/2; GLU: (OE1+OE2)/2; ASP: (OD1+OD2)/2; HIP: (ND1+NE2)/2). For a given protein, all structures obtained from a given simulated trajectory were first superposed on a common template to bring the coordinates on the same frame. After superposition, the time averaged mean positions of all atoms and those of the relevant atomic units were computed, followed by the calculation of the displacement vectors for each representative atom (as in equation (vii)) at every sampled ($t^{th}$) snapshot in the trajectory. 2000 equispaced snapshots were sampled at an interval of 50 ps covering the entire 100 ns trajectory. The dot product of the displacement vectors $\Delta r_i$ and $\Delta r_j$ at each ($t^{th}$) snapshot were then computed, normalized by the product of their individual dot products. This 'normalized dot product' term was then time-averaged over all snapshots in the simulated trajectory giving DCC(i,j). Hence, the values of DCC(i,j) varies between -1 to 1; wherein, -1 and 1, respectively represents perfect anti-correlation and perfect correlation between the movements of the $i^{th}$ and the $j^{th}$ atoms, sustained throughout the entire dynamic trajectory; while a DCC(i,j) of 0 means no correlation. Although the DCC(i,j) matrix consists of entries corresponding to all charged residues in each protein, we are only interested in the oppositely charged pairs forming the persistent salt-bridges.

**Cross Correlation**

The pair-wise cross-correlation between two discrete time series were enumerated using the 'Xcorr' function of MATLAB wherever applicable. Xcorr returns a cross-correlated sequence (i.e., a
column vector) containing \(2N+1\) cross-correlation values corresponding to that many time lags (where \(N\) is the number of entries in both the discrete time series). The middle most (i.e., the \((N+1)^{th}\)) entry in the sequence corresponds to the zero-lag-cross-correlation – which is trivially the point of interest (unless specifically stated otherwise).

Prior to calculating the cross-correlation, all time series were scaled such that all values range between 0 to 1 using the min-max scaling technique:

\[
xt_i = (x_i - x_{\text{min}}) / (x_{\text{max}} - x_{\text{min}})
\]

where \(x_{\text{min}}\) and \(x_{\text{max}}\) are the minimum and the maximum values obtained from a given series and \(x_i\) and \(xt_i\) represent the \(i^{th}\) entry in that time series before and after scaling.

In addition, the cross correlation coefficient (CCC\(\tau\)) defined as follows was also calculated for the zero time lag.

\[
CCC_{\tau} = \frac{1}{\sigma_x \cdot \sigma_y} E((x_t - \mu_x)(y_{(\tau+t)} - \mu_y)) \tag{viii}
\]

where \(x_t\) and \(y_t\) are two time series varying with time \(t\), their mean \(\mu_x\), \(\mu_y\) and standard deviations \(\sigma_x\), \(\sigma_y\) respectively; \(E\) denotes the expectation value (time average), the numerator also known as the cross-co-variance and \(\tau\) stands for the time lag, taken to be zero for calculating CCC\(0\).

**Results and Discussion**

IDP sequences are often abundant in polar and charged residues. These charged residues may carry like or opposite charges and may accordingly modulate the overall electrostatic balance of the protein and its binding. Salt-bridges (or ionic bonds) are the major electrostatic components involving the -NH\(^3+\) and COO- groups of the charged amino acids. However, formation of dynamically persistent salt-bridges in IDPs, especially those having long range contacts, should, in principle be a deterrent to their intrinsic flexibility, imparting local structural rigidity, analogous to the disulphide bridges in context of globular proteins. Thus there is a subtle balance between the optimum dynamic flexibility in the IDPs/IDPRs and an allowed set of salt-bridges (out of all possible pairwise combinations of residues carrying opposite charges) such that these proteins are able to accommodate the charged residues without compromising their dynamic flexibility. In this work, we investigate this trade-off in both partially and completely disordered proteins by analyzing the time evolution of the salt-bridge motifs (see Materials and Methods) along their simulated MD trajectories.

**Distribution of salt-bridge motifs in the dynamic trajectories of IDPs**

Composite salt-bridge motifs were identified and accumulated (see Materials and Methods) along the 100 ns MD simulation trajectories for all four IDPs/IDPRs. 2000 equispaced MD frames sampled at 50 ps were collected and analyzed to obtain a distribution that revealed the preponderance and insignificance the different salt bridge motifs. Essentially we estimate the frequency of occurrence of each salt bridge motif along the simulated trajectories of each protein. The majority of salt-bridge motifs were found to be isolated (motif identifier: 11-11), amounting to 84.8%, 80.2%, 89.9% and 98.8% for 1CD3, 1F0R, α-syn and β-amyl respectively (Figure 1) similar to the earlier findings on globular proteins, modeled structures of partially disordered proteins and protein-protein interfaces [17]. In accordance with increasing complexity, the second most frequent motif was found to be bifurcated salt-bridges (211-12-12) accounting for 7.7%, 15.9%, 8.9% and 1.2% in these four proteins respectively. The frequency of these motifs gradually
decreased with increasing size and/or complexity of the networks. Other noticeable low-frequency motifs constituted of (i) four-membered open linear chains or trees (221-221-12-12: 5.8% in 1CD3, 1.6% in 1F0R, 1.1% in α-syn), (ii) four-membered closed rings also known as 4-cycles (222-222-222-222: 1.4% in 1CD3) and (iii) open motifs with four nodes including a central node, also known as 3-stars (3111-13-13-13: 1.8% in 1F0R). The rest of the motifs mostly containing greater than 4 nodes were found in abysmally low frequencies. The partially disordered proteins displayed an overall higher frequency of salt-bridges as revealed by the difference in the total number of motifs (1CD3: 13698, 1F0R: 14055) as compared to the completely disordered ones (α-syn: 8188, β-amyl: 3190). This difference is due to (i) the significantly smaller length of the fourth protein (~1/3rd of the other three) and (ii) the lower fractional content of the charged residues in the IDPs (~28%) as compared to the IDPRs (~34%) (Table 1).

Since dynamically persistent salt-bridges counteract the flexible nature of the IDPs, imparting local rigidity, it may be interesting to find salt-bridges in IDPs/IDPRs, which may be conserved or even grow to form composite salt-bridge networks along their respective simulation trajectories. It is obvious that the salt-bridge motifs undergo transitions via formation and breakage of ionic bonds, which is evident from the analysis of the time evolution profiles (in terms of counts) of each particular motif along the MD trajectories. The length and the fraction of charged residues (Table 1) of each protein influences these counts.

The number of isolated salt-bridges in both IDPRs were found to vary between 1 to 12 (mean: 5.8 ±2.1 for 1CD3, 5.7 ±1.8 for 1F0R) while for the IDPs, these numbers vary between 0 to 9 for α-syn (mean: 3.69 ±1.39) and 0 to 5 for β-amyl (mean: 1.58 ±0.92) throughout the 100 ns simulation trajectory (Figure 2). For the second most prevalent motif, namely, the bifurcated salt-bridges, the time-averaged counts were 0.53 (±0.63), 1.24 (±0.76), 1.22 (±0.68) and 0.02 (±0.14) for 1CD3, 1F0R, α-syn and β-amyl respectively (Figure 3). One interesting feature was the periodic appearance of at least one (Figure 4) and at most two (Supplementary Figure S1) 4-cycles or closed quadruplets without the diagonal edges (222-222-222-222), found within the 75-100 ns time frames found in all three proteins except β-amyl, which completely lacks the motif. Interestingly, almost all residues forming these closed quadruplets originated from the loops and coils, thereby bringing together the distant disordered regions of α-syn and the IDPRs (1CD3, 1F0R). In fact, this closed ring core topology was found in the distribution of salt-bridge motifs (Figure 1). It may be noted that the charge constraints in salt-bridges only allow for an even number of nodes in a closed ring topology (or cycle) to be found within proteins [17].

**Persistent salt-bridges**

Another pertinent problem involves the dynamic persistence of the salt-bridges – whether they are sustainable enough in the long run. To this end, the topological details of each salt-bridge motif were totally ignored and the complete distribution of the salt-bridge motifs were reconsidered as a non-redundant set of discrete ionic bonds. The dynamic persistence (pers) of a salt-bridge is defined as the fraction of the time-frames in which the salt-bridge / ionic bond appears with respect to the total number of time-frames sampled in the trajectory. Initially, all salt-bridges were counted that occurred at least once in the sampled time frames. These numbers were found to be 69, 102, 75 and 15 for 1CD3, 1F0R, α-syn and β-amyl respectively. To assess whether the ionic bonds in these salt bridges were formed by chance, as a probabilistic consequence of the simulation protocol, their persistence values were examined. Hence, only those salt-bridges, which were formed in at least 1/4th (pers ≥ 0.25) of the sampled time frames were screened for further analyses, accounting for slightly more than 10% of the ionic bonds. The choice of this cut-off was based on the overall frequency distribution of the persistence values (Figure 5A) with a large fraction of insignificant
contacts that have likely occurred by chance, detected only in a few frames (~67% of the contacts having a persistence of 5% or less).

This persistence cutoff drastically reduced the number of salt-bridges to 10, 13, 5 and 2 for 1CD3, 1F0R, α-syn and β-amyl respectively by discarding the insignificant transient salt-bridges. Given the overwhelming majority of these short-lived contacts, the fluctuating dynamics of these ionic bonds may influence the local flexibility of these proteins. The calculated persistence values spanned a range from 25% to 96% with instances of dynamically stable (say, the 80%-persistent) salt-bridges in all four proteins with values hitting almost every possible 10% bin-interval in the range (Figure 5B). The overall distribution also portray that the salt-bridges span different time scales ranging from instantaneous, brief, moderate and long-lived. Thus, the formation and dissolution of salt-bridges appear continuously throughout the entire simulation trajectory. This dynamics of salt-bridges supports a physical model for dynamic flexibility, which also appeared to be true visually (Supplementary Video S1).

The other noticeable feature, especially relevant for the ephemeral salt-bridges was the transient formation and breakage of ionic bonds associated with a particular charged atom (say, NZ of 63-LYS in 1CD3) and various oppositely charged atoms originating from different residues throughout the main-chain. This dynamic interchange of charged-atom-pairs in fluctuating ionic bonds structurally supports different alternative conformations at different temporal patches along the MD trajectory, consistent with the notion of the conformational flexibility [45] in IDPs/IDPRs. An illustrative example is shown in Figure 6 where the ε-NH3+ group of 28-Lys in β-amyl has been found in contact alternatively with four different negatively charged amino acids (i.e., with their side-chain –COO- groups) at different temporal patches along the trajectory: 23-Asp (14 - 24 ns), 1-Asp (61-62 ns, 70-75 ns), 22-Glu (63 – 69 ns, 78 – 89 ns ) and 3-Glu (97 – 99 ns). IDPs/IDPRs are well known for their binding promiscuity, [2, 46] while here we find another level of promiscuity in them, namely, in ionic bond formation. This also supports the concept of dynamic flexibility that makes them structurally adjustable and adaptable to different conformations upon binding to different molecular partners.

In parallel, it was also important to know, whether these ionic bonds were formed between residues that were close or distant in the amino acid sequence space. To that end, contact orders (see Materials and Methods) were calculated for all salt-bridges with at least 25% persistence. Most contacts (~43%) were short-ranged (CO<0.1), however, there were quite a few (~40%) middle-range contacts (0.1<CO<0.3) as well as some (~17%) long-range persistent ionic bonds (CO>0.3) too. In particular, the IDPRs (1CD3, 1F0R) contained quite a few middle and long range contacts (Table 4) and, interestingly, majority of such contacts involved an arginine (100% for 1CD3, 67% for 1F0R). Visual inspection in Pymol revealed that most contacts were susceptible to form local (short-range contacts) and non-local turns or loop-closures (long-range contacts) while some of them linked between the coils and remnants of regular secondary structural regions in partially disordered proteins, e.g., helical turns in 1CD3, beta strands in 1F0R (Figure 7). For IDPs, persistent salt-bridges were exclusively found between the coils imparting some dynamic structural constraints which appeared to act against the elongated coil structure (as obtained in the initial MODELLER model) along the simulation trajectory. In α-syn, a bifurcated salt-bridge (23-LYS~28-GLU-34-LYS) was also found to be dynamically persistent even though it comprised of local contacts. In β-amyl, only two persistent salt-bridges were found, and both of them were on the same side of a short-helix (located towards the C-terminus of the protein and consisted of 9 residues,), which seem to gradually evolve during the course of the simulation (first appearing at around 28 ns) and found to be frequent and stable thereafter (found in 75% of the frames from 28 to 100 ns). These salt-bridges were thus structurally non-interrupting for the short helix. It is also noteworthy
that except for an outwardly facing Lysine (28-Lys), the helix is otherwise devoid of any polar or charged residues; rather it consists of hydrophobic residues (Ala, Met, Leu, Ile) and Glycines only. The other interesting fact was that all charged residues (including those that does not get involved in dynamically persistent ionic bonds) were exclusively found towards the N-terminus of this short-helix, leaving it free and unperturbed (Figure 8). The secondary structures in the snapshots were depicted by STRIDE [29] and confirmed visually by PyMol and VMD [47].

Global Secondary Structural Transition

The time evolution of the global secondary structural transitions for the entire protein chain were estimated by two equivalent transition scores (gsst1, gsst2) described in the Materials and Methods. Since there are empirical bounds on both scores based on their formulation and weights (see Materials and Methods), it would be appropriate to understand their defined numerical ranges. As can be seen in Supplementary Figure S2 gsst1 gives a flat plane, since this score is based on just the absolute difference of two weights (wt₁ and wt₂) whereas gsst2, being a resultant vector modulus or 2D Euclidean distance, returns a rugged bi-modal surface; rugged because of the discrete sampling of the weights. Both scores will give 'zero' for a neutral transition (see Materials and Methods).

Along MD trajectories of each protein, the transition scores (gsst1, gsst2) were calculated between every two consecutive (iᵗʰ and (i+1)ᵗʰ) snapshots sampled at time t and t+Δt respectively. Taking consecutive snapshots makes the time evolution profiles smooth and continuous capturing even the smallest temporal fluctuations. The fraction of the residues undergoing the disorder-to-order secondary structural transitions (frt) was also calculated for 2000 conformations corresponding to successive equispaced time frames sampled at an interval of 50 ps. The time averages were computed for each measure with their standard deviations (Supplementary Table S2) from their corresponding time trajectory. There were 3% to 7% average structural transitions between the consecutive snapshots as reflected in <frt>. It is natural to expect that the time averages (<gsst1>, <gsst2>) should be close to zero for both transition scores for all proteins because the fluctuations are computed in a pairwise manner between the consecutive time frames. The standard deviations in both <gsst1> and <gsst2> were of similar order of magnitude(s) for all four proteins.

The theoretical equivalence of the two transition scores (gsst1, gsst2) has been discussed in detail. Hence, it was natural to examine their agreement revealed from actual data (i.e., the two discrete time series). This was done by calculating the normalized-cross-correlation sequences between the corresponding time series. To that end, both series were first normalized using the min-max scaling technique (see Materials and Methods). This linear transformation scales all values from 0 to 1 such that the cross-correlation values across different profiles may be compared. In this way, it is also convenient to set a random baseline corresponding to the min-max scaling of the series. This random baseline serves as a necessary reference to assess the significance of the cross-correlation values obtained. To standardize such a random baseline, 10,000 pairs of random number sequences of lengths equal to the number of sampled conformations at time intervals of 50 ps (i.e., 2000) were generated and their maximum and zero-lag cross-correlation values were stored. The random numbers are trivially defined between 0 to 1. The mean (µ) and standard deviations (σ) obtained in the maximum and zero-lag cross-correlation values enumerated from the random sequences were 506.06 ±9.20, 499.85 ±9.80 respectively, closely resembling each other. Hence, we set a reference to decipher the significance of the cross-correlation values.

The magnitudes of the mutual cross-correlation calculated between the two discrete normalized series (gsst1, gsst2) at zero lag are in very good agreement among all four proteins (1CD3: 596.81,
1F0R: 645.43, α-syn: 622.7, β-amyl: 615.43). These zero-lag cross-correlation values were mapped to the corresponding maxima obtained in the cross-correlated sequences. The values were well above the \( \mu \pm 3\sigma \) threshold indicative of significant correlations. Another noticeable feature was the abrupt and highly localized peak of the cross-correlated sequences obtained at zero lag, (Supplementary Figure S3) - which gives an impression of an auto-correlated sequence as quantified by two transition scores (gsst1 or gsst2). This shows the coordination of these two formulated measures in actual data-space.

Next, attempts were made to reveal if there is any potential dynamic correlation between either of the two transition scores (gsst1, gsst2) and the number of salt-bridges \( N_{sbg} \) formed at each time interval. All relevant quantities, i.e., gsst1, gsst2, \( N_{sbg} \) were first normalized using the min-max scaling technique described above. Hence, all cross-correlations were computed on values scaled between 0 to 1. All four proteins showed comparable correlations (Supplementary Figure S4, S5) in both scores (gsst1 vs. \( N_{sbg} \), gsst2 vs. \( N_{sbg} \)) with their respective maxima asymptotically approaching their corresponding zero-lag cross-correlation values (Table 5). However the correlations may be insignificant due to the maximum cross-correlation values falling well below the random baseline \( \mu \). This was further confirmed by the corresponding zero-lag-cross-correlation coefficient values \( CCC_0 \) defined between -1 to 1, see Materials and Methods, approaching zero for all four proteins (1CD3: 0.02, 0.02; 1F0R: -0.02, -0.02; α-syn: -0.03, -0.02, β-amyl: 0.01; 0.02 for gsst1, gsst2 respectively). In contrast, the \( CCC_0 \) values between gsst1 and gsst2 were found to be 0.91, 0.93, 0.93 and 0.92 for 1CD3, 1F0R, α-syn and β-amyl respectively.

Thus the global transition scores are rather limited to capture the effect of salt-bridge dynamics in depicting the disorder-order transitions in IDPs/IDPRs, demanding for additional local measures of secondary structural transitions which are direct measures of the formation and breakage of salt-bridges.

**Salt-bridge mediated Secondary Structural Transitions**

Since the global transition scores were not informative in terms of deciphering the contribution of salt-bridge dynamics regarding the time evolution of the secondary structural transitions, a measure involving the combined disorder status (CDS) of persistent salt-bridges is used, which is elaborated in the Materials and Methods. This parameter, namely, the conservation score for salt-bridge secondary structures \( CS_{sec} \) takes into account both the number as well as the type of transition (see Materials and Methods). \( CS_{sec} \) will give zero for no transitions (i.e., 100% conservation) and will increase with increasing number of transitions. Also, the individual weights for each possible transition (e.g., OO → DD, OO → DO etc.) were standardized in such a manner that the maximum value of \( CS_{sec} \) is one, corresponding to a persistent salt-bridge of the non-hybrid type (i.e., DD/DO) undergoing transition in both of its residue-disorder-status between each pair of consecutive time intervals along the simulation trajectory (e.g., OO → DD → OO → DD ... and so on) (see Materials and Methods). The relative occupancy of a predominant secondary structural motif (PSSM) was also calculated (e.g., Coil~Turn, α-Helix~α-Helix etc.) for each persistent salt-bridge as a fraction of the most frequent secondary structural motif relative to all motifs found in all time frames (see Materials and Methods). For a poor conservation score (corresponding to a salt-bridge more or less conserved in its secondary structural status along time), this PSSM value must be mapped to its major secondary structural motif.

For the partially disordered proteins, the conservation scores \( CS_{sec} \) for the persistent salt-bridges spanned across the entire range from 0 to 1 (Table 6, Supplementary Table S3). Though, most of
the persistent salt-bridges were highly conserved in terms of their ‘combined-disorder-status’, there were some highly variable (98-ASP~100-ARG: 0.80, 22-GLU~64-ARG: 0.77 in 1CD3; 82-LYS~97-GLU: 0.99 in 1F0R) salt-bridges as well. All highly variable salt-bridges were found to contain regular secondary structural elements. Also, these high-CS世纪 secondary structural bridges correspond to low- to middle-range contacts that spans across a broad range of persistence values (0.37 to 0.81). No correlation was found between the pers and CS世纪 and hence they appear to be independent dynamic properties of these proteins. The predominant secondary structural motif for the salt-bridges in 1CD3 involved both structured as well as unstructured coiled regions, whereas, those for 1F0R were mainly unstructured.

For the completely disordered proteins, all persistent salt-bridges were highly conserved in their ‘combined-disorder-status’ except one particular salt-bridge: 28-GLU~34-LYS (CS世纪: 0.76) where the predominant secondary structural motif involves a rare 310-Helix (PSSM: 0.754). This is expected since these proteins rarely involve ordered regions along the simulation trajectory and due to the fact that the above discussed (see section: Persistent salt-bridges) short-helix formed in β-amyl (Figure 8) is mostly devoid of any charged residues (but for the terminal Lysine: 28-Lys) thereby eliminating its scope to participate in a salt-bridge.

Dynamic bending in IDP chains

A protein, being a hetero-polymer, can not grow linearly for an indefinite period in space; it has to take a turn at some point [31, 48]. This was the key idea behind the proposition of the cotranslational folding model in proteins [49, 50], later proven experimentally [50] and supported by plausible genetic mechanisms (viz., pause codons) [51]. The model states that a protein chain begins to fold as soon as its N-terminus is exposed to the folding site from the translocation complex [49] – which is generally valid for all proteins undergoing ribosomal translation. In the current work, however, we were restricted to use atomic models, partially or completely built by MODELER, as the starting templates for the MD simulations (because of the lack of their experimental structures). These modeled structures resemble elongated random coils marked by the lack of any tertiary structures as revealed visually by Pymol. However, when the time-evolved simulated structures were displayed visually (in VMD), substantial dynamic bending with respect to the elongated initial template were evident as the electrostatic interactions overwhelmingly contributed to the persistent salt-bridges, bringing together distant regions of the protein chains (Supplementary Video S1). However, the curved structures changed continuously within a non-rigid (yet non-random) statistical ensemble of conformations, characterized as stochastic conformational switching in IDPs [45]. One way to quantify this bending or reshaping is to calculate the shape factors [37] which is the ratio of the radius of gyration and the hydrodynamic radius of the molecule (see Materials and Methods). Shape factor is an indicator of the shape and compactness of polymers accounting for their dynamic shapes induced by the change of chemical environments [52]. As a benchmark, shape factors of globular proteins (ρ全局) were calculated from the database GDB (see Materials and Methods). The ρ全局 values were found to be extremely stable, (characterized by a standard deviation of ~1/18th of their mean value), restricted within a narrow bin of 1.0 ±0.054 (Figure 9). For calculating the shape factor in IDPs/IDPRs, the modeled structure was considered as the 0th snapshot to provide a reference value followed by 2000 post-equilibrium snapshots (sampled at 50 ps interval). The value of the shape factor for the template structures of the disordered proteins varied between 1.3 to 1.6, close to the theoretical values of ρ for ideal chains, calculated as 1.5 [33]. The lowest ρ value (1.23) was recorded for 1CD3 – a finding which is consistent with the fact that it has the highest fraction (~66.7%) of ordered secondary structure (Table 1) among the four disordered proteins. These initial ρ values were found
to fluctuate in the same range for a brief duration before attaining an equilibrium value of ~1.0 ±0.054.

**Degree of Solvent Exposure: Approaching Porous Globules**

Interior packing is not a primary factor involved in the dynamics of IDPs/IDPRs, as they adopt expanded conformations and remain sufficiently exposed to the solvent, while undergoing continuous dynamic bending. So to speak, the packing densities of disordered proteins are expected to be remarkably different from those of the globular ones, which are similar to that of the crystalline solids [53]. There are different measures of atomic packing with different degree of details [30, 37, 40, 54, 55], however, for each and all such measures, a primary condition to retain optimum packing is to have a substantial fraction of amino acid residues deeply or partially buried within the protein interior. Thus the fraction of buried and solvent exposed residues in these IDPs were examined along the simulation trajectory. The residues were then distributed in four previously standardized burial bins [40], and the fraction of the residues present in each bin was calculated. The calculation was performed on 500 snapshots sampled at 100 ps intervals for all four IDPs. The time-averaged fraction of residues present in the four burial bins (bin1: completely buried, bin2, 3: partially buried / partially exposed, bin4: completely exposed; see Materials and Methods) were 0.03 (±0.02), 0.07 (±0.03), 0.15 (±0.05) and 0.75 (±0.09) respectively for all four proteins. Clearly, the bulk share (~75-80%) of residues remain solvent exposed dynamically – which was also confirmed by the actual time evolution plots (Figure 10).

When the burial profiles of the IDPs/IDPRs are viewed together with their corresponding shape factor profiles – it is revealed that despite dynamic bending (as elaborated in the earlier section), the molecules still remain substantially exposed to the solvent. These features closely resemble that of the disordered collapsed globules [56, 57] often encountered in redesigned proteins with over- or under-packed cores [57]. Due to packing defects, these redesigned globules become enough porous and eventually result in the complete opening up of the structures, thereby allowing water molecules to penetrate into the protein core. The water molecules entrapped this way within the collapsed globules have further been characterized as potentially important for controlling crucial IDP-events like binding induced folding and amyloid aggregation, by virtue of their unique kinetic features [56]. Also, since, optimum tertiary packing can not occur in these molecules with such high degree of solvent exposure (due to the lack of enough nearest neighboring surface points to pack against), these results also effectively rule out ‘packing’ to be a major component in the overall structural feature in the dynamic ensemble of IDPs/IDPRs.

To further characterize the hydrophobic burial profile of the amino acid residues in IDPs/IDPRs (with reference to the globular proteins), the accessibility score (rGb: see Materials and Methods) was also estimated for the time-evolved ensemble of structures. This parameter (rGb) estimates the distribution of different amino acid residues (i.e., hydrophobicities) with respect to their burial in a given structure and calibrates that structure with reference to the same estimate derived from natively folded globular proteins. However, the distribution of rGb is quite broad, characterized by a μ=1.5σ width both in globular proteins (μ=0.055 ±0.022) [41] as well as in protein-protein complexes (μ=0.059 ±0.022) [42] accounting for a variety of possible distribution patterns of hydrophobic burial as a function of shape and size of proteins. The time-averaged statistics obtained for rGb in IDPs/IDPRs registered significantly lower values as compared to that of the globular proteins (Figure 11). The rGb value is slightly above zero for IDPRs (1CD3, 1F0R), while it is negative for the IDPs (α-syn, β-amy). All values are out of range with respect to the globular protein reference and the value for β-amy is exceptionally low. This means that in IDPs/IDPRs, the

---

1 μ: mean, σ: standard deviation
trend of hydrophobic burial is actually opposite to that in globular proteins, where, most hydrophobic residues remain exposed to the solvent. While, the charged residues may, in fact, sometimes get partially buried, surrounded by enough protein atoms due to the formation of ionic bonds – more plausible for residues involved in the composite salt-bridge motifs due to their close proximity. Indeed, ~21.7% of the charged residues forming persistent salt-bridges (pers ≥ 0.25) were found to be at least partially buried (time-averaged burial ≤ 0.3). Conversely, 77.6% of the hydrophobic residues (viz., Ala, Val, Leu, Ile, Met, Phe, Tyr, Trp) were found to be completely exposed to the solvent (time-averaged burial > 0.30). This reversed trend in the hydrophobic burial in IDPs/IDPRs (with respect to folded globules) may contribute to their high solution-reactivity, binding promiscuity [2] and the high entropic cost required to stabilize them [58]. All these features are in accordance with the ‘coupled binding and folding’ model [59–61] (also known as ‘binding induced folding’ [56]) of the IDPs/IDPRs.

**Impact of salt-bridges on the overall electrostatic balance in IDPs**

Though atomic packing (or steric overlap) has been studied in IDPs, it is more relevant in the context of IDPRs [37] and has been assessed in terms of point atomic contacts, rather than surface fits as in globular proteins [30, 40]. Point atomic contacts are naturally limited in portraying the true picture of atomic packing due to their inherent inability to depict the geometric match between the interacting side-chains [30]. As the unstructured regions are overwhelmingly prevalent, packing does not seem to be the major interaction required to maintain the dynamic flexibility of IDPs/IDPRs. IDPs/IDPRs does not allow hydrophobic collapse like that of folded globules. Rather, given the predominance of charged and polar residues, the global electrostatic balance is expected to be a major determinant in the formation of salt-bridges. Therefore, it is necessary to investigate the role of salt-bridges in the global electrostatic balance of IDPs. In this regard, the Complementarity Plot (CP) [41, 43], an established structure validation tool originally proposed for globular proteins was used. CP analyzes the combined effect of packing and electrostatics together for amino acid side-chains embedded in proteins. This tool is built with the provision of analyzing the individual components, i.e., packing and electrostatics independently. The primary goal of this study was to analyze the role of salt-bridges in the context of the global electrostatic balance of IDPs/IDPRs. Thus the observation window was based on the calculated electrostatic complementarity (E_m) of the amino acid residues of the disordered polypeptide chains along their MD trajectories. Hundred equidistant snapshots were collected at an interval of 100 ps to represent the dynamic ensemble of each protein. The software suite for CP (http://www.saha.ac.in/biop/www/sarama.html) returns three different measures of electrostatic complementarities, E_m^all, E_m^sc and E_m^mc (see Materials and Methods) computed on ‘all’, ‘side-chain’ and ‘main-chain’ van der Waal’s dot surface points of the ‘target’ amino acid residue respectively. The original plots in CP uses E_m^sc in accordance to the corresponding shape complementarity measure S_m^sc. For the current purpose, we were particularly interested in E_m^all since the overall impact of the salt-bridges on the full residue surfaces was of prime interest. The log odd probability score (P(E_m)) (see Materials and Methods) summed over amino acid residues distributed in different burial bins of the entire polypeptide chains gives an estimate of its overall electrostatic balance. Only buried and partially buried residues that are present in the first three burial bins were considered in the original study [41], however, for this work, the fourth burial bin corresponding to the solvent exposed residues (bur > 0.30) were also considered (see Materials and Methods). This fourth burial bin contains the largest fraction of the amino acid residues (~80% or more) consistently throughout the entire MD trajectory in all proteins (Figure 10).

The ‘complementarity’ calculation was repeated twice: (i) with all atoms of the protein contributing to the electrostatic complementarity (set 1) and (ii) with salt-bridges being neutralized (set 2). For
set 2, salt-bridges were identified in situ in each MD snapshot, and, the side-chains involved in the salt-bridges were assigned partial charges of the corresponding uncharged amino acids. This methodology was in accordance with the one used earlier to quantify the relative contribution of salt-bridges to electrostatic complementarity (EC) at protein-protein interfaces [62].

Mild variations were noted in the three $P_{Em}$ measures calculated on main-chain, side-chain and the van der Waal's surfaces of the whole residue. This indicates that the electrostatic balance is evenly retained at different surface patches throughout the entire residue surface without having any bias towards a particular patch (say, the side-chain dot surface points). For all three $P_{Em}$ measures ($P(E_{m}^{all})$, $P(E_{m}^{sc})$, $P(E_{m}^{mc})$), a consistent trend (Figure 12, Supplementary Figure S6, S7) was observed throughout the MD simulation trajectories where the scores in set 2 were always lesser than or equal to their corresponding scores in set 1. This characteristic trend was found for all four proteins and in no case an exception was observed. The impact was more pronounced in IDPRs rather than IDPs (Figure 12), which is in accordance with the prevalence of persistent salt-bridges in the former. It was also interesting to find out that the time evolved all-atom-$P(E_{m})$ values (set 1) for all four proteins were consistently above the suggested empirical threshold of -1.8 (standardized for globular proteins [41]) throughout the entire MD trajectory. For proteins in general, a $P(E_{m})$ value falling below this threshold corresponds to structures with unbalanced electric fields throughout its van der Waal's surface representing a state of electrostatic dissonance caused by sub-optimal distributions of atomic partial charges in the molecule. The fact that $P(E_{m})$ for the IDPs/IDPRs were consistently above this empirical threshold throughout the trajectory (Figure 12, Supplementary Figure S6, S7) reveals the meticulous balance of electric fields coming from different parts of the chains in their respective time-evolved conformational ensembles. In other words, IDPs/IDPRs seem to maintain their global electrostatic balance with time while continuously fluctuating between different conformations. Although, there was an average of ~5% reduction in the $P(E_{m})$ values when salt-bridges were neutralized (Supplementary Figure S8), noticeably, the reduced values did not drop below the $P(E_{m})$ threshold of -1.8. This means that even without the contribution of the salt-bridges, IDPs/IDPRs manage to retain their global electrostatic balance. However, the ionic bonds unequivocally contribute to the overall balance. Similar results were also obtained at protein-protein interfaces [62] and within folded globular proteins [17] where the electrostatic complementarity was augmented by the contribution of salt-bridges, though it did not reduce drastically even after neutralizing the salt-bridges.

**Correlated movements of oppositely charged residues forming persistent salt-bridges**

Dynamic Cross Correlation Maps (see Materials and Methods) were constructed to examine the correlated movements between the oppositely charged residues forming persistent salt-bridges. In consistency with all other calculations, a persistence cut-off of 25% was considered. Traditionally DCCM has been used to portray protein-domain movements between dimers involving whole main-chain trajectories [63, 64]. In contrast, our focus was on the dynamic coordination of individual pair of (charged) residues. A majority of the (i,j) pairs recorded high DCC(i,j) values close to 1 (Table 7) revealing dynamically sustained correlated movements between them. In more detail, 73% and 70% of (i,j) pairs gave rise to a DCC(i,j) value greater than 0.70 in main- and side-chain atoms respectively (Figure 13, Supplementary Figure S9). These correlated pairs spanned across ionic bonds of different contact orders, viz., short range contacts (e.g., 3-GLU ~ 5-ARG in β-amyloid: Table 7), middle range (e.g., 10-ARG ~ 27-GLU in 1F0R) and long range contacts (2-GLU ~ 108-ARG in 1CD3) with persistence values ranging from 0.257 (viz., 20-GLU ~ 58-LYS in α-syn) to 0.963 (viz., 98-ASP ~ 100-ARG in 1CD3). Only weak correlations were obtained between DCC and persistence (0.33, 0.40 for main- and side-chain DCC respectively) and also between DCC and contact order (-0.40, -0.35). The negative sign (anti-correlation) in the later case indicates that short-range contacts
generally have a tendency to show a higher degree of correlated movement – which may be anticipated intuitively. In fact, in 85% (main-chain) and 80% (side-chain) of the cases involving short-range contacts (say, CO \( \leq 0.2 \)), a DCC(i,j) value of \( \geq 0.70 \) was observed. However, as pointed out earlier, long and middle range contacts also attributed to high DCC, while, conversely, low / moderate DCC values were also obtained, though rarely for reasonably short-range contacts (e.g., 108-ARG ~ 133-GLU, 82-LYS ~ 97-GLU in 1FOR). It must be noted that 92% of all pairs exceeded a DCC(i,j) value of 0.7 (83% exceeded 0.8) out of the pull of all salt-bridges that have a persistence of 0.5 (i.e., the salt-bridge occurred half the time) or more. Taking into account both the above criteria (i.e., CO \( \leq 0.2 \) and \( \text{pers} \geq 0.5 \) simultaneously) 100% of all residue pairs forming persistent short-range ionic bonds gave rise to a DCC of 0.70 or more (in both main- and side-chain). Taking all these together, it appears that short-range and persistent ionic bonds generally have a higher tendency to dynamically sustain correlated movements, though, the correlation may not be restricted to any particular sequence separation (i.e., contact order) and/or dynamic spatial separation (i.e., persistence) of the pair of oppositely charged residues. The DCC(i,j) values computed for main-chain and side-chain atomic units (see **Materials and Methods**) were also in good agreement, giving a pairwise Pearson's correlation of 0.97 over thirty persistent salt-bridges (P-value < 0.00001) occurring in all four proteins. This means that the correlated movements generally occur throughout both residues and not restricted to a particular atomic segment. Noticeably, there was only a single instance of weak anti-correlation obtained in the DCC values (77-ARG ~ 105-GLU in 1CD3) continuously throughout both in main- and side-chain atoms.

**Conclusion**

The main objective of the current study was to understand the basis of a meticulous trade-off between accommodating oppositely charged residues and retaining the desired dynamic flexibility in IDPs/IDPRs. Accordingly, the IDP sequences were chosen such that there are enough oppositely charged residues. The results of this study confirm that the key to maintain such a trade-off lies in the continuous time evolution of salt-bridges with a wide range of persistence. The salt-bridges in IDPs/IDPRs span across the full scale (0 to 1) of persistence values, ranging from extremely short-lived ionic bonds to those that persist consistently throughout the entire simulation trajectory. Moreover, for the transient ionic bonds, a high degree of promiscuity is exhibited by charged groups (say, –NH3+), in terms of pairing to different oppositely charged groups (say, –COO-) originating from a variety of amino-acid residues. Study of the contact order in salt-bridges also revealed the occurrence of short-range, middle-range as well as long-range contacts with no distinct correlation with their corresponding persistence values. In other words, the salt-bridges composed of either closely spaced residues or residues that are distant in the sequence space may correspond to high persistence (say, \( \text{pers} \geq 0.8 \)). All these parameters collectively portray a model of dynamic flexibility which was also confirmed visually. Such a model can accommodate oppositely charged residues by allowing the formation of salt-bridges with varying degree of persistence and different ranges of contact orders, and, thereby, map structurally to an ensemble of distant conformations rather than minimally fluctuating about a single global-minima structure as in globular proteins. The ionic bond interactions also appear to be pivotal for the dynamic bending in the IDPs/IDPRs and contribute substantially to their global electrostatic balance. Furthermore, the analyses of hydrophobic burial profiles present a simple and effective single-parameter-tool, the \( rGb \) score to characterize the potential instability of IDPs/IDPRs in solution which may account for their high reactivity. Interestingly, the charged residues involved in persistent salt-bridges appear to move in a correlated manner throughout the entire dynamic trajectory. This trend was more prominent for short-range contacts with higher persistence. In addition, the study also identified and characterized the dynamics of the composite salt-bridge motifs in the conformational ensembles of the IDPs/IDPRs which mapped the secondary structural transitions to the salt-bridge dynamics. This
work thus constitutes an important knowledge-base in protein design. So to speak, the results and conclusions of the current study should provoke future studies to explore the disordered-globular interface in proteins and their evolutionary relationship based on salt-bridge design, leading to a mutually reversible switch.
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Figure Legends

Figure 1. Salt-bridge motifs found in simulated conformational ensembles in IDPs. Each motif (network) is represented as a ball (node: charged residue) and stick (edge: ionic bond) model and tagged by the numeric motif identifier (see Materials and Methods). The numbers in parentheses stand for the cumulative counts of the corresponding salt-bridge motif in the whole 100 ns trajectories for 1CD3, 1F0R, α-syn and β-amyl respectively.

Figure 2. Frequency of the isolated salt-bridge motif in IDPs along time. The number of isolated salt-bridges formed in each snapshot (MD frame) is plotted as a time series for the four proteins: 1CD3, 1F0R, α-syn and β-amyl. The MD frames sampled at a consistent interval of 50 ps enabling 2000 such frames to cover the whole of 100 ns trajectory.

Figure 3. Frequency of the bifurcated salt-bridge motif in IDPs along time. The number of bifurcated salt-bridges formed in each snapshot (MD frame) is plotted as a time series for the four proteins: 1CD3, 1F0R, α-syn and β-amyl. Sampling of the MD frames is identical to the description given in Figure 2.

Figure 4. The closed quadruplet salt-bridge motif in IDPs. The 4-cycle motifs encountered in (A) 1F0R (B) α-syn within 75-100 ns MD frames. The ionic bonds have been displayed as yellow dashed lines between residues represented as ball and stick models on top of the corresponding main-chains portrayed as cartoon. The residues forming the closed quadruplets are 38-Lys, 133-Glu, 21-Glu, 108-Arg (1F0R) and 21-Lys, 20-Glu, 57-Glu, 58-Lys (α-syn).

Figure 5. Dynamic persistence of salt-bridges in IDPs. (A) Normalized frequency distribution of persistence values (pers) computed for all salt-bridges in all four IDPs/IDPRs. The frequency bars corresponding to salt-bridges having a persistence value greater than equal to 0.25 have been drawn in yellow while those with pers < 0.25 drawn in blue. (B) The number of persistent salt-bridges (pers ≥ 0.25) plotted as coloured bars against their corresponding persistence values for the four IDPs/IDPRs, using different colours as given in the index-box embedded in the figure.

Figure 6. Example of multiple ionic bonds formed by the same charged residue at different temporal patches in IDPs. The figure portrays the different transient ionic bonds (displayed as the yellow dashed lines) involving the amino acid 28-Lys and different oppositely charged residues (1-Asp, 3-Glu, 22-Glu, 23-Asp) at various temporal patches (see Main Text) in the MD trajectory of β-amyl. The concerned charged residues have been drawn as ball and sticks on the background of
the corresponding main-chains, drawn in cartoon with different colours. The different main-chain conformations were superposed on a common template prior to their display.

**Figure 7. Persistent salt-bridges mapped on the time-evolved IDP structures.** All the persistent salt-bridges (pers ≥ 0.25) for each IDP, portrayed as yellow dashed lines between corresponding charged residues displayed as ball and sticks, have been mapped on top of a representative snapshot chosen randomly from the MD trajectory.

**Figure 8. Example of a ‘disorder-to-order’ secondary structural transition in IDPs, as revealed in beta-amyl.** The figure highlights (B) the short-helix (coloured magenta) formed during the MD-simulation run in β-amyl (see **Main-Text**) and (A) the corresponding segment (same color) found as a disordered coil in the starting atomic model used as the initial template in the MD. Charged residues have been portrayed as ball and sticks in both.

**Figure 9. Time-evolved shape factor profiles of IDPs with respect to the globular protein reference range.** Shape factor values for each individual IDP plotted against simulation time. As a reference, the mean shape factor value (μ) calculated on globular proteins (ρ_{glob}) is displayed as the continuous horizontal line drawn at x~1.0 ranged by the two dashed lines above and below mapping to (μ+σ) and (μ-σ) respectively, where σ stands for the standard deviation in ρ_{glob}.

**Figure 10. Time-evolved burial profiles in IDPs/IDPRs.** Fractional content of amino acid residues (frac bur) falling in the four burial bins (bur1-bur4: see **Main Text**) plotted against simulation time for the four IDPs/IDPRs.

**Figure 11. Time-averaged accessibility scores raised by the IDPs with respect to the globular protein reference range.** The accessibility score (rGb) averaged over simulation time plotted as thick magenta bars and the corresponding standard deviations plotted as error bars individually for the four IDPs. The mean and standard deviation for the same parameter calculated on a data-base of globular proteins is also displayed in a similar manner as a reference.

**Figure 12. Impact of salt-bridges on the overall electrostatic balance in IDPs as revealed by the time-evolved P(E_m) score.** The log-odd probability score P(E_m) computed on the distribution of electrostatic complimentarity (E_m) raised by amino acid residues as a function of their burial plotted against simulation time for the four IDPs. This particular figure portrays the profiles for P(E_m^{all}) computed on the whole-residue van der Waal’s surface. The Prussian blue curves represent the P(E_m^{all}) calculated considering the contribution of all atoms while the orange-red dashed curves represent those calculated when the salt-bridges were neutralized (see **Main Text**).

**Figure 13. Dynamic Cross Correlation Map (DCCM) composed of the pair of oppositely charged residues forming persistent salt-bridges alone (calculated on their main-chain atoms).** Entries apart from the relevant ones (i.e., the salt-bridge forming pair of oppositely charged residues) in the matrices are zero-padded. Amino acid residues are represented (along the horizontal and vertical axes) by their residue sequence numbers (in an ascending order) concatenated with their one letter abbreviation codes. Values are plotted according to the color-bars in each sub-plot. Note that only 1CD3 has a negative entry and thus the corresponding color-bar is different than in the other three.

**Tables**

**Table 1. IDPs/IDPRs used in the Molecular Dynamic study.**
<table>
<thead>
<tr>
<th>Abbreviated Name</th>
<th>Sequence Length (amino acids)</th>
<th>Source Database</th>
<th>Location of the disordered region</th>
<th>Fraction Disordered (%)</th>
<th>Fraction Charged (%)</th>
<th>Fraction positively Charged (%)</th>
<th>Fraction negatively Charged (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>1CD3</td>
<td>120</td>
<td>PDB</td>
<td>middle</td>
<td>43.3</td>
<td>33.4</td>
<td>16.7</td>
<td>16.7</td>
</tr>
<tr>
<td>1F0R</td>
<td>134</td>
<td>PDB</td>
<td>N-terminus</td>
<td>61.2</td>
<td>34.3</td>
<td>13.4</td>
<td>20.9</td>
</tr>
<tr>
<td>α-syn</td>
<td>140</td>
<td>DISPROT</td>
<td>Whole sequence</td>
<td>100</td>
<td>28.6</td>
<td>11.4</td>
<td>17.2</td>
</tr>
<tr>
<td>β-amyl</td>
<td>42</td>
<td>DISPROT</td>
<td>Whole sequence</td>
<td>100</td>
<td>28.6</td>
<td>14.3</td>
<td>14.3</td>
</tr>
</tbody>
</table>

Table 2. Statistical Weights for different secondary structural classes calculated on the globular protein database, GDB. The secondary structural classes categorized into two main disorder class (see Main Text).

<table>
<thead>
<tr>
<th>Class</th>
<th>Secondary Structure</th>
<th>Weight</th>
</tr>
</thead>
<tbody>
<tr>
<td>Order</td>
<td>α-Helix</td>
<td>0.33255</td>
</tr>
<tr>
<td></td>
<td>β-Strand</td>
<td>0.21848</td>
</tr>
<tr>
<td></td>
<td>3_{10}-Helix</td>
<td>0.04424</td>
</tr>
<tr>
<td></td>
<td>Π-Helix</td>
<td>0.00016</td>
</tr>
<tr>
<td>Disorder</td>
<td>Turn</td>
<td>0.20834</td>
</tr>
<tr>
<td></td>
<td>Coil</td>
<td>0.18380</td>
</tr>
<tr>
<td></td>
<td>Bridge</td>
<td>0.01242</td>
</tr>
</tbody>
</table>

Table 3. A checker board representation of the scheme adapted to score salt-bridge mediated disorder-to-order transitions. The ‘pair’ refers to the pair of charged residues forming the salt-bridge. CDS refers to Combined Disordered Status (see Main Text)

<table>
<thead>
<tr>
<th>CDS of the pair at time $t$</th>
<th>CDS of the pair at time $t + \Delta t$ →</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>DD</td>
</tr>
<tr>
<td>DD</td>
<td>0</td>
</tr>
<tr>
<td>OO</td>
<td>1</td>
</tr>
<tr>
<td>OD</td>
<td>0.5</td>
</tr>
<tr>
<td>DO</td>
<td>0.5</td>
</tr>
</tbody>
</table>

Table 4. Persistence values ($pers$) and Contact Orders (CO) of the persistent salt-bridges in the four IDPs/IDPRs.

<table>
<thead>
<tr>
<th>Salt-bridge</th>
<th>$pers$</th>
<th>CO</th>
</tr>
</thead>
<tbody>
<tr>
<td>1CD3</td>
<td></td>
<td></td>
</tr>
<tr>
<td>98-ASP</td>
<td>100-ARG</td>
<td>0.963</td>
</tr>
<tr>
<td>Transition</td>
<td>CC measures</td>
<td>1CD3</td>
</tr>
<tr>
<td>------------</td>
<td>-------------</td>
<td>------</td>
</tr>
<tr>
<td>2-GLU</td>
<td>108-ARG</td>
<td>0.819</td>
</tr>
<tr>
<td>64-ARG</td>
<td>68-GLU</td>
<td>0.797</td>
</tr>
<tr>
<td>26-ARG</td>
<td>28-GLU</td>
<td>0.580</td>
</tr>
<tr>
<td>15-GLU</td>
<td>50-ARG</td>
<td>0.536</td>
</tr>
<tr>
<td>22-GLU</td>
<td>76-ARG</td>
<td>0.449</td>
</tr>
<tr>
<td>22-GLU</td>
<td>64-ARG</td>
<td>0.368</td>
</tr>
<tr>
<td>61-ARG</td>
<td>65-ASP</td>
<td>0.322</td>
</tr>
<tr>
<td>27-ASP</td>
<td>77-ARG</td>
<td>0.250</td>
</tr>
<tr>
<td>77-ARG</td>
<td>105-GLU</td>
<td>0.250</td>
</tr>
<tr>
<td>1F0R</td>
<td></td>
<td></td>
</tr>
<tr>
<td>90-ASP</td>
<td>117-LYS</td>
<td>0.818</td>
</tr>
<tr>
<td>28-ASP</td>
<td>31-LYS</td>
<td>0.803</td>
</tr>
<tr>
<td>10-ARG</td>
<td>27-GLU</td>
<td>0.726</td>
</tr>
<tr>
<td>10-ARG</td>
<td>30-ASP</td>
<td>0.643</td>
</tr>
<tr>
<td>14-GLU</td>
<td>23-ARG</td>
<td>0.448</td>
</tr>
<tr>
<td>21-GLU</td>
<td>38-LYS</td>
<td>0.430</td>
</tr>
<tr>
<td>82-LYS</td>
<td>97-GLU</td>
<td>0.401</td>
</tr>
<tr>
<td>108-ARG</td>
<td>133-GLU</td>
<td>0.378</td>
</tr>
<tr>
<td>15-GLU</td>
<td>23-ARG</td>
<td>0.335</td>
</tr>
<tr>
<td>41-ASP</td>
<td>55-lys</td>
<td>0.321</td>
</tr>
<tr>
<td>96-HIP</td>
<td>98-GLU</td>
<td>0.311</td>
</tr>
<tr>
<td>58-ASP</td>
<td>108-ARG</td>
<td>0.285</td>
</tr>
<tr>
<td>62-GLU</td>
<td>81-ARG</td>
<td>0.267</td>
</tr>
<tr>
<td>α-syn</td>
<td></td>
<td></td>
</tr>
<tr>
<td>96-LYS</td>
<td>104-GLU</td>
<td>0.937</td>
</tr>
<tr>
<td>21-LYS</td>
<td>57-GLU</td>
<td>0.509</td>
</tr>
<tr>
<td>23-LYS</td>
<td>28-GLU</td>
<td>0.398</td>
</tr>
<tr>
<td>28-GLU</td>
<td>34-LYS</td>
<td>0.379</td>
</tr>
<tr>
<td>20-GLU</td>
<td>58-LYS</td>
<td>0.257</td>
</tr>
<tr>
<td>β-amy</td>
<td></td>
<td></td>
</tr>
<tr>
<td>3-GLU</td>
<td>5-ARG</td>
<td>0.878</td>
</tr>
<tr>
<td>11-GLU</td>
<td>13-HIP</td>
<td>0.266</td>
</tr>
</tbody>
</table>

Table 5. Normalized Cross Correlation (CC) of the global secondary structural transition scores (gssst's) with number of salt-bridges (N$_{sbg}$). Along with the maximum Cross Correlation (CC$_{max}$), zero lag Cross Correlation values (CC$_{zero_lag}$) are also tabulated while the lag difference of CC$_{max}$ with respect to CC$_{zero_lag}$ is given as 'Lag at CC$_{max}$'.
Table 6. Conservation Score (CS\textsubscript{sec}) for local secondary structural transition mediated by the persistent salt-bridges in the four IDPs/IDPRs. The corresponding Predominant Secondary Structural Motif (PSSM) and their relative occupancy (O\textsubscript{PSSM}) in the whole trajectory are also tabulated.

<table>
<thead>
<tr>
<th>Salt-bridge</th>
<th>pers</th>
<th>CS\textsubscript{sec}</th>
<th>PSSM</th>
<th>O\textsubscript{PSSM}</th>
</tr>
</thead>
<tbody>
<tr>
<td>1CD3</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>98-ASP</td>
<td>100-ARG</td>
<td>0.963</td>
<td>0.00050</td>
<td>Turn~Turn</td>
</tr>
<tr>
<td>2-GLU</td>
<td>108-ARG</td>
<td>0.819</td>
<td>0.79502</td>
<td>Coil~\β-Strand</td>
</tr>
<tr>
<td>64-ARG</td>
<td>68-GLU</td>
<td>0.797</td>
<td>0.46561</td>
<td>α-Helix~α-Helix</td>
</tr>
<tr>
<td>26-ARG</td>
<td>28-GLU</td>
<td>0.580</td>
<td>0.08942</td>
<td>Coil~Coil</td>
</tr>
<tr>
<td>15-GLU</td>
<td>50-ARG</td>
<td>0.536</td>
<td>0.00100</td>
<td>Coil~Turn</td>
</tr>
<tr>
<td>22-GLU</td>
<td>76-ARG</td>
<td>0.449</td>
<td>0.07816</td>
<td>Coil~Turn</td>
</tr>
<tr>
<td>22-GLU</td>
<td>64-ARG</td>
<td>0.368</td>
<td>0.77351</td>
<td>Coil~α-Helix</td>
</tr>
<tr>
<td>61-ARG</td>
<td>65-ASP</td>
<td>0.322</td>
<td>0.35218</td>
<td>α-Helix~α-Helix</td>
</tr>
<tr>
<td>27-ASP</td>
<td>77-ARG</td>
<td>0.250</td>
<td>0.34692</td>
<td>Coil~Turn</td>
</tr>
<tr>
<td>77-ARG</td>
<td>105-GLU</td>
<td>0.250</td>
<td>0.02726</td>
<td>Turn~Coil</td>
</tr>
<tr>
<td>1F0R</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>90-ASP</td>
<td>117-LYS</td>
<td>0.818</td>
<td>0.49099</td>
<td>3__Helix~Turn</td>
</tr>
<tr>
<td>28-ASP</td>
<td>31-LYS</td>
<td>0.803</td>
<td>0.26114</td>
<td>Turn~Turn</td>
</tr>
<tr>
<td>10-ARG</td>
<td>27-GLU</td>
<td>0.726</td>
<td>0.24912</td>
<td>Coil~Turn</td>
</tr>
<tr>
<td>10-ARG</td>
<td>30-ASP</td>
<td>0.643</td>
<td>0.13045</td>
<td>Coil~Turn</td>
</tr>
<tr>
<td>14-GLU</td>
<td>23-ARG</td>
<td>0.448</td>
<td>0.02203</td>
<td>Turn~Turn</td>
</tr>
<tr>
<td>21-GLU</td>
<td>38-LYS</td>
<td>0.430</td>
<td>0.00651</td>
<td>Turn~Coil</td>
</tr>
<tr>
<td>82-LYS</td>
<td>97-GLU</td>
<td>0.401</td>
<td>0.99449</td>
<td>Turn~\β-Strand</td>
</tr>
<tr>
<td>108-ARG</td>
<td>133-GLU</td>
<td>0.378</td>
<td>0.00501</td>
<td>Turn~Coil</td>
</tr>
<tr>
<td>15-GLU</td>
<td>23-ARG</td>
<td>0.335</td>
<td>0.02203</td>
<td>Turn~Turn</td>
</tr>
<tr>
<td>41-ASP</td>
<td>55-LYS</td>
<td>0.321</td>
<td>0.00100</td>
<td>Turn~Coil</td>
</tr>
</tbody>
</table>
Table 7. Dynamic Cross Correlation (DCC) of persistent salt-bridge forming alike charged residues. DCC\textsubscript{mc} and DCC\textsubscript{sc} refers to the DCC values computed for main- and side-chain atoms respectively.

<table>
<thead>
<tr>
<th>Salt-bridge</th>
<th>pers</th>
<th>DCC\textsubscript{mc}</th>
<th>DCC\textsubscript{sc}</th>
</tr>
</thead>
<tbody>
<tr>
<td>1CD3</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>98-ASP</td>
<td>0.963</td>
<td>0.800</td>
<td>0.932</td>
</tr>
<tr>
<td>2-GLU</td>
<td>0.819</td>
<td>0.761</td>
<td>0.797</td>
</tr>
<tr>
<td>64-ARG</td>
<td>0.797</td>
<td>0.927</td>
<td>0.900</td>
</tr>
<tr>
<td>26-ARG</td>
<td>0.580</td>
<td>0.978</td>
<td>0.948</td>
</tr>
<tr>
<td>15-GLU</td>
<td>0.536</td>
<td>0.831</td>
<td>0.913</td>
</tr>
<tr>
<td>22-GLU</td>
<td>0.449</td>
<td>0.271</td>
<td>0.338</td>
</tr>
<tr>
<td>22-GLU</td>
<td>0.368</td>
<td>0.184</td>
<td>0.039</td>
</tr>
<tr>
<td>61-ARG</td>
<td>0.322</td>
<td>0.915</td>
<td>0.737</td>
</tr>
<tr>
<td>27-ASP</td>
<td>0.250</td>
<td>0.105</td>
<td>0.316</td>
</tr>
<tr>
<td>77-ARG</td>
<td>0.250</td>
<td>-0.156</td>
<td>-0.242</td>
</tr>
<tr>
<td>1F0R</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>90-ASP</td>
<td>0.818</td>
<td>0.518</td>
<td>0.528</td>
</tr>
<tr>
<td>28-ASP</td>
<td>0.803</td>
<td>0.987</td>
<td>0.994</td>
</tr>
<tr>
<td>10-ARG</td>
<td>0.726</td>
<td>0.971</td>
<td>0.972</td>
</tr>
<tr>
<td>10-ARG</td>
<td>0.643</td>
<td>0.946</td>
<td>0.961</td>
</tr>
<tr>
<td>14-GLU</td>
<td>0.448</td>
<td>0.968</td>
<td>0.981</td>
</tr>
<tr>
<td>21-GLU</td>
<td>0.430</td>
<td>0.919</td>
<td>0.920</td>
</tr>
<tr>
<td>82-LYS</td>
<td>0.401</td>
<td>0.457</td>
<td>0.577</td>
</tr>
<tr>
<td>108-ARG</td>
<td>0.378</td>
<td>0.347</td>
<td>0.418</td>
</tr>
<tr>
<td>15-GLU</td>
<td>0.335</td>
<td>0.971</td>
<td>0.981</td>
</tr>
<tr>
<td>41-ASP</td>
<td>0.321</td>
<td>0.828</td>
<td>0.826</td>
</tr>
</tbody>
</table>
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The plots show the behavior of shape factors over time for different simulations.

- **ICD3**
  - The shape factor remains stable with a slight fluctuation around 1.2 to 1.4.
  - The simulation time ranges from 0 to 100 ns.

- **1FOR1**
  - The shape factor fluctuates significantly, dropping below 1.0 and rising above 1.8.
  - The dashed lines indicate stability levels.

- **α-syn**
  - The shape factor drops sharply to below 1.0 initially and then stabilizes around 1.2.
  - The fluctuation is more pronounced compared to ICD3.

- **β-amy1**
  - The shape factor shows a sharp drop below 1.0 followed by stability around 1.2.
  - Similar to α-syn, but with a different base level of stability.

The plots illustrate the dynamic changes in shape factors across different simulation times and protein structures.