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Supplementary Figure 8 | All examples of artificial colored shapes reconstructions 
obtained from different visual areas (Subject 1). Images with black and gray frames 
show presented and reconstructed images, respectively (reconstructed from VC activity 
using all DNN layers without the DGN).  
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Supplementary Figure 8 | All examples of artificial colored shapes reconstructions obtained from 

different visual areas (Subject 1). Images with black and gray frames show presented and 

reconstructed images, respectively (reconstructed from VC activity using all DNN layers without 

the DGN).
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Supplementary Figure 9 | All examples of alphabetical letter reconstructions. Images 
with black and gray frames show presented and reconstructed images, respectively 
(reconstructed from VC activity without the DGN). Three reconstructed images 
correspond to reconstructions from three subjects.  

  

Supplementary Figure 9

Supplementary Figure 9 | All examples of alphabetical letter reconstructions. Images with black 

and gray frames show presented and reconstructed images, respectively (reconstructed from VC 

activity without the DGN). Three reconstructed images correspond to reconstructions from three 

subjects.
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Supplementary Figure 10 | Other examples of imagery image reconstructions. Images 
with black and gray frames show instructed and reconstructed images, respectively 
(reconstructed from VC activity without the DGN). Three reconstructed images 
correspond to reconstructions from three subjects. Rightmost images in the bottom row 
show reconstructions during maintaining fixation without imagery.  

Supplementary Figure 10

Supplementary Figure 10 | Other examples of imagery image reconstructions. Images with black 

and gray frames show instructed and reconstructed images, respectively (reconstructed from VC 

activity without the DGN). Three reconstructed images correspond to reconstructions from three 

subjects. Rightmost images in the bottom row show reconstructions during maintaining fixation 

without imagery.
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Supplementary Figure 11 | Feature decoding accuracy of raw and absolute features. In 
addition to the feature decoding analysis with raw DNN features, we performed the 
same feature decoding analysis after converting raw feature outputs to absolute values. 
The analysis was performed with features from the conv1_1 layer of the VGG19 model 
using the natural object dataset (error bar, 95% C.I. across subjects). a, Mean feature 
decoding accuracy of all units. The results showed significant improvements of feature 
decoding accuracy by the absolute conversion. b, Mean feature decoding accuracy for 
individual filters. The feature decoding accuracies of units within the same filters were 
individually averaged. The filters were sorted according to the ascending order of the 
raw feature decoding accuracy averaged for individual filters. These results showed that 
feature decoding accuracies of monochrome colored filters were specifically improved 
by the conversion. The large improvement levels demonstrate the insensitivity of fMRI 
signals to pixel luminance, suggesting the linear-nonlinear discrepancy of DNN and 
fMRI responses to pixel luminance. This discrepancy may explain the reversal of 
luminance observed in several reconstructed images.  
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Supplementary Figure 11 | Feature decoding accuracy of raw and absolute features. In addition 

to the feature decoding analysis with raw DNN features, we performed the same feature decodng 

analysis after converting raw feature outputs to aboslute values. The analysis was performed 

with features from the conv1_1 layer of the VGG19 model using the natural object dataset 

(errorbar, 95% C.I. across subjects). a, Mean feature decoding accuracy of all units. The results 

showed significant improvements of feautre decoding accuracy by the absolute conversion. b, 

Mean feature decoding accuracy for individual filters. The feature decoding accuracies of units 

within the same filters were individually averaged. The filters were sorted according to the 

ascending order of the raw feature decoding accuracy averaged for individual filters. These 

results showed that feature decoding accuracies of monochrome colored filters were specifically 

improved by the conversion. The large improvement levels demonstrate the insensitivity of 

fMRI signals to pixel luminances, suggesting the linear-nonlinear discrepancy of DNN and fMRI 

responses to pixel luminance. This discrepancy may explain the reversal of luminace observed in 

several reconstructed images.
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Notes for Supplementary Movies 

Reconstruction of visual images from human brain activity measured by fMRI. To 
reconstruct visual images, we first decoded (translated) measured brain activity patterns 
into deep neural network (DNN) features, then fed those decoded features to a 
reconstruction algorithm. Our reconstruction algorithm starts from a given initial image 
and iteratively optimizes the pixel values so that the DNN features of the current image 
become similar to those decoded from brain activity. The movies can be seen from our 
repository: https://www.youtube.com/user/ATRDNI 
 
Movie. Deep image reconstruction: Natural images. 
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