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Abstract 

What makes predictable words easier to process than unpredictable words (e.g., 

‘bicycle’ compared to ‘elephant’ in “You never forget how to ride a bicycle/an elephant once 

you’ve learned”)? Are predictable words genuinely predicted, or simply more plausible and 

therefore easier to integrate with sentence context? We addressed this persistent and 

fundamental question using data from a recent, large-scale (N = 334) replication study, by 

investigating the effects of word predictability and plausibility on the N400, the brain’s 

electrophysiological index of semantic processing. A spatiotemporally fine-grained, mixed-

effects multiple regression analysis revealed overlapping effects of predictability and 

plausibility on the N400, albeit with distinct spatiotemporal profiles. Our results challenge the 

view that semantic facilitation of predictable words reflects the effects of either prediction or 

integration, and suggest that facilitation arises from a cascade of processes that access and 

integrate word meaning with context into a sentence-level meaning. 
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Introduction 

Predictable words are easier to process than unpredictable words: ‘bicycle’ is easier to 

process than ‘elephant’ in “You never forget how to ride a bicycle/an elephant once you’ve 

learned”. For example, predictable words are read and recognized faster than unpredictable 

words (e.g., Clifton, Staub & Rayner, 2007; Stanovich & West, 1981). However, it remains 

unclear whether such facilitation is driven by actual prediction (i.e., predictable words are 

activated before they appear), by integration (i.e., predictable words are semantically more 

plausible and therefore easier to integrate into sentence context than unpredictable words 

after they have appeared), or by both. We addressed this issue by exploring modulation of the 

N400 (Kutas & Hillyard, 1980), an event-related potential (ERP) component commonly 

considered the brain’s index of semantic processing (Kutas & Federmeier, 2011). In a 

temporally fine-grained analysis of data from a large-scale (N=334) replication study 

(Nieuwland et al., 2017), we investigated whether prediction and integration have dissociable 

effects on N400 amplitude, and how these effects unfold over time. 

Word predictability1 is strongly correlated with an amplitude reduction of the N400 

(Kutas & Hillyard, 1984), a negative deflection with a centroparietal scalp-distribution that 

occurs approximately 200-500 ms after word onset and peaks around 400 ms. Traditionally, 

there have been two opposing views on what this pattern means. According to the 

‘integration view’ (e.g., Brown & Hagoort, 1993; Hagoort, Hald, Bastiaansen & Petersson, 

2004; Van Berkum, Hagoort & Brown, 1999), the N400 directly reflects the integration of an 

activated word meaning with sentence context and general world knowledge. Integration is 

required to compose higher-level sentence meaning from individual word meanings, and is 

easier for predictable words because they yield a sentence meaning that is more plausible 

                                                      
1 Defined as the likelihood of being used in an offline sentence completion test (‘cloze 
probability’; Taylor, 1953). 
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with regard to world knowledge. Alternatively, according to the ‘access view’ (e.g., Brouwer, 

Fitz & Hoeks, 2012; Lau, Almeida, Hines & Poeppel, 2009; Kutas & Federmeier, 2000, 

2011), the N400 reflects access to word meaning in long-term memory. People easily access 

the meaning of a predictable word because they pre-activate some (or all) of its meaning 

based on the context. In this view, integration of this word meaning with context does not 

happen until after the N400 component (Bornkessel-Schlesewsky & Schlesewsky, 2008; 

Brouwer et al., 2012; Kutas & Federmeier, 2000). These mutually exclusive views thus differ 

on whether or not people predict the meaning of an upcoming word, and on whether the 

N400 reflects a compositional process (combining word meanings into a higher-order 

representation) or a non-compositional process (accessing the meaning of a single word).  

The integration-access debate has long engrossed the psychology and neuroscience of 

language (for reviews, see Kutas & Federmeier, 2011; Lau, Phillips & Poeppel, 2008; Van 

Berkum, 2009), but it has yet to reach a conclusion, and there is support for both views. 

Supporting the access-view (Kutas & Federmeier, 2011), numerous studies show that people 

can predict the meaning of upcoming words during sentence comprehension (for reviews, see 

Federmeier, 2007; Van Petten & Luka, 2012). In addition, some studies suggest that N400 

amplitude is not a function of sentence plausibility2 (e.g., Federmeier & Kutas, 1999; Ito, 

Corley, Pickering, Martin & Nieuwland, 2016), a pattern that is incompatible with the 

integration view. Supporting the integration view, however, several studies report N400 

modulations by semantic or pragmatic plausibility that are not easily explained in terms of 

prediction alone (e.g., Calloway & Perfetti, 2017; Li, Hagoort & Yang, 2008; Rueschemeyer, 

Gardner & Stoner, 2015; see also Lau, Namyst, Fogel & Delgado, 2016; Steinhauer, Royle, 

Drury & Fromont, 2017). 

                                                      
2 The plausibility of the described event with regard to real-world knowledge, as established 
in an offline plausibility-norming test.  
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This mixed evidence has led some researchers to question the viability of an access-only 

or integration-only view of the N400, and to propose a hybrid, ‘multiple-process’ account 

(Baggio, 2012; Baggio & Hagoort, 2011; Lau et al., 2016; Newman, Forbes & Connolly, 

2012). This account views N400 activity as reflecting cascading access- and integration-

processes. Effects of prediction and of integration are therefore both visible in N400 activity, 

but effects of prediction would precede and be functionally distinct from those of integration. 

Consistent with this account, Brothers, Swaab and Traxler (2015) found that effects of 

prediction appeared earlier than effects of contextual integration, and on distinct ERP 

components (N250 and N400). However, because their participants were instructed to 

actively predict sentence-final words, the observed ERP patterns also reflected task-relevant 

decision-processes (Polich, 2007; Roehm, Bornkessel-Schlesewsky, Rösler & Schlesewsky, 

2007), and may not generalize to situations where people do not strategically predict 

upcoming words. 

Here, we tested the multi-process hypothesis using data from a direct replication 

attempt of a landmark study on prediction (DeLong, Urbach & Kutas, 2005). DeLong et al. 

capitalized on the phonotactic dependence of the English indefinite articles ‘a/an’ on whether 

the next word starts with a consonant or vowel. Participants read sentences containing an 

indefinite article (a/an) followed by a noun. The article-noun pairs were always 

morphologically consistent but differed in their predictability from sentence context (e.g., 

“You never forget how to ride a bicycle/an elephant once you’ve learned”). As expected, 

amplitude of the noun-elicited N400s gradually decreased with increased predictability 

(Kutas & Hillyard, 1984). Critically, however, DeLong et al. also observed this pattern of 

results at the preceding articles, which cannot arise from differences in the meaning of ‘a/an’ 

and therefore does not index integration costs. The article-effect was taken as strong evidence 

that participants predicted the nouns, including their phonological form (i.e., whether they 
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start with a consonant or vowel), and that the articles that disconfirmed this prediction 

resulted in processing difficulty (higher N400 amplitude at the article). 

In a large-scale, direct replication attempt spanning 9 labs (Nieuwland et al., 2017), 

our pre-registered analyses failed to replicate the article-effect but successfully replicated the 

noun-effect. Crucially, without strong article-evidence for prediction, it remains uncertain 

whether the noun-effects reflect prediction, integration, or both. We therefore performed a 

further (non-pre-registered) analysis to dissociate the effects of prediction and integration. 

Like previous studies (Federmeier & Kutas, 1999; Ito et al., 2016), we investigated their 

effects by examining N400 activity as a function of word predictability and plausibility, 

which we established in offline norms. Improving on previously used methods, we 

simultaneously modelled variance associated with predictability and plausibility, while also 

controlling for semantic similarity (Landauer & Dumais, 1997), a measure of low-level 

semantic relatedness between word and context derived from distributional semantics. Using 

a spatiotemporally fine-grained analysis, modelling activity at each EEG channel and time-

point within an extended time window (e.g., Hauk, Davis, Ford, Pulvermüller, & Marslen-

Wilson, 2006), we examined the time-course and spatial distribution of the effect of 

predictability while appropriately controlling for plausibility and vice versa (Sassenhagen & 

Alday, 2016; see also Frank & Willems, 2017, using a similar approach to regress effects of 

corpus-based statistics). 

If N400 amplitude reflects only the effects of prediction and not of integration 

(Brouwer et al., 2012; Kutas & Federmeier, 2000), plausibility would not impact processing 

until after the time window typically associated with the N400 component. In contrast, if the 

N400 reflects effects of prediction and integration (Baggio & Hagoort, 2011; Lau et al., 

2016), plausibility would have an effect on N400 activity alongside the effect of 
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predictability, although any effects of plausibility would occur later than effects of 

predictability. 

 

Methods 

Our materials were the 80 sentences in two conditions (expected/unexpected article-

noun combination), used by DeLong et al. (2005). Participants were native English speaking 

students from the University of Birmingham, Bristol, Edinburgh, Glasgow, Kent, Oxford, 

Stirling, York, or volunteers from the participant pool of University College London or 

Oxford University, who received cash or course credit for taking part in the ERP experiment. 

Each laboratory aimed to test 40 participants and tested at least 32 participants, which was the 

sample size of DeLong et al., (2005). Our data pre-processing was identical to Nieuwland et 

al., 2017, which used a pre-registered procedure (see https://osf.io/eyzaq) that led to the 

exclusion of 22 participants from the initial group of 356 participants, leaving a sample size 

of 334 participants. 

Details about the stimulus materials, participants, EEG recording equipment and 

settings, and experimental procedure are described elsewhere (Nieuwland et al., 2017). This 

section only describes the changes and extensions to the methods from that study. A full list 

of the materials, including all norming results, is available as Supplementary materials. 

Predictability and Plausibility pre-tests 

Prior to collecting EEG data, we conducted predictability and plausibility pre-tests. 

For the predictability (cloze probability) pre-test, we truncated all sentences after the critical 

indefinite article and asked participants to complete each sentence with the first word or 

words that came to mind (for details, see Nieuwland et al., 2017). We presented two 

counterbalanced lists of 80 sentences to 30 participants each, such that no participant saw the 

same sentence context with the expected and the unexpected article. We computed the 
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predictability of each word as the percentage of participants who used the word to complete 

the sentence. 

For the plausibility pre-test, we truncated all sentences after the critical nouns. We 

presented two counterbalanced lists of 80 sentences to 31 participants each, such that no 

participant saw the same sentence context with the expected and the unexpected noun. All 

participants were volunteers from the University of Edinburgh, who did not participate in the 

predictability pre-tests or the ERP experiment. They were asked to judge “the plausibility of 

the events described in the sentences”, on a scale from 1 to 7 (from very implausible to very 

plausible, respectively; other values on the range were shown without a verbal label). We 

computed a plausibility score for each word as the average of the obtained plausibility ratings 

over participants. On average, relatively expected nouns were rated as plausible (M = 5.9, SD 

= 0.48) whereas relatively unexpected nouns were rated as neither plausible nor implausible 

(M = 3.8, SD = 1.31). 

Mixed-effects multiple regression 

After pre-processing, artefact-free segments were resampled to 250 Hz (i.e., one 

sample every 4 ms). Then, for each sample between -100 to 1000 ms relative to noun onset, 

and for each channel, we performed the following mixed-effects model analysis (Baayen, 

Davidson & Bates, 2008) using the ‘lme4’ package (Bates, Maechler, Bolker & Walker, 

2014) as implemented in R (R CoreTeam, 2014): 

eegdata ~ predictability + plausibility + similarity + laboratory +  (predictability + 

plausibility + similarity || subject) + (predictability + plausibility + similarity || item) 

 Both predictability and plausibility were z-scored, and we removed random 

correlations to facilitate model convergence. We also included an additional fixed effect 

(‘similarity’) in order to control for semantic similarity between the critical word and the 

sentence context, which can influence N400 amplitude (Brothers, Swaab & Traxler, 2015; 
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Nieuwland et al., 2010; Van Petten, 2014). We measured z-transformed semantic similarity 

values obtained from pairwise Latent Semantic Analysis (LSA; Landauer & Dumais, 1997). 

LSA is a statistical technique for extracting and representing the similarity of meaning of 

words and text by analysis of large bodies of text. Our analysis used the General Reading – 

Up to First Year of College topic space (lsa.colorado.edu). In addition, the factor ‘laboratory’ 

was included as a deviation-coded, categorical fixed effect variable. Although this factor was 

not of theoretical interest, it was included because a previous pre-registered analysis 

(Nieuwland et al., 2017) showed that although the laboratories did not show significantly 

different N400 effects of noun-predictability, they did significantly differ in overall N400 

amplitude (i.e., a main effect of ‘laboratory’). Analysis without the factor ‘laboratory’ did not 

change the observed patterns of results and can be reproduced from our online data set. 

Our measures of predictability and plausibility are more strongly correlated (r=0.72) 

than predictability and semantic similarity (r=0.19), and plausibility and semantic similarity 

(r=0.16). However, these correlation coefficients are not a principled obstacle to our 

approach. Variance Inflation Factors (VIF) for our continuous predictors were all below 2.1, 

which is well below the values deemed problematic due to high multicollinearity (e.g., Zuur, 

Ieno, Elphick, 2010).  

For each analysis, we extracted a coefficient estimate with 95% confidence interval 

(CI), a t-value and p-value associated with each fixed effect except for ‘laboratory’. We 

computed confidence intervals with the ‘Wald’ method, and p-values with the normal 

approximation. 

Correction for multiple comparisons 

We corrected for multiple comparisons using the Benjamini and Hochberg (1995) 

method to control the false discovery rate, the expected proportion of false discoveries 

amongst the rejected hypotheses. For predictability, plausibility and semantic similarity 
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separately, we applied this correction (implemented in R’s p.adjust) to p-values associated 

with samples from all electrodes in three time windows of interest (1-200, 200-500, 500-1000 

ms). Our main window of interest regarding N400 activity was the 200-500 ms time window, 

the pre-registered window of analysis in Nieuwland et al. (2017), which followed DeLong et 

al. (2005). We applied the correction separately to each window of interest because the false 

discovery rate procedure, when applied to the entire window, can be too lenient outside the 

200-500 ms time window containing large N400 effects (see also DeLong, Quante & Kutas, 

2014; Groppe, Urbach & Kutas, 2011). 

Additional exploratory interaction analyses 

We also explored potential interactions between our fixed effects, although we did not 

have an a priori theoretical basis to expect the effect size of plausibility or semantic similarity 

to change with predictability (or vice versa), nor to expect the effect size of plausibility to 

depend on semantic similarity (or vice versa). We repeated our analysis with the inclusion of 

all two-way interaction terms between the fixed effects predictability, plausibility and 

semantic similarity. To facilitate convergence and reduce computing time we did not include 

random slopes for the interaction terms. We applied the same correction for multiple 

comparisons to the resulting p-values as described previously. 

 

Results 

More predictable nouns elicited more positive amplitude (likely indicating a smaller 

N400 component) than unpredictable nouns within the N400 time window (200-500 ms) 

across all channels (see Figure 1). This effect was statistically significant as early as 200 ms 

after word onset at multiple channels, and peaked around 330 ms. Following the N400 

component, the pattern of activation reversed, such that more predictable nouns elicited a 

more negative deflection than less predictable items. This post-N400 waveform was 
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statistically significant at frontal and central channels already within the 200-500 ms time 

window (see also DeLong et al., 2014), and appeared stronger and more extended at left- 

compared to right-hemisphere channels. 

More plausible nouns elicited more positive (smaller) amplitude than implausible 

nouns within the N400 time window (200-500 ms) (see Figure 2). In contrast to the pattern 

observed for predictability, the effect of plausibility showed a less peaked, more extended 

time course that continued until about 650 ms after word onset. The effect of plausibility 

became statistically significant at about 350 ms after word onset, thus after the peak effect of 

predictability, and was most pronounced over right-posterior electrode sites. 

We did not observe statistically significant effects of semantic similarity in the N400 

time window, but semantically more similar words elicited more negative voltage than 

dissimilar words between 600-1000 ms at all channels (Figure 3). 

To facilitate comparison of the effects of predictability, plausibility and semantic 

similarity, Figure 4 plots the scalp distribution of their respective effects in 50 ms time bins. 

In our additional exploratory analysis of potential interactions, none of the interaction 

terms elicited significant effects after multiple comparison correction, although trends were 

visible in the N400 window: the effect of plausibility and of similarity became smaller with 

increasing predictability, whereas the effect of plausibility became greater with increasing 

similarity. The main effects of predictability and of and semantic similarity remained largely 

similar to the effects observed in absence of interaction terms. The main effect of plausibility 

was reduced to only a few statistically significant samples, although the direction of the 

plausibility effect remained clearly visible. Code and figures associated with this interaction 

analysis are available online along with the rest of our materials. 
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Figure 1. Effect of noun predictability (cloze probability) when controlling for noun 
plausibility. Because we z-transformed our measure of predictability, the voltage estimates 
(blue lines) and corresponding 95% confidence intervals (grey area) represent the change in 
voltage, for each time sample and EEG channel, associated with a 1 standard deviation 
increase in predictability. Dots underneath the voltage estimates indicate statistically 
significant samples after multiple comparisons correction based on the false discovery rate. 
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Figure 2. Effect of noun plausibility when controlling for noun predictability (cloze 
probability). Because we z-transformed our measure of plausibility, the voltage estimates (red 
lines) and corresponding 95% confidence intervals (grey area) represent the change in 
voltage, for each time sample and EEG channel, associated with a 1 standard deviation 
increase in plausibility. Dots underneath the voltage estimates indicate statistically significant 
samples after multiple comparisons correction based on the false discovery rate. 
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Figure 3. Effect of semantic similarity between the critical noun and the sentence context. 
Because we z-transformed our measure of semantic similarity, the voltage estimates (blue 
lines) and corresponding 95% confidence intervals (grey area) represent the change in 
voltage, for each time sample and EEG channel, associated with a 1 standard deviation 
increase in semantic similarity. Dots underneath the voltage estimates indicate statistically 
significant samples after multiple comparisons correction based on the false discovery rate. 
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Figure 4. Scalp distribution associated with the effects of predictability, plausibility and 
semantic similarity between the critical noun and the sentence context. The colour scale 
indexes the average t-value within a 50 ms time window relative to word onset. 
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Discussion 

We observed the combined effects of word predictability and sentence plausibility in 

activity of the N400, the brain’s well-known index of semantic processing (Kutas & 

Federmeier, 2011). Our results suggest that, compared to unpredictable words, predictable 

words are relatively easy to process for two reasons: (1) their meaning is at least partly 

predicted (i.e., activated prior to presentation), and (2) they are easier to integrate with 

sentence context because they describe an event that is more plausible with regard to real-

world knowledge. 

Our results advance a resolution to the long-running access-integration debate in the 

psycholinguistic literature (for reviews, see Kutas & Federmeier, 2000; Lau et al., 2008). On 

one side of this debate, the ‘access view’ holds that the N400-component reflects the 

processes by which word meaning is accessed, which depends on whether its meaning is pre-

activated, but not on whether this meaning renders the described event plausible with regard 

to real-world knowledge (Brouwer et al., 2012; Kutas & Federmeier, 2000). On the other 

side, the ‘integration view’ holds that the N400-component reflects processes that integrate 

word meaning with previous sentential context and world knowledge (Hagoort et al., 2004), 

which is easier for predictable words because they are more plausible. 

The results from our large-scale study show there is merit in both views. We 

simultaneously modelled the effects of predictability and plausibility (along with a low-level 

semantic control variable), and we examined the time course of their effects. Predictability 

strongly predicted widespread N400 activity starting as early as 200 ms after word onset, and 

showed an effect reversal (high predictability eliciting more negative voltage) that started 

before the end of the N400 window and lasted several hundreds of milliseconds. In contrast, 

plausibility was associated with a smaller, right-lateralized effect that started only after the 

effect of predictability reached its peak (around 350 ms after word onset) and that continued 
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until well beyond the classical N400 window. Crucially, effects of predictability and 

plausibility both occurred in the N400 time window, but the former dominated the N400’s 

rise (i.e., upward flank), while the latter set in at its fall (i.e., downward flank). In addition, 

our results offered some initial evidence that the N400 effect of plausibility partly, but not 

entirely, reflects the stronger effect of plausibility in relatively unexpected words. 

Our results challenge accounts in which the predictability-dependent N400 (Kutas & 

Hillyard, 1984) reflects the effects of only prediction (DeLong et al., 2005) or only 

integration (Hagoort et al., 2004). Instead, they support a ‘hybrid’, multiple-process view 

(Baggio, 2012; Baggio & Hagoort, 2011; see also Lau et al., 2016; Newman et al., 2012), 

wherein N400 activity reflects a cascade of non-compositional and compositional processes 

that access and integrate word meaning within a sentence context. In a recent neurobiological 

account, Baggio and Hagoort (2011) propose that the onset and rising flank of the N400 

reflect build-up of current in the temporal cortex when people access word meaning from 

long-term memory, followed by forward currents to the inferior prefrontal gyrus, where a 

context representation is generated and maintained. The peak and downward flank of the 

N400 reflect the moment when re-injection of currents back to the temporal cortex dominates 

activity as people integrate word meaning with a context representation held active in 

prefrontal cortex. Our results are broadly compatible with this proposal in terms of the 

observed time course of prediction and integration effects, although our results are 

inconclusive with regard to the assumed neural generators. 

Our results obtained in the post-N400 time window (500-1000 ms) inform another current 

debate, namely on the processing consequences of words that disconfirm a strong prediction. 

Van Petten and Luka (2012) argue for a processing distinction between plausible unexpected 

words (prediction mismatch) and implausible unexpected words (plausibility violations). The 

former elicit a left-frontal positive ERP effect, whereas the latter elicit a parietal positive ERP 
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effect (see also Delong, Quante & Kutas, 2014). While our study also showed a left-frontal 

positive ERP effect of prediction mismatch, the effect was more short-lived than is typically 

reported (Van Petten & Luka, 2012), and we also observed a late positive ERP effect of 

semantic similarity, not of plausibility. Therefore, the post-N400 positive ERP effect of 

prediction mismatch, like the N400, does not reflect effects of prediction only. 

Our results thus demonstrate a more general point, namely that perhaps any ERP 

component, and especially those extending over hundreds of milliseconds like the N400 or 

the post-N400 positivity, is likely to reflect the combined activity of multiple subcomponents 

that are associated with related yet distinct cognitive processes (e.g., Dien, Michelson & 

Franklin, 2010; Newman et al., 2012; Otten & Van Berkum, 2009; Pylkkänen & Marantz, 

2003). This highlights the need for a detailed and computationally specific account of the 

transition between access and integration (see also, Baggio & Hagoort, 2011; Hauk, 2016). 

Further research should establish the replicability and generalizability of our results. All 

our sentences elicited a strong expectation for a given noun (DeLong et al., 2005) and 

contained indefinite articles that were consistent or inconsistent with that noun (although 

people may not use inconsistent articles to revise their prediction, see Nieuwland et al., 

2017). In sentences that generate weak or no predictions, integration processes may 

contribute more strongly to N400 activity (for discussion, see Lau et al., 2016). Furthermore, 

differences between the onset of prediction and integration effects may be exacerbated during 

spoken language comprehension, as listeners only need an initial phoneme to disconfirm a 

prediction (e.g., Van Petten et al., 1999), well before word meaning is available for 

contextual integration.  

In sum, the results of our large-scale study challenge the view that semantic facilitation of 

predictable words reflects the effects of either prediction or integration, and suggest that 
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facilitation arises from a cascade of processes that access and integrate word meaning with 

context into a sentence-level meaning. 
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