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Abstract

Molecular evolution based on mutagenesis is widely used in protein engineering. However, optimal proteins are often difficult to obtain due to a large sequence space that requires high costs for screening experiments. Here, we propose a novel approach that combines molecular evolution with machine learning. In this approach, we conduct two rounds of mutagenesis where an initial library of protein variants is used to train a machine-learning model to guide mutagenesis for the second-round library. This enables to prepare a small library suited for screening experiments with high enrichment of functional proteins. We demonstrated a proof-of-concept of our approach by altering the reference green fluorescent protein (GFP) so that its fluorescence is changed to yellow while improving its fluorescence intensity. Using 155 and 78 variants for the initial and the second-round libraries, respectively, we successfully obtained a number of proteins showing yellow fluorescence, 12 of which had better fluorescence performance than the reference yellow fluorescent protein (YFP). These results show the potential of our approach as a powerful platform for accelerated discovery of functional proteins.
Introduction

Molecular evolution based on mutagenesis is widely used in protein engineering, where critical amino acid residues of a target protein are identified based on available structural information and mutated for function alteration and maturation. Given a number of critical positions $k$, there are $20^k$ possible sequences. In iterative saturation mutagenesis (ISM), one of the principal molecular evolution methods, mutagenesis proceeds in a step-wise manner (1-3): a residue is mutated in all possible ways and the optimal residue is selected through experimental evaluation. The residue is fixed and the next residue is determined in the same manner. Since the effects of mutations on function are often synergistic or antagonistic, ISM does not always lead to the optimal sequence. On the other hand, the library approach mutates all critical residues simultaneously via evolution operations and allows us to discover optimal sequences under synergistic or antagonistic coupling (4, 5). Recent advances in genetic engineering allowed us to prepare an extremely large library, beyond the limit of organic synthesis (6-8). Such a large library, however, leads to high costs in screening experiments. The success of protein engineering crucially depends on preparing a small library with high enrichment of functional proteins.

In this study, we propose a novel approach that combines molecular evolution with machine learning to accelerate the discovery of functional proteins. In this approach, a Gaussian process is trained with an initial small library to propose the second-round mutagenesis library. The proteins in the second-round library are chosen according to the probability-of-improvement acquisition function commonly used in Bayesian optimization. We show the potential of this approach for efficiently altering protein function, by driving fluorescence color change in the green fluorescence protein (GFP) (9). A small library of GFP variants was generated by means of point saturation and site-directed random mutagenesis. Sequence and functional data acquired from the variants in the library were used for training a machine-learning model to create the second-round library. Mix primer techniques in overlap extension polymerase chain reaction (PCR) generated
the second-round library which consisted of ~80 variants proposed by machine learning. The library turned out to contain yellow fluorescent proteins (YFPs) in high number. These results show the potential of our approach as a powerful platform for accelerated discovery of functional proteins.

Results

Overview of the platform

The overview of our platform is shown in Fig. 1. The workflow starts from a target protein whose function is to be improved or altered. First, an initial library of protein variants is generated by means of conventional mutagenesis approaches, such as point saturation mutagenesis and random mutagenesis. Some of the generated variants (typically between tens and hundreds) are prepared in small-scale bacterial cultivation with a deep-well plate. Data about gene sequences, concentration, and performance (e.g., fluorescence) of the variants are quickly obtained from the bacterial lysates, using a DNA sequencer and a plate reader in combination with the suitable assay. This data is used to train a Bayesian machine-learning model such as Gaussian processes. The trained model is used to rank all possible variants according to the probability of having desirable functions. The second-round library of top-ranked variants is prepared from the gene fragment of the original protein by using a mixture of primers with designed mutagenesis codons. The data from the second-round library is then in turn acquired. Thanks to the enhancement provided by the machine-learning approach, the best proteins in the second-round library are typically much better than those in the initial library.

Preparation of the initial data of GFP variants for machine learning
In this study, we present an application of our platform where the cycle3 GFP (9) is altered so that its fluorescence is changed from green to yellow, and its fluorescence intensity is improved. We surveyed existing GFPs and YFPs (10-14), and a new YFP, referred to as “reference YFP”, was prepared by introducing four mutations (S65G, S72A, H77Y, and T203F) in the cycle3 GFP (Table S1). An initial library of GFP variants was obtained by applying two different methods: point saturation mutagenesis and site-directed random mutagenesis, to these residues.

Fig. 2A shows yellow fluorescence ratio and maximum fluorescence intensity of the variants obtained from point saturation mutagenesis. Here, saturation mutagenesis by means of 22-c trick method (15) was independently applied to each residue, to make saturated groups of GFP variants where only one of the four residues is mutated (i.e., $19 \times 4 = 76$ variants). The gene fragments of GFP variants with saturated mutagenesis at one residue were amplified by PCR with a pair of designed 22-c trick primer (Table S2), and the mixed gene fragments were ligated in expression vectors in one pot (16). Escherichia (E.) coli bacteria were transformed with the mixture of the ligated vectors and they were spread on agar culture plates to form colonies, each of which should contain a vector bearing a gene fragment. The picked colonies were separately grown in a well of 96-deep-well plates. From each cell lysate, GFP variants were identified and their fluorescence spectra were measured. Upon measuring, 40 out of 76 variants were fluorescence-active in terms of maximum fluorescence intensity over 200. Among them, S72- or H77-mutated variants did not show large positive change in fluorescence intensity nor yellow fluorescence ratio compared to the reference GFP. On the other hand, the mutations at S65 and at T203 critically influenced fluorescence intensity and yellow fluorescence ratio, respectively (Fig. 2A). From these S65- or T203-mutated variants, 11 variants were fluorescence-active, and selected as training data for machine learning.

In site-directed random mutagenesis, the four residues were simultaneously randomized and 142 GFP variants were obtained. The gene fragments of the variants were produced by PCR with
a mixture of the 22-c trick primers (Table S2). The pairs of the 22-c trick primers for S65, H77, and T203 were simultaneously used in PCR, and the amplified fragments were amplified again with the pair of the 22-c trick primers for S72. After the ligation of the amplified gene fragments into the opened expression vectors, *E. coli* transformed with the vectors were grown on agar culture plates and then in a 96-deep-well plate. 186 colonies were picked up, and their GFP variants were sequenced together with a measurement of the fluorescence activity. Consequently, 142 GFP variants were identified, among which 10 were fluorescence-active.

In total, we generated 218 variants (76 by point saturation mutagenesis plus 142 by site-directed random mutagenesis) as well as the reference GFP and YFP. However, no variant had better fluorescence properties compared to the reference YFP (Fig. 2B). This result highlights the difficulty of obtaining high-performance variants from purely random exploration.

**Machine learning with the initial library**

To create the second-round library, we constructed a machine-learning model that predicts the fluorescence performance of GFP variants from their amino acid sequences. The performance score is defined so that it takes a large value only if both the fluorescence intensity and the yellow fluorescence ratio are high (Materials and Methods).

A Gaussian process model was trained using 155 proteins from the initial library (Table 1). They included 142 variants prepared by site-directed random mutagenesis (10 fluorescent and 132 non-fluorescent variants) together with the reference GFP and YFP. In addition, 11 fluorescent S65- or T203-mutated variants prepared by point saturation mutagenesis were also included in training data to increase the number of fluorescent variants.

We considered a variety of amino acid descriptors based on physicochemical properties or structural topology (Materials and Methods) and found that the T-scale descriptor (17) achieves the best accuracy for our problem by benchmark experiments. Using the trained model, we ranked
all unknown variants in the sequence space using the probability-of-improvement score (Data file S1). Interestingly, we found that the second-ranked variant had the same amino acids at the four mutated residues (S65G, S72A, and T203Y with H77 unchanged) as Venus (18): an enhanced YFP previously discovered by a conventional mutagenesis approach. The remaining high-ranked variants were previously unknown to the best of our knowledge.

**Construction of a machine-learning-guided mutagenesis library**

To prepare the second-round library of GFP variants, we selected the top 78 variants proposed by machine learning (Table 2). The reason of this choice was two-fold: first, the library size of 78 is small and suited for screening experiments; second, the library of these 78 variants can be prepared so that it contains non-candidate variants (i.e., those not proposed by machine learning) at a minimal fraction, by using the following method. The 78 candidate variants were grouped into five classes based on the mutagenesis codons for S65, S72, and H77 (Table 3), which should be contained in mutagenesis primers (Table S3). The pair of the mutagenesis primers in each class was used to amplify the gene fragments from four expression vectors where the GFP variants had T203 mutated to F, H, W, and Y. The prepared library contained only three non-candidate variants besides the 78 candidate variants (Table 3).

**Screening the GFP variants in the second-round library**

In the same way as the initial library, the amplified fragments with the mutagenesis primers listed in Table S3 were ligated into the opened expression vectors, and the *E. coli* transformed with the vectors was grown to form colonies. Eventually, 63 out of the 78 candidate variants were identified from 352 colonies (Table S4), and their yellow fluorescence ratio and maximum fluorescence intensity were measured (Fig. 2C). Surprisingly, the fraction of variants showing yellow fluorescence was much higher than the first library (Table 1), and 12 variants had a yellow
fluorescence ratio higher than the reference YFP (light blue circles in Fig. 2C). Moreover, most of the top five candidate variants, except for the 4th-place variant, belonged to the group of these high-performance variants. This result illustrates the effectiveness of machine learning to guide mutagenesis for improved fluorescence performance.

The top five candidate variants and the two variants (the 25th- and the 28th-place variants in Fig. 2C) with the comparable yellow fluorescence ratio were purified by affinity and size exclusion chromatography to quantify their fluorescence intensity and their wavelength at the maximum fluorescence intensity (Fig. 2D). Except for the 4th-place variant, the fluorescence of all variants was red-shifted compared to the reference YFP, achieving the wavelengths similar to Venus. Machine learning demonstrably guided the evolution of GFPs towards high-performance YFPs. The 4th-place variant had a blue-shifted fluorescence compared to the other variants; its wavelength at the maximum fluorescence intensity was similar to that of the reference YFP whereas its fluorescence intensity was the highest among the other variants.

We note that the yellow fluorescence ratio measured from the purified variants (Fig. 2D) were consistent with those measured in the screening assay (Fig. 2C), while some difference was observed regarding the fluorescence intensity. It is well known that fluorescent proteins are sensitive to solution conditions such as pH and ions (19, 20). The fluorescence in the screening assay was measured in the lysate solution containing some detergents whose components are not disclosed. The observed variance of the fluorescence intensity thus might be attributed to the difference of pH and components.

**Discussion**

**Roles of mutations in yellow fluorescence**
Our machine-learning-guided mutagenesis platform found a number of protein variants whose fluorescence performance is better than or comparable to the reference YFP. Analysis of these variants enables us to gain insights into the principles underlying yellow fluorescence. Among the 12 variants with better fluorescence performance than the reference YFP, we noticed several characteristic aspects of advantageous mutations at each residue (Fig. 3).

For example, S65 was mutated to G in all of the 12 variants, suggesting a strong advantage of the mutation at this residue (Fig. 3AB). This is consistent with previous studies (21, 22) that have reported that the mutation to small aliphatic amino acids such as A, C, L, T, and G induces a red-shifted excitation spectrum and improves molar extinction, possibly due to the ionization of E222 by changing the hydrogen-bonding network around the chromophore, and the complete ionization of Y66. Interestingly, among these small aliphatic amino acids, the mutation to G has resulted in the most red-shifted variant, which was consistent with our results (Fig. 3A). In a similar situation, at T203, the mutation to Y was observed in all of the 12 variants (Fig. 3AE). It has been known that aromatic mutations at T203 produce the \( \pi-\pi \) interaction between the aromatic ring of the residue 203 and the chromophore phenol ring, which reduces the excited state energy, thereby increasing the excitation and emission wavelengths (13, 23). Experimentally, all aromatic amino acids tested have caused a shift in excitation and emission spectra in the order of Y > F > H > W. Our prediction of the mutation at T203 is thus in an agreement with the fact that T203Y creates the biggest red shift.

In contrast to S65G and T203Y, S72 showed a more relaxed type of mutations, accepting the mutation to either of A, G, or C (Fig. 3AC). The mutation of S72A is known to enhance the folding efficiency, leading to high brightness at relatively high temperature (24, 25). Similarly, the brightness of the S72G variant has been reported to be higher than that of the wild-type GFP (26). However, there is no report about S72C as far as we know. These amino acids (A, G, and C) have a common property that the sizes (i.e., van der Waals volume) of the side chain are small.
compared to other amino acids, whereas their hydrophobicity is diverse (A and G are hydrophobic, while C is hydrophilic). Thus, for the evolution of S72, the size of the side chain is more important than other features and may affect the stability of GFP. In some of the 12 variants, H77 remained unmodified, while others accepted the mutation to Y, F, or W (Fig. 3AD). A common property of H, Y, F, and W is that they are aromatic amino acids. However, W appeared only in two of the 12 variants, probably due to its large volume relative to H, Y, and F. Therefore, at this site, aromatic amino acids with a moderate volume may have a beneficial effect for yellow fluorescence.

In summary, these analyses show the potential of our platform not only for accelerated discovery of functional proteins, but also as a means of suggesting the roles of mutations underlying molecular evolution.

**Combination of molecular evolution techniques and machine learning**

From the initial library generated by point saturation and site-directed random mutagenesis, we could not find any protein variants showing higher fluorescence performance than the reference YFP (Fig. 2B); especially, in site-directed mutagenesis, 132 out of 155 variants showed no detectable fluorescent activities (Table 1). These results highlight the limitation of conventional mutagenesis approaches in finding novel proteins with desirable functional properties. In contrast, our machine-learning method succeeded in selecting high-performance fluorescent proteins from all possible variants. Indeed, the second-round library generated by machine-learning-directed mutagenesis was substantially enriched with high-quality variants (Table 1). Moreover, 12 out of 63 synthesized variants achieved better fluorescence performance than the reference YFP (Fig. 2C). These included a variant strongly similar to Venus (18) as well as previously-unknown yellow fluorescent proteins, demonstrating the potential of our machine-learning-guided mutagenesis platform.
While our platform was applied to GFP in this study, it can be used to explore mutagenesis design for various functional alternation of proteins, such as catalytic and thermotolerant functions. For this purpose, fluorescence assays applied in this study can be changed to other measurements depending on the function of proteins to be altered. In addition, machine-learning methods may use different amino acid descriptors and/or other types of feature values, e.g., those calculated by molecular dynamics simulation. These points need to be studied as a future direction.

**Materials and Methods**

**Preparation of gene fragments of GFP variants**

For point saturation mutagenesis at each residue of S65, S72, H77, and T203, the 22-c trick method was employed (15). The gene fragments coding the GFP variants where one of the residues was mutated were generated from the plasmid containing the cycle3 GFP (9) by means of overlap extension PCR (27), using the external and 22-c trick primers shown in Table S2.

For site-directed random mutagenesis, the three residues of S65, H77, and T203 were simultaneously mutated by means of overlap extension PCR with the external primers and the 22-c trick primers for S65, H77, and T203. The amplified fragments were purified by means of gel extraction, and they were amplified again by means of overlap extension PCR with the 22-c trick primers for T203.

To generate the mutagenesis library guided by machine learning, the gene fragments of GFP variants were amplified from the T203F, T203H, T203W, and T203Y GFP variants, in the overlap extension PCR with the pairs of mutagenesis primers in each class shown in Table S3.
Preparation of GFP variants

The amplified gene fragments of GFP variants were digested with NotI and NdeI, then were ligated into the linear (NotI- and NdeI-digested) pET22b vectors. E. coli bacteria were transformed with the resultant vectors and spread on an agar media plate containing 100 μg/mL ampicillin to form colonies (16). The colonies grown on the agar media plates were randomly picked up and incubated overnight in 1 mL of LB broth containing 100 μg/mL ampicillin with a deep-well plate (Axygen, CA, USA). 1 μL of each cell culture was used for analyzing gene sequences and another 100 μL was inoculated into 900 μL of the 2×YT broth supplemented with 100 μg/mL ampicillin in a deep-well plate. After incubating for 3 h at 37 °C, isopropyl-1-thio-L-D-galactopyranoside was added to each well to a final concentration of 1 mM to induce the GFP variant expression, and cells were incubated for a further 6 h. The harvested cells were collected and then 200 μL of BugBuster solution (MerK, NJ, USA) was added. The suspensions were incubated for 30 min at 4 °C, and the lysates were centrifuged to remove insoluble matters to measure fluorescence spectra of GFP variants in the supernatants.

Gene sequence analysis and fluorescence measurement for GFP variants

1 μL of cell culture was mixed with 19 μL of PCR solution containing Ex taq DNA polymerase, and the gene sequences of the amplified fragments by PCR with T7 pro/term primers were analyzed with a 3130 xL Genetic Analyzer (Applied Biosystems Inc., CA, USA). Fluorescence spectra from the lysates from transformed E. coli were measured with a Synergy H4 hybrid multi-mode microplate reader (BioTek Japan, Tokyo, Japan) at the excitation wavelength of 475 nm. The fluorescence activity of GFP variants were estimated from normalized fluorescence intensity where the intensity is divided by GFP concentration estimated by tag-sandwich ELISA, and yellow fluorescence ratio where total of average fluorescence intensities from 503 nm to 509 nm and from 523 nm to 527 nm is divided by the first intensity (503-509 nm).
Sandwich ELISA

50 µL of 2 µg/mL anti-GFP antibodies in phosphate buffered saline (PBS) were incubated in the wells of a 96-well polystyrene ELISA microplate (655061; Greiner, Austria) for 1 h, and then 150 µL of 5 w/v% bovine serum albumin in PBS was added to the wells. After washing each well with 0.005% Tween 20 in PBS, 27-fold diluted lysates were incubated for 30 min. The wells were washed again with 0.005% Tween 20 in PBS, and then incubated for 40 min at 25 °C with a 2500-fold dilution of a commercial solution of horseradish peroxidase (HRP)-conjugated anti-His-tag antibody (final concentration, 1.3 nM; sc-8036; Santa Cruz Biotechnology, TX, USA).

After washing with 0.005% Tween 20 in PBS, 50 µL of 3,3',5,5'-tetramethylbenzidine solution (1-step Ultra TMB-ELISA, Thermo scientific, MA, USA) was added and incubated for 2-10 min at 37 °C, and then absorbance at 450 nm was measured after the addition of 50 µL of 2 M H2SO4.

Machine learning model

We used a machine learning method based on COMBO (28), a fast implementation of Bayesian optimization (29) that we have previously developed for material science. Briefly, COMBO uses a Gaussian process based on a liner regression model with random feature map:

\[ y = w^T \varphi(x) + \varepsilon \]

where \( y \) is the fluorescence performance score of the protein (defined in the next section), \( x \) is a feature vector of the protein, \( \varphi(x) \) is a random feature map from \( x \) to a \( d \)-dimensional numerical vector (\( d = 5000 \) in this study), and \( \varepsilon \) is an error term. Given a set of training data \( \{(y, x)\} \), COMBO fits a \( d \)-dimensional weight vector \( w \) so that the fluorescence performance score \( y \) can be predicted from the feature vector \( x \). For each unknown protein not included in the training data, COMBO can evaluate the probability-of-improvement score (29) that represents the probability that the fluorescence performance of the protein is higher than any measured proteins...
in the training data. These values were used to rank unknown proteins in the space of all possible amino acid sequences (Data file S1).

**Fluorescence performance score**

The fluorescence performance of each measured protein was evaluated based on its fluorescence intensity and yellow fluorescence ratio. Since COMBO does not support the simultaneous optimization of multiple properties, we combined these two measures into a single fluorescence performance score:

\[ y = \sigma(\text{intensity}_n - 1) \cdot \sigma(\text{change}_n - 1), \]

where \( \sigma(\cdot) \) is a sigmoidal function, \( \text{intensity}_n \) is the fluorescence intensity of the protein divided by that of the reference GFP, \( \text{change}_n \) is the yellow fluorescence ratio of the protein divided by that of the reference GFP. This score takes a high value only if both the yellow fluorescence ratio and the fluorescence intensity are high, enabling COMBO to optimize both of the two properties.

**Feature vector**

As a feature vector \( \mathbf{x} \) for the protein, we used a pre-computed feature vectors for amino acids. Specifically, we defined a feature vector of a GFP variant by concatenating the feature vectors of amino acids at the four mutated sites. For a feature vector of each amino acid, we tested a variety of amino acid descriptors including Z-scale (30), T-scale (17), ST-scale (31), FASGAI (32), MS-WHIM (33), ProtFP (34), VHSE (35), and BLOSUM-based features proposed in (36). We compared the effectiveness of these descriptors by a benchmark experiment where COMBO was set to find the reference YFP from the initial library using a Bayesian optimization procedure (Fig. S1). In this experiment, Z-scale, T-scale, and ST-scale achieved better results than other descriptors in terms of the number of training rounds for finding the reference YFP. These three descriptors were further compared in another benchmark experiment where COMBO was trained...
on the initial library with the reference YFP excluded, and all possible variants in the sequence space of $20^4$ were ranked by probability-of-improvement scores. In this experiment, T-scale achieved the best result in terms of the rank of the reference YFP among all possible variants, while the combination of T-scale with other descriptors did not improve the result (Table S5). Therefore, we used T-scale as a descriptor for our final model. The final model was trained using all measured data from the initial library including the reference YFP. This model was used to search for variants with high fluorescence performance from all possible variants in the sequence space of $20^4$.
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Figures and Tables

**Fig. 1.** Overview of the machine-learning-guided mutagenesis platform for evolving GFP to YFP.
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**Fig. 2 Fluorescence properties of GFP variants.** (A) Saturation mutagenesis was conducted at S65 (red circles), S72 (orange circles), H77 (green circles), and T203 (blue circles). The black circle represents the reference GFP. (B) Saturation mutagenesis (open blue circles) and random mutagenesis (closed blue circles). Black and red closed circles represent the reference GFP and YFP, respectively. (C) GFP variants proposed by machine learning (blue and light blue circles). Light blue circles represent 12 variants with yellow fluorescence ratio higher than the reference YFP. The number represents the ranking by machine learning. Black and red circles represent the reference GFP and YFP, respectively. (D) Fluorescence properties of the purified GFP variants. Blue circles represent variants proposed by machine learning with the numbers showing their ranks. Black, red, and orange circles represent the reference GFP, the reference YFP, and Venus, respectively.
Fig. 3. Analysis of 12 protein variants showing higher fluorescence performance than the reference YFP. (A) Mutation profile at each residue shown by a sequence logo (37). (B-E) Overlay of the trace of the reference GFP (green) and a representative variant (cyan) with the mutations (B) S65G, (C) S72A, (D) H77 (unmodified), and (E) T203Y. The chromophore (corresponding to the residues 65-67) is also highlighted. As the reference structure, the cycle3 GFP is used (PDB ID code: 2B3P). The structure is drawn by using PyMOL (38).
Table 1. Summary of the fluorescence properties of GFP variants. GFP variants in the initial library used for machine learning, and those in the second-round library proposed by machine learning are shown.

<table>
<thead>
<tr>
<th></th>
<th>Initial library</th>
<th>Second-round library</th>
</tr>
</thead>
<tbody>
<tr>
<td>Measured</td>
<td>155*</td>
<td>63</td>
</tr>
<tr>
<td>Yellow fluorescent</td>
<td>4</td>
<td>44</td>
</tr>
<tr>
<td>Green fluorescent</td>
<td>19</td>
<td>4</td>
</tr>
<tr>
<td>Non-fluorescent</td>
<td>132</td>
<td>15</td>
</tr>
<tr>
<td>Fraction of yellow</td>
<td>0.03</td>
<td>0.70</td>
</tr>
<tr>
<td>fluorescent variants</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

*This number contains the reference GFP and YFP.
Table 2. The top 78 candidate variants ranked by machine learning. The complete ranking of all possible variants is given in Data file S1.

<table>
<thead>
<tr>
<th>Ranking</th>
<th>Amino acid residue</th>
<th>Ranking</th>
<th>Amino acid residue</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>65</td>
<td>72</td>
<td>77</td>
</tr>
<tr>
<td>1</td>
<td>G</td>
<td>A</td>
<td>Y</td>
</tr>
<tr>
<td>2</td>
<td>G</td>
<td>A</td>
<td>H</td>
</tr>
<tr>
<td>3</td>
<td>G</td>
<td>A</td>
<td>F</td>
</tr>
<tr>
<td>4</td>
<td>G</td>
<td>A</td>
<td>H</td>
</tr>
<tr>
<td>5</td>
<td>G</td>
<td>G</td>
<td>H</td>
</tr>
<tr>
<td>6</td>
<td>G</td>
<td>G</td>
<td>Y</td>
</tr>
<tr>
<td>7</td>
<td>G</td>
<td>A</td>
<td>Y</td>
</tr>
<tr>
<td>8</td>
<td>G</td>
<td>G</td>
<td>F</td>
</tr>
<tr>
<td>9</td>
<td>G</td>
<td>A</td>
<td>F</td>
</tr>
<tr>
<td>10</td>
<td>G</td>
<td>G</td>
<td>H</td>
</tr>
<tr>
<td>11</td>
<td>G</td>
<td>A</td>
<td>H</td>
</tr>
<tr>
<td>12</td>
<td>G</td>
<td>A</td>
<td>Y</td>
</tr>
<tr>
<td>13</td>
<td>G</td>
<td>G</td>
<td>Y</td>
</tr>
<tr>
<td>14</td>
<td>G</td>
<td>A</td>
<td>H</td>
</tr>
<tr>
<td>15</td>
<td>A</td>
<td>A</td>
<td>H</td>
</tr>
<tr>
<td>16</td>
<td>G</td>
<td>G</td>
<td>F</td>
</tr>
<tr>
<td>17</td>
<td>A</td>
<td>A</td>
<td>Y</td>
</tr>
<tr>
<td>18</td>
<td>G</td>
<td>G</td>
<td>Y</td>
</tr>
<tr>
<td>19</td>
<td>G</td>
<td>A</td>
<td>F</td>
</tr>
<tr>
<td>20</td>
<td>G</td>
<td>A</td>
<td>F</td>
</tr>
<tr>
<td>21</td>
<td>A</td>
<td>A</td>
<td>F</td>
</tr>
<tr>
<td>22</td>
<td>G</td>
<td>S</td>
<td>Y</td>
</tr>
<tr>
<td>23</td>
<td>G</td>
<td>G</td>
<td>H</td>
</tr>
<tr>
<td>24</td>
<td>G</td>
<td>S</td>
<td>H</td>
</tr>
<tr>
<td>25</td>
<td>G</td>
<td>C</td>
<td>H</td>
</tr>
</tbody>
</table>
Table 3. Mutagenesis codons for the second-round library of the top 78 candidate variants proposed by machine learning.

<table>
<thead>
<tr>
<th>Group</th>
<th>Amino acids residues of the 78 variants (65, 72, 77, 203)</th>
<th>Mutagenesis codons</th>
<th>Primers*</th>
<th>The number of generated variants</th>
<th>The number of non-candidate variants</th>
</tr>
</thead>
<tbody>
<tr>
<td>A</td>
<td>AAFF AGFF GAFF GGFF</td>
<td></td>
<td></td>
<td>65</td>
<td>72</td>
</tr>
<tr>
<td></td>
<td>AAFH AGFH GAHF GGFH</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>AAFW AGFW GAFW GGFW</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>AAFF AGFY GAFY GGFY</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>AAHF AGHF GAHF GGHF</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>AAHH AGHH GAHH GGHH</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>AAHW AGHW GAHW GGHW</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>AAHY AGHY GAHY GGHY</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>AAYF AGYF GGYF</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>AAYH AGYH GAYH GGYH</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>AAYW AGYW GAYW GGYW</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>AAYY AGYY GAYY GGYY</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>B</td>
<td>GCFH GSFH</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>GCFW GSFW</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>GCFY GSFY</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>GCHH GSHH</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>GCHW GSHW</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>
The sequences of the mutagenesis primers are listed in Table S3.

| C | ACFY | ASFY | GCG   | USU   | UWU   | Forward5,6 | 6 | 0 |
|   | ACHY | ASHY |       |       |       |            |   |   |
|   | ACYY | ASYY |       |       |       | Reverse5,6 |   |   |

| D | GAWF | GAWH | GGW   | GGG   | GSG   | UGG        | 8 | 2 |
|   |       |      |       |       |       |            |   |   |

| E | GSYF | GGG  | UCU   | UAU   | Forward8 | 1 | 0 |
|   |      |      |       |       |           |   |   |
|   |       |      |       |       | Reverse8  |   |   |
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**Fig. S1. Benchmark of amino acid descriptors.** For each amino acid descriptor, COMBO was trained by a Bayesian optimization procedure. The fluorescence performance score of the current best example is plotted for a given number of training data. Z-scale, T-scale, ST-scale showed better performance than the other descriptors. (B) is a magnified version of the late stage of training in (A).
Table S1. The reference GFP and YFP used in this study. The amino acid sequences are shown with the four mutations colored in red (S65G, S72A, H77Y, and T203F).

Reference GFP

<table>
<thead>
<tr>
<th>1</th>
<th>10</th>
<th>20</th>
<th>30</th>
<th>40</th>
<th>50</th>
<th>60</th>
</tr>
</thead>
<tbody>
<tr>
<td>MSKGEELFTG</td>
<td>VVPILVE LDG</td>
<td>DVNGHKFSVS</td>
<td>GEGEGDATYG</td>
<td>KLTLKFICTT</td>
<td>GKLVPWPPTL</td>
<td></td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>61</th>
<th>70</th>
<th>80</th>
<th>90</th>
<th>100</th>
<th>110</th>
<th>120</th>
</tr>
</thead>
<tbody>
<tr>
<td>VTTFSYGVQC</td>
<td>FSRYPDHMKR</td>
<td>HDFFKSAMPE</td>
<td>GYVQERTISF</td>
<td>KDDGNYKTRA</td>
<td>EVKFEGDTLV</td>
<td></td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>121</th>
<th>130</th>
<th>140</th>
<th>150</th>
<th>160</th>
<th>170</th>
<th>180</th>
</tr>
</thead>
<tbody>
<tr>
<td>NRIELKGI DF</td>
<td>KEDGNILGHK</td>
<td>LEYNYNSHNV</td>
<td>YITADKQKNG</td>
<td>IKANFKIRHN</td>
<td>IEDGSVQLAD</td>
<td></td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>181</th>
<th>190</th>
<th>200</th>
<th>210</th>
<th>220</th>
<th>230</th>
<th>238</th>
</tr>
</thead>
<tbody>
<tr>
<td>HYQNTPIGD</td>
<td>GPVLLPDNHY</td>
<td>LS</td>
<td>T</td>
<td>QSALS KD</td>
<td>PNEKRDHMVL</td>
<td>LEFVTAAGIT</td>
</tr>
</tbody>
</table>

Reference YFP

<table>
<thead>
<tr>
<th>1</th>
<th>10</th>
<th>20</th>
<th>30</th>
<th>40</th>
<th>50</th>
<th>60</th>
</tr>
</thead>
<tbody>
<tr>
<td>MSKGEELFTG</td>
<td>VVPILVE LDG</td>
<td>DVNGHKFSVS</td>
<td>GEGEGDATYG</td>
<td>KLTLKFICTT</td>
<td>GKLVPWPPTL</td>
<td></td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>61</th>
<th>70</th>
<th>80</th>
<th>90</th>
<th>100</th>
<th>110</th>
<th>120</th>
</tr>
</thead>
<tbody>
<tr>
<td>VTTFGYGVQC</td>
<td>FARYPDYMKR</td>
<td>HDFFKSAMPE</td>
<td>GYVQERTISF</td>
<td>KDDGNYKTRA</td>
<td>EVKFEGDTLV</td>
<td></td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>121</th>
<th>130</th>
<th>140</th>
<th>150</th>
<th>160</th>
<th>170</th>
<th>180</th>
</tr>
</thead>
<tbody>
<tr>
<td>NRIELKGI DF</td>
<td>KEDGNILGHK</td>
<td>LEYNYNSHNV</td>
<td>YITADKQKNG</td>
<td>IKANFKIRHN</td>
<td>IEDGSVQLAD</td>
<td></td>
</tr>
</tbody>
</table>
181 190 200 210 220 230 238

HYQQNTPIGD GPVLLPDNHY LSFSALS LD PNEKRDMVL LEFVTAGI HGMDELYK
Table S2. Sequences of 22-c trick primers for point saturation and site-directed random mutagenesis in GFP. XXX is NDT, VHG, or TGG. For PCR, the forward primers with NDT, VHG, and TGG was mixed at the ratio of 12:9:1, respectively. YYY is AHN, CDB, or CCA. For PCR, the forward primers with AHN, CDB, and CCA was mixed at the ratio of 12:9:1, respectively.

<table>
<thead>
<tr>
<th>Primer</th>
<th>Sequence</th>
</tr>
</thead>
<tbody>
<tr>
<td>External forward</td>
<td>GTGACGGTCTTCCCCCTCTAG</td>
</tr>
<tr>
<td>External reverse</td>
<td>GAGTGCCGCCCCTTTGTAGAGCTCATCATGCCCATGTAAT</td>
</tr>
<tr>
<td>S65-forward</td>
<td>CTTGTCACATTTTXXXTATGGGTACATGCAATGC</td>
</tr>
<tr>
<td>S65-reverse</td>
<td>GCATTGAACACCATAYYYGAAAGCTAGTGAAAG</td>
</tr>
<tr>
<td>S72-forward</td>
<td>GTGTTCAATGCTTXXXCGTTACCGG</td>
</tr>
<tr>
<td>S72-reverse</td>
<td>CCGGATAACGYYAAAGCATTGAACACC</td>
</tr>
<tr>
<td>H77- forward</td>
<td>CCGTTATCCGGATXXXATGAAAACG</td>
</tr>
<tr>
<td>H77- reverse</td>
<td>GCCGTTTCATYYYATCCGGATAACGGG</td>
</tr>
<tr>
<td>T203- forward</td>
<td>CATTACCTGTCGXXXCAATCTGCCCTT</td>
</tr>
<tr>
<td>T203-reverse</td>
<td>AAGGGCAGATTGYYCGACAGGTAATG</td>
</tr>
</tbody>
</table>
Table S3. Sequences of mutagenesis primers for preparing the top 78 candidate variants proposed by machine learning. Red, blue and orange characters are the mutagenesis sites for the residues 65, 72, and 77, respectively.

<table>
<thead>
<tr>
<th>Primer</th>
<th>Sequence</th>
</tr>
</thead>
<tbody>
<tr>
<td>External forward</td>
<td>GTGACGGTCTTCCCTCTAG</td>
</tr>
<tr>
<td>External reverse</td>
<td>GAGTGCGGCCGTTPGTAGCGTCATCCATGCCATGTGTAAAT</td>
</tr>
<tr>
<td><strong>Group A</strong></td>
<td></td>
</tr>
<tr>
<td>S65S72H77-forward 1</td>
<td>ACTACTTTCGSGTATGGGTATCACTGCGTCCG</td>
</tr>
<tr>
<td></td>
<td>GATTTWATGAAACGGCATGACTTTTTCAAGAG</td>
</tr>
<tr>
<td>S65S72H77-reverse 1</td>
<td>GCCGTTTTCATAAAATAACGCAAAACCATTGGAACAC</td>
</tr>
<tr>
<td></td>
<td>CATAACGGAAAGTAGTGCAAGTTGTTGGCC</td>
</tr>
<tr>
<td>S65S72H77-forward 2</td>
<td>ACTACTTTCGSGTATGGGTATCACTGCGTCCG</td>
</tr>
<tr>
<td></td>
<td>GATTTWATGAAACGGCATGACTTTTTCAAGAG</td>
</tr>
<tr>
<td>S65S72H77-reverse 2</td>
<td>GCCGTTTTCATAAAATAACGCAAAACCATTGGAACAC</td>
</tr>
<tr>
<td></td>
<td>CATAACGGAAAGTAGTGCAAGTTGTTGGCC</td>
</tr>
<tr>
<td><strong>Group B</strong></td>
<td></td>
</tr>
<tr>
<td>S65S72H77-forward 3</td>
<td>ACTACTTTCGGGTATGGGTATCACTGCGTCCG</td>
</tr>
<tr>
<td></td>
<td>GATTTWATGAAACGGCATGACTTTTTCAAGAG</td>
</tr>
<tr>
<td>S65S72H77-reverse 3</td>
<td>GCCGTTTTCATAAAATAACGCAAAACCATTGGAACAC</td>
</tr>
<tr>
<td></td>
<td>CATAACGGAAAGTAGTGCAAGTTGTTGGCC</td>
</tr>
<tr>
<td>S65S72H77-forward 4</td>
<td>ACTACTTTCGGGTATGGGTATCACTGCGTCCG</td>
</tr>
<tr>
<td></td>
<td>GATTTWATGAAACGGCATGACTTTTTCAAGAG</td>
</tr>
<tr>
<td>S65S72H77-reverse 4</td>
<td>GCCGTTTTCATAAAATAACGCAAAACCATTGGAACAC</td>
</tr>
<tr>
<td></td>
<td>CATAACGGAAAGTAGTGCAAGTTGTTGGCC</td>
</tr>
<tr>
<td><strong>Group C</strong></td>
<td></td>
</tr>
<tr>
<td>S65S72H77-forward 5</td>
<td>ACTACTTTCGGGTATGGGTATCACTGCGTCCG</td>
</tr>
<tr>
<td></td>
<td>GATTTWATGAAACGGCATGACTTTTTCAAGAG</td>
</tr>
<tr>
<td>S65S72H77-reverse 5</td>
<td>GCCGTTTTCATAAAATAACGCAAAACCATTGGAACAC</td>
</tr>
</tbody>
</table>
S65S72H77-forward 6  
CATA CGC GAAAG TAGTGACAAGTGTTGGCC

S65S72H77-reverse 6  
GATCATGAAACGGGATGAATTTTTCAAGAG

Group D

S65S72H77-forward 7  
ACTAC TTT CGGTATGGTGTCAATGCTTTGSTTGTTATCCG

S65S72H77-reverse 7  
GCCGTTTCATATGAGATCCGGATAACGASAAGACATTGAACAC

CATA CGC GAAAG TAGTGACAAGTGTTGGCC

Group E

S65S72H77-forward 8  
ACTAC TTT CGGTATGGTGTCAATGCTTTCTGTTATCCG

S65S72H77-reverse 8  
GCCGTTTCATATAATCCGGATAACGAGAAAGATGTGAACAC

CATA CGC GAAAG TAGTGACAAGTGTTGGCC
Table S4. Detected GFP variants from the top 78 GFP variants. The 63 detected variants are red-colored in the table.

<table>
<thead>
<tr>
<th>Ranking</th>
<th>Amino acid residue</th>
<th>Ranking</th>
<th>Amino acid residue</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>65</td>
<td>65</td>
<td></td>
</tr>
<tr>
<td></td>
<td>72</td>
<td>72</td>
<td></td>
</tr>
<tr>
<td></td>
<td>77</td>
<td>77</td>
<td></td>
</tr>
<tr>
<td></td>
<td>203</td>
<td>203</td>
<td></td>
</tr>
<tr>
<td>1</td>
<td>G</td>
<td>40</td>
<td>A</td>
</tr>
<tr>
<td></td>
<td>A</td>
<td></td>
<td>A</td>
</tr>
<tr>
<td></td>
<td>Y</td>
<td></td>
<td>Y</td>
</tr>
<tr>
<td></td>
<td>Y</td>
<td></td>
<td>W</td>
</tr>
<tr>
<td>2</td>
<td>G</td>
<td>41</td>
<td>G</td>
</tr>
<tr>
<td></td>
<td>A</td>
<td></td>
<td>S</td>
</tr>
<tr>
<td></td>
<td>H</td>
<td></td>
<td>Y</td>
</tr>
<tr>
<td></td>
<td>Y</td>
<td></td>
<td>H</td>
</tr>
<tr>
<td>3</td>
<td>G</td>
<td>42</td>
<td>A</td>
</tr>
<tr>
<td></td>
<td>A</td>
<td></td>
<td>A</td>
</tr>
<tr>
<td></td>
<td>F</td>
<td></td>
<td>Y</td>
</tr>
<tr>
<td></td>
<td>Y</td>
<td></td>
<td>H</td>
</tr>
<tr>
<td>4</td>
<td>G</td>
<td>43</td>
<td>A</td>
</tr>
<tr>
<td></td>
<td>A</td>
<td></td>
<td>A</td>
</tr>
<tr>
<td></td>
<td>F</td>
<td></td>
<td>W</td>
</tr>
<tr>
<td>5</td>
<td>G</td>
<td>44</td>
<td>A</td>
</tr>
<tr>
<td></td>
<td>G</td>
<td></td>
<td>A</td>
</tr>
<tr>
<td></td>
<td>H</td>
<td></td>
<td>F</td>
</tr>
<tr>
<td></td>
<td>H</td>
<td></td>
<td>H</td>
</tr>
<tr>
<td>6</td>
<td>G</td>
<td>45</td>
<td>G</td>
</tr>
<tr>
<td></td>
<td>G</td>
<td></td>
<td>C</td>
</tr>
<tr>
<td></td>
<td>Y</td>
<td></td>
<td>H</td>
</tr>
<tr>
<td></td>
<td>Y</td>
<td></td>
<td>W</td>
</tr>
<tr>
<td>7</td>
<td>G</td>
<td>46</td>
<td>G</td>
</tr>
<tr>
<td></td>
<td>A</td>
<td></td>
<td>C</td>
</tr>
<tr>
<td></td>
<td>Y</td>
<td></td>
<td>H</td>
</tr>
<tr>
<td></td>
<td>H</td>
<td></td>
<td>H</td>
</tr>
<tr>
<td>8</td>
<td>G</td>
<td>47</td>
<td>G</td>
</tr>
<tr>
<td></td>
<td>G</td>
<td></td>
<td>S</td>
</tr>
<tr>
<td></td>
<td>F</td>
<td></td>
<td>H</td>
</tr>
<tr>
<td>9</td>
<td>G</td>
<td>48</td>
<td>G</td>
</tr>
<tr>
<td></td>
<td>A</td>
<td></td>
<td>A</td>
</tr>
<tr>
<td></td>
<td>F</td>
<td></td>
<td>W</td>
</tr>
<tr>
<td></td>
<td>H</td>
<td></td>
<td>H</td>
</tr>
<tr>
<td>10</td>
<td>G</td>
<td>49</td>
<td>G</td>
</tr>
<tr>
<td></td>
<td>G</td>
<td></td>
<td>C</td>
</tr>
<tr>
<td></td>
<td>H</td>
<td></td>
<td>Y</td>
</tr>
<tr>
<td></td>
<td>H</td>
<td></td>
<td>H</td>
</tr>
<tr>
<td>11</td>
<td>G</td>
<td>50</td>
<td>G</td>
</tr>
<tr>
<td></td>
<td>A</td>
<td></td>
<td>C</td>
</tr>
<tr>
<td></td>
<td>H</td>
<td></td>
<td>Y</td>
</tr>
<tr>
<td>12</td>
<td>G</td>
<td>51</td>
<td>A</td>
</tr>
<tr>
<td></td>
<td>A</td>
<td></td>
<td>G</td>
</tr>
<tr>
<td></td>
<td>Y</td>
<td></td>
<td>H</td>
</tr>
<tr>
<td>13</td>
<td>G</td>
<td>52</td>
<td>G</td>
</tr>
<tr>
<td></td>
<td>G</td>
<td></td>
<td>S</td>
</tr>
<tr>
<td></td>
<td>Y</td>
<td></td>
<td>F</td>
</tr>
<tr>
<td>14</td>
<td>G</td>
<td>53</td>
<td>G</td>
</tr>
<tr>
<td></td>
<td>A</td>
<td></td>
<td>S</td>
</tr>
<tr>
<td></td>
<td>H</td>
<td></td>
<td>Y</td>
</tr>
<tr>
<td>15</td>
<td>A</td>
<td>54</td>
<td>G</td>
</tr>
<tr>
<td></td>
<td>A</td>
<td></td>
<td>C</td>
</tr>
<tr>
<td></td>
<td>H</td>
<td></td>
<td>F</td>
</tr>
<tr>
<td></td>
<td>Y</td>
<td></td>
<td>H</td>
</tr>
<tr>
<td>16</td>
<td>G</td>
<td>55</td>
<td>G</td>
</tr>
<tr>
<td></td>
<td>G</td>
<td></td>
<td>G</td>
</tr>
<tr>
<td></td>
<td>F</td>
<td></td>
<td>W</td>
</tr>
<tr>
<td></td>
<td>H</td>
<td></td>
<td>Y</td>
</tr>
<tr>
<td>17</td>
<td>A</td>
<td>56</td>
<td>A</td>
</tr>
<tr>
<td></td>
<td>A</td>
<td></td>
<td>G</td>
</tr>
<tr>
<td></td>
<td>Y</td>
<td></td>
<td>Y</td>
</tr>
<tr>
<td></td>
<td>Y</td>
<td></td>
<td>H</td>
</tr>
<tr>
<td>18</td>
<td>G</td>
<td>57</td>
<td>A</td>
</tr>
<tr>
<td></td>
<td>G</td>
<td></td>
<td>A</td>
</tr>
<tr>
<td></td>
<td>Y</td>
<td></td>
<td>F</td>
</tr>
<tr>
<td>19</td>
<td>G</td>
<td>58</td>
<td>A</td>
</tr>
<tr>
<td></td>
<td>A</td>
<td></td>
<td>G</td>
</tr>
<tr>
<td></td>
<td>F</td>
<td></td>
<td>H</td>
</tr>
<tr>
<td>20</td>
<td>G</td>
<td>59</td>
<td>A</td>
</tr>
<tr>
<td></td>
<td>A</td>
<td></td>
<td>A</td>
</tr>
<tr>
<td></td>
<td>F</td>
<td></td>
<td>H</td>
</tr>
<tr>
<td></td>
<td>F</td>
<td></td>
<td>F</td>
</tr>
<tr>
<td>21</td>
<td>A</td>
<td>60</td>
<td>G</td>
</tr>
<tr>
<td></td>
<td>A</td>
<td></td>
<td>C</td>
</tr>
<tr>
<td></td>
<td>F</td>
<td></td>
<td>F</td>
</tr>
<tr>
<td></td>
<td>Y</td>
<td></td>
<td>W</td>
</tr>
<tr>
<td>22</td>
<td>G</td>
<td>61</td>
<td>A</td>
</tr>
<tr>
<td></td>
<td>S</td>
<td></td>
<td>A</td>
</tr>
<tr>
<td></td>
<td>Y</td>
<td></td>
<td>F</td>
</tr>
<tr>
<td></td>
<td>Y</td>
<td></td>
<td>F</td>
</tr>
<tr>
<td>23</td>
<td>G</td>
<td>62</td>
<td>A</td>
</tr>
<tr>
<td></td>
<td>G</td>
<td></td>
<td>A</td>
</tr>
<tr>
<td></td>
<td>H</td>
<td></td>
<td>G</td>
</tr>
<tr>
<td></td>
<td>F</td>
<td></td>
<td>H</td>
</tr>
<tr>
<td>24</td>
<td>G</td>
<td>63</td>
<td>G</td>
</tr>
<tr>
<td></td>
<td>S</td>
<td></td>
<td>G</td>
</tr>
<tr>
<td></td>
<td>H</td>
<td></td>
<td>S</td>
</tr>
<tr>
<td></td>
<td>Y</td>
<td></td>
<td>F</td>
</tr>
<tr>
<td>25</td>
<td>G</td>
<td>64</td>
<td>A</td>
</tr>
<tr>
<td></td>
<td>C</td>
<td></td>
<td>A</td>
</tr>
<tr>
<td></td>
<td>H</td>
<td></td>
<td>C</td>
</tr>
<tr>
<td></td>
<td>Y</td>
<td></td>
<td>F</td>
</tr>
<tr>
<td>26</td>
<td>G</td>
<td>65</td>
<td>G</td>
</tr>
<tr>
<td></td>
<td>G</td>
<td></td>
<td>G</td>
</tr>
<tr>
<td></td>
<td>F</td>
<td></td>
<td>A</td>
</tr>
<tr>
<td></td>
<td>F</td>
<td></td>
<td>W</td>
</tr>
<tr>
<td>27</td>
<td>G</td>
<td>66</td>
<td>A</td>
</tr>
<tr>
<td></td>
<td>G</td>
<td></td>
<td>C</td>
</tr>
<tr>
<td></td>
<td>H</td>
<td></td>
<td>H</td>
</tr>
<tr>
<td></td>
<td>Y</td>
<td></td>
<td>Y</td>
</tr>
<tr>
<td>28</td>
<td>G</td>
<td>67</td>
<td>A</td>
</tr>
<tr>
<td></td>
<td>C</td>
<td></td>
<td>G</td>
</tr>
<tr>
<td></td>
<td>Y</td>
<td></td>
<td>Y</td>
</tr>
<tr>
<td></td>
<td>Y</td>
<td></td>
<td>F</td>
</tr>
</tbody>
</table>
Table S5. Benchmark of amino acid descriptors. ST + T + Z: feature vectors of ST-scale, T-scale, and Z-scale are concatenated into a single vector and used in machine learning. All: feature vectors of all descriptors are concatenated into a single vector and used in machine learning.

<table>
<thead>
<tr>
<th>Descriptor</th>
<th>Rank of the reference YFP</th>
</tr>
</thead>
<tbody>
<tr>
<td>ST-scale</td>
<td>11724</td>
</tr>
<tr>
<td>T-scale</td>
<td>1313</td>
</tr>
<tr>
<td>Z-scale</td>
<td>10280</td>
</tr>
<tr>
<td>ST + T + Z</td>
<td>4715</td>
</tr>
<tr>
<td>All</td>
<td>10292</td>
</tr>
</tbody>
</table>

Data file S1. Complete list of all unknown variants ranked by machine learning.