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Figure 1. Left: Training and testing procedure. First column: Target patches were extracted and centered around human-labeled stomata center positions;
distractor patches were extracted in all other regions. A binary image classification network was trained. Second column: The image classification network was
applied fully convolutional to the test image to produce a prediction heatmap. On the thresholded heatmap, peaks were detected and counted.

Right: Example heatmap output of the model on a stomata image. Probability map overlaid in red channel. Detected stomata marked with circles; peak value given
in white. One stoma in the bottom center was not detected because the probability was below threshold.

Table 1. Train (top) and Test (bottom) dataset sizes. p.: mean number of
samples for each taxonomic level (family/genus/species). r: median number of
samples for each level. Poplar images from P. balsamifera.

Train datasets

Dataset | Nimages | Nopecies | piomily | Raeme | Sapecies |
Cuticle | 784 578 2 o5 1

USNM/USBG 431 128 o3 5o 53
Poplar | 3,144 1 - - 3,144
Ginkgo | 408 1 - - 408
Total | 4,767 708 I 121 6.6

Test datasets

Dataset | Nimages | Nipecies | pimily | fsemue | Bapecies |
Cuticle | 671 573 2 53 12

USNM/USBG 694 132 126 6 66_39 5(.35
Poplar 198 1 - - 198
Ginkgo 200 1 - - 200
Total | 1,763 707 WSy o o

4 = Nrp+ Nry

Nrp+ Nrny+ Npp+ Nrp

H. DETECTION EVALUATION

To evaluate the DCNN, we first determined if it could identify
stomata when they are known to be present and fail to identify
them when they are absent. To execute this test, a set of 25
randomly selected abaxial plant cuticle micrographs contain-
ing stomata were chosen from each of the four datasets for
a total of 100 images. To create a set of test images known
to lack stomata, 100 adaxial cuticle micrographs (adaxial
surfaces typically lack stomata) were randomly sampled from
the cuticle database. Visual inspection confirmed that none of
the adaxial images contained stomata. We also included an
additional 116 micrographs of human aorta tissue (provided
by A. Chapman UVM) and 58 breast cancer tissue micro-
graphs (Gelasca et al., 2008) to assess if the DCNN is likely
to detect structures within images that share no homology
with the target trait.

Stomata counts between human and machine annotations
were compared with the log precision of the counts, given
that the manual counts contain true positives and the au-

tomatic counts contain true positives plus false positives
defined as:

ManualCount
AutomaticCount

The log precision identifies over-counting errors as neg-
ative values and under-counting as positive values. Because
this measure is undefined if either manual or automatic count
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is zero, such values were discarded from the evaluation. This
affected 30 of 1793 samples and these samples were either
out of focus, lacked stomata entirely, or too grainy for human
detection of stomata.

We use linear regression to understand the relationship
between human and automatically counted stomata. The
images were partitioned into four groups defined by the
characteristics of the data set. As the sample preparation
and imaging of the cuticle database was quite different from
the other images created with light microscopy, they were
grouped separately. Samples from the USNM/USBG and P.
balsamifera collections were prepared with the same method
and imaged similarly; thus, these images were collectively
partitioned into a group of micrographs imaged at 200x and
400x. The Ginkgo images were grouped together as the
sample preparation and imaging (SEM) was unique to this
collection.

To understand how different sources of variance contribute
to precision variance, we collected data on the taxonomic
family, magnification, imaging technique, and three measures
of image quality. The taxonomic family of each image was
determined using the rotl R package (Michonneau et al.,
2016). Two of the image quality measures were based on
the properties of an image’s power-frequency distribution
tail and described the standard deviation (fSTD) and mean
(fMean) of the tail. Low values of fSTD and fMean indicate a
blurry image, while high values indicate non-blurry images.
The third image quality measure, entropy, iS a measure an
image’s information content. High entropy values indicate
high contrast/noisy images while low values indicate lower
contrast. These image quality measures were created with
Pylmq (Koho et al., 2016). Random effects linear models
were created with the R package lme4 (Bates et al.,|2014) by
fitting log precision to taxonomic family, magnification, and
imaging technique as factors. Linear models were fit for the
scaled error and image quality scores. We used the root mean
square error (RMSE) of the model residuals to understand
how the factors and quality scores described the variance
of log precision. Higher values of RMSE indicate larger
residuals. Statistical analyses were conducted in python and
R (R Team, 2016).

lll. RESULTS
A. STOMATA DETECTION
StomataCounter was able to accurately identify and count
stomata when they were present in an image; stomata were
detected in all of the abaxial cuticle images. False positives
were detected in the adaxial cuticle, aorta, and breast cancer
cell image sets at a very low frequency (Fig. [2). The mean
number of stomata detected in the adaxial, aorta, and breast
cancer image sets was 1.5, 1.4, and 2.4, respectively, while
the mean value of the abaxial set was 24.1. No stomata
were detected in 105 out of the 274 (38.3%) non-stomata
containing images.

Correspondence between automated and human stomata
counting varied among the respective sample sets, with close
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Figure 2. StomataCounter correctly identified stomata in all abaxial cuticle
images containing stomata, while producing a low frequency of false positive
counts in other image types. More false positives were identified in adaxial
cuticle images than in images from human aorta or breast cancer cells.
Results of post-hoc significance testing of pairwise means indicated by: *:

P < 0.05;*: P < 0.01; **: P < 0.001.
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Figure 3. Human versus automatic stomata count. The one-to-one line (red
dashed line) indicates a perfect count between the human and automatic
count. StomataCounter performed best on the Ginkgo.

agreement among all but the 200x samples where Stomata-
Counter tended to under count relative to human observers
(Fig. [3). The slopes of all models were close to 1 (Table [2)),
despite the total variation among the datasets and the large
error present in the 200x set. The 400x, Ginkgo, and cuticle
database sets all performed well at lower stomata counts, as
indicated by their proximity to the expected one-to-one line.

Comparison of human versus automated counting revealed
patterns of scaled error that varied with sample preparation
and imaging methods (Fig.[). Scaled error was related to im-
age quality (entropy, fMean, fSTD), while among the differ-
ent imaging methods, SEM had the lowest error and bright-
field the most, with DIC intermediate. There was little bias
apparent, with scaled errors centered symmetrically around
zero (Fig.[). RMSE values were lowest for taxonomic family
and the family:magnification interaction, suggesting these
factors contributed less to deviations between human and
automated stomata counts than image quality or imaging
technique (Table [3).
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Table 2. Summary of linear model fit parameters in Figurefor different test datasets. S Ea: Intercept standard error. CI..: Slope 95% confidence interval. R?:
Mean squared residual. N: Sample count in test dataset. Significance indicated by: *: P < 0.05; **: P < 0.01; ***: P < 0.001.

Dataset ‘ Combined ‘ Cuticle 400x 200x Ginkgo
Intercept a 1.329 3.454%*% 0.499 14.236%** -0.795%
SEa 0.841 0.571 0.388 4.855 0.392
Slope s 1.078%** 0.873%#%** 1.050%%** 0.973%#%%* 0.933%#%**
CI, | [1.01,1.14] | [0.82,0.93] | [1.02,1.08] | [0.72,1.22] | [0.89,0.97]
R? 0.382 0.609 0.878 0.162 0.933
N 1738 671 572 295 200
Imaging Method * SEM + DIC * Brightfld Training transfer accuracies (%) 100
- = .. v . .
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Figure 4. Log precision plotted against image quality scores and the dataset
and imaging techniques. Positive values of scaled error indicate undercounting
by the StomataCounter relative to human counts, negative values indicate
overcounting. S LL 50
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Table 3. Influence of taxonomic family and imaging technique/quality on o

explaining the log precision of stomata human and automatic stomata counts.
RMSE, root mean square error of the model residuals (lower RMSE suggests
greater contribution of the predictor to the scaled error).

Model RMSE
log(Precision) ~ family 0.463
log(Precision) ~ magnification 0.523
log(Precision) ~ family:magnification 0.399
log(Precision) ~ image_technique 0.519
log(Precision) ~ fMean 0.523
log(Precision) ~ fSTD 0.523
log(Precision) ~ entropy 0.521
log(Precision) ~ entropy:image_technique | 0.515

B. STOMATA IDENTIFICATION

Results of the classification accuracy of the DCNN are shown
in figure [5] Unsurprisingly, the peak accuracy (94.2%) on
the combined test sets is achieved when all training sets
are combined. The combined dataset performs best on all
test subsets of the data; i. e. adding additional training data
- even from different sets - is always beneficial for the

6

Testing dataset

Figure 5. Accuracies for models trained on different training datasets
(vertical), tested on different test datasets. Combined is a union of all training
and test sets. For precision and recall values, see supplement[T]

generalization of the network. Accuracy from train to test
within a single species is higher (e. g. Ginkgo training for
Ginkgo test at 97.4%) than transfer within datasets with a
large number species across families (400x training to 400x
test: 85.5%).

The network does not generalize well between vastly
different scales, i.e. the 200x-dataset, which contains images
downsacaled to half the image width and height. In this case,
only training within the same scale achieves high accuracy
(97.3%), while adding additional samples from the larger
scale reduces the performance (to 90.7%). We argue that the
current architecture does not transfer well to different scales
and images should be pre-processed to match the training
scale of the network.

Precision values are generally higher than recall (0.99
precision on the combined training and test sets; 0.93 recall,
see supplement|T)), which shows that we mostly miss stomata


http://dx.doi.org/10.1101/327494
http://creativecommons.org/licenses/by-nd/4.0/

bioRxiv preprint first posted online May. 21, 2018; doi: http://dx.doi.org/10.1101/327494. The copyright holder for this preprint (which
was not peer-reviewed) is the author/funder. It is made available under a CC-BY-ND 4.0 International license.

Fetter et al.: StomataCounter

rather than misidentifying non-existing stomata.

The effect of the training size is visualized in figure [6]
Providing a large number of annotated images is beneficial,
as it lifts training accuracy from 72.8% to 94.2% on the test
dataset.

Accuracy by training image count
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Figure 6. Effect of the training set size on classification accuracy of the
training (blue) and test set (line). Training image count “all” includes all 4,566
annotated training images. Because this is a binary classification task, chance
level is at 50%.

IV. DISCUSSION

Stomata are an important functional trait to many fields
within plant biology, yet manual phenotyping of stomata
counts is a laborious method that has few controls on hu-
man error and reproducibility. We created a fully automatic
method for counting stomata that is both highly sensitive and
reproducible, allows the user to quantity error in their counts,
but is also entirely free of parameter optimization from the
user. Furthermore, the DCNN can be iteratively retrained
with new images to improve performance and adjust to the
needs of the community. This is a particular advantage of this
method for adjusting to new taxonomic sample sets.

Apart from the reduced workload, automated image pro-
cessing provides better reproducibility than manual stomata
annotations. For instance, if multiple experts count stomata,
they may not agree, causing artificial differences between
compared populations. This includes how stomata at the edge
of an image are counted, and what to do with difficult to iden-
tify edge cases. Automatic counters will have an objective
measure, and introduce no systematic bias between compared
sets as long as the same model is used. As the complexity
of processing pipelines in biological studies increases, re-
peatability of studies increasingly becomes a concern (Bruna,
2014, Open Science Foundation, 2015).

Our method is not the first to identify and count stomata.
However, previous methods have not been widely adopted by
the community and many researchers are likely to manually
count stomata. Previous methods relied on substantial image
pre-processing to generate images for thresholding to isolate
stomata for counting (Oliviera et al., 20145 Duarte et al.,

2017). Thresholding can perform well in a homogenous col-
lection of images, but quickly fails when images collected by
different preparation and micrscopy methods are provided to
the thresholding method (K. Fetter, pers. obs.). Some meth-
ods also require the user to manually segment stomata and
subsequently process those images to generate sample views
to supply to template matching methods (Laga et al.,[2014).
Object-oriented methods (Jian et al.,2011)) also require input
from the user to define model parameters. These methods
invariably requires the user to participate in the counting
process to tune parameters and monitor the image processing,
and are not fully autonomous. More recently, cascade clas-
sifier methods have been developed which perform well on
small collections of test sets (Vialet-Chabrand and Brendel,
2014; Jayakody et al., [2017)). Additionally, most methods
rely on a very small set of images (50 to 500) typically
sampled from just a few species to create the training and/or
test set.

Apart from generalization concerns, all published methods
require the user to have some experience coding in python or
C++, a requirement likely to reduce the potential pool of end
users. Our method resolves these issues by being publically
available, fully autonomous of the user, who is only required
to upload a zip file of jpeg formatted images, free of any
requirement for the user to code, and is trained on a relatively
large and taxonomically diverse set of cuticle images.

We have demonstrated that this method is capable of
accurately identifying stomata when they are present, but
false positives may still be generated by shapes in images
that approximate the size and shape of stomata guard cells.
Conversely, false negatives are generated when a stomata is
hidden by a feature of the cuticle or if poor sample prepa-
ration/imaging introduces blur. This issue is likely avoidable
through increased sample size of the training image set and
good sample preparation and microscopy techniques from the
end user.

The importance of having a well-matched training and
testing image set was apparent at 200x, where there was a
subset of observations where transfer from the other 400x
training sets was low (Fig. 5, and StomataCounter con-
sistently under counted relative to human observation (Fig.
). Our training set of images spanned 82 different families
and was overrepresented by angiosperms. Stomata in gym-
nosperms are typically sunken into pores that make it difficult
to obtain good nail polish casts. The resulting images from
gymnosperms lead to a loss in accurate counting. Consis-
tent with this, models tested to explain variation in scaled
error revealed that taxonomic family and its interaction with
magnification were the factors that had the best explanatory
power for scaled error. Future collections of gymnosperm
cuticles could be uploaded to the DCNN to retrain it in order
to improve the performance of the method for gymnosperms.

More generally however, this highlights how users will
need to be thoughtful about their matching of training and
test samples for taxa that may deviate in stomata mor-
phology from the existing reference database. We therefore
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Figure 7. Samples that were mislabeled with high confidence. Left: Human-annotated as stoma; machine annotated as non-stoma with high confidence (missed

targets).

Right: Human-annotated as non-stoma; machine annotated as stoma with high confidence (false positives). Typical errors are blurry images, artifacts in images,
artifacts that look like stomata, stomata at a very small scale, or simple human annotation errors, where the model did a correct prediction (e.g. bottom right and top

right images).

recommend that users working with new or morphologically
divergent taxa first run several pilot tests with different mag-
nification and sample preparation techniques to find optimal
choices that minimize error for their particular study system.
SEM micrographs had the least amount of error, followed
by DIC, and finally bright field (Fig. ). Lastly, image quality
was strongly related to log precision; predictably, images that
are too noisy (i.e. high entropy) and out-of-focus (low fMean,
fSTD) will generate higher error. Obtaining high quality, in-
focus images should be a priority during data acquisition.

Fast and accurate counting of stomata increases produc-
tivity of workers and decreases the time from collecting a
tissue to analyzing the data. Until now, assessing measure-
ment error required phenotyping a reduced set of images
multiple times by, potentially, multiple counters. With Stom-
ataCounter, users can instantly phenotype their images and
annotate them to create empirical error rates. The open source
code and flexibility of using new and customized training
sets will make StomataCounter and important resource for
the plant biology community.
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SUPPLEMENT 1. Precision and Recall for models trained on different training datasets (vertical), tested on different test datasets. Combined is a union of all
training and test sets.
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