


Fig. S7. Commercial system-based image scanning microscopy schematic setup. (a) Schematic design describing the con-
nections between the different hardware components of the image scanning microscope based on a commercial Nikon A1R system.
Carma microscope control registers the photons collected by the SPAD array and it is in charge of the detector initialization. The syn-
chronization with the scanning system and with the other actuators of the Nikon A1R, which allows generating the scanned images, is
obtained through a communication with the Nikon microscope controller. In the case of imaging with galvanometer mirrors, the carma
controller provides the analog scanning signal to the Nikon controller, which successively communicates with the galvanometer mirrors
located into the confocal scan-head, i.e., carma is the master. In the case of imaging with a resonant mirror (for the fast axis), the
carma microscope unit receives the synchronization signals (pixel, line, and frame clocks) from the Nikon microscope, i.e., carma is the
slave. Both the Nikon and the carma microscope controls communicate with the personal computer (PC). In particular, the PC host the
carma software, which visualizes, analyzes and processes (deconvolution, pixel-reassignment, and Fourier-ring correlation) the data.
(b) Simplified scheme of the Nikon scan-head. Only the important elements for the ISM implementation are reported. The excitation
beam (blue) is sent to the galvanometer mirrors (GMs) or resonant mirror thanks to a dichroic mirror (DM). The beam is scanned on
the specimen/object plane thanks to the scanning lens (SL), the tube lens and the objective lens - tube and objective lenses are not
shown into the scheme). The fluorescence (green) is collected by the objective lens and de-scanned by the GMs. The SL and the TL
generate a second conjugate image plane, the pinhole plane, with magnification M2 = 3.9×M1. M1 is the magnification on the first
image plane (not shown in the scheme), which corresponds to the nominal magnification of the objective lens i.e, 10×, 20×, or 60×
in our experiments. The DM, which usually deflects the fluorescence to the conventional single-point detector (light green), is removed
and the pinhole is completely opened when performing ISM. The zoom lens (i) is positioned on a five axis-stage (5A-S) to align the
fluorescence beam with respect to the SPAD array; (ii) conjugates the pinhole plane on the SPAD array and add an extra magnification
(M3) on the detector plane; (iii) allows to reach a projected size of the SPAD array detector on the object plane equal to 1 Airy unit.
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Fig. S8. Shift-vectors as function of the depth of imaging. Module of the estimated shift-vectors for the 3D (x,y,z) dataset of
Figure 3(a) (20× objective lens, top) and 3(b) (10× objective lens, bottom). The estimated shift-vectors have been calculated using the
phase-correlation approach. Only the values of the four direct-neighbors element have been shown.
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Fig. S9. Image scanning microscopy combined with fast resonant scanning. Side-by-side comparison between "ideal" confocal,
"open" confocal, and ISM images of tubulin stained with Alexa 546 (format 256×256 pixel, resonant frequency 7.9 kHz and zoom factor
8×, which results in pixel size of 103 nm and a minimum pixel-dwell time of about 70 ns, 64 line integrations). Insets show magnified
views of the white boxes. Scale bars: 1µm.
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Supplementary Note 1: Single-Photon-Avalanche-Diode Array

We designed and developed a novel single-photon detector array, specifically tailored to implement image scanning mi-
croscopy. The array is composed by a square matrix of 5×5 single-photon avalanche diodes (SPADs) (1), having 75 µm
distance (pixel pitch) and 50 µm side length (pixel size) with 5 µm corner radius (rounded-square active-area shape, as shown
in Supplementary Fig. S1a). This geometry results in a fill-factor (i.e., the ratio between photosensitive area and total detector
area) of ∼ 44%, considering the external frame, otherwise ∼ 50%. The detector array is fabricated in a 0.35 µm high-voltage
CMOS technology, well established in the fabrication of SPADs, also allowing for the integration of on-chip readout circuitry
(2). This device directly provides 25 low-jitter digital outputs (whose rising edges are synchronous to photon detections)
and has the capability to selectively switch ON or OFF any single SPAD, allowing for different detection patterns (using a
dedicated serial communication interface).
We chose a relative small number of pixels (i.e. 25) since our theoretical studies show that (for a fixed 1 A.U. projected-size of
the detector array) a higher number of elements would provide a marginal improvement on spatial resolution (3). On the other
side, a higher number of elements likely translates into more complicated data-readout architectures, precluding a fully parallel
and independent operation of each pixel (thus reducing both speed and versatility of the device). To this purpose, in our SPAD
array each of the 25 elements can deliver a fully-independent digital signal each time a photon is collected. Regarding the
fill-factor, it is important to highlight that: (i) in the ISM application, the fluorescent photons projected on the detector array
are not uniformly spread across the whole detector, but a large part of them are concentrated in the central region, thus making
the overall probability that a photon reaches the active area higher than the fill-factor itself; (ii) increasing the fill-factor, by
reducing the spacing between elements, will likely deteriorate performances in terms of optical crosstalk between adjacent
pixels; (iii) the collection efficiency can be substantially improved by using a micro-lenses array (MLA) in front of the detector.
We are currently working on the fabrication of a high fill-factor MLA directly on the SPAD array chip (4), expecting an
increase of the equivalent fill-factor to above 78% (i.e., above the theoretical value predicted by using a rectangular array of
circular micro-lenses).
We characterized the SPAD array in terms of photon detection efficiency (PDE), dark-count-rate (DCR), temporal response,
optical cross-talk and afterpulsing probability. In Supplementary Fig. S1b, we show the measured PDE for the central pixel,
as a function of wavelength and for different excess-bias voltages (Vex) (other pixels exhibit similar performance). The PDE
decreases increasing the wavelength, ranging from about 45% at 480 nm down to 20-15% in the 600-700 nm region (both
at 6 Vex excess-bias). Higher PDE values could be achieved by using different fabrication technologies, as the recently
demonstrated Bipolar-CMOS-DMOS technology (BCD) (5). The dark count rate has been measured at 25°C for each array
element, resulting in an average DCR value around 200 counts per second (cps). The detector temporal response is shown in
Supplementary Fig. S1c, for the central pixel only (similar results are obtained for all the 25 elements). It has been acquired
using an external TCSPC board (SPC-630, Becker&Hickl) and with a pulsed diode laser (32 ps of FWHM, 1 MHz of repetition
rate and 850 nm of wavelength, Advanced Laser System) with all the other pixel turned ON, resulting in a time jitter below
200 ps FWHM. The optical cross-talk probability between pixels is lower than 2% among closest neighbors (in the orthogonal
direction). Finally, the afterpulsing probability ranges from 6.5% when enforcing a SPAD hold-off time of 50 ns, down to
1.4% with 200 ns hold-off time. Increasing the hold-off time is beneficial for the reduction of afterpulsing probability but, as a
drawback, it correspondingly reduces the maximum count-rate of the detectors.
To easily take advantage of this SPAD array in the ISM microscope, a complete and standalone detection system was developed
(Supplementary Fig. S1a). It is based on two stacked printed circuit boards (PCBs): the upper one hosts the detector array
chip, its bias voltage generator, the hold-off time control and the serial communication interface (to individually enable/disable
pixels). The lower one hosts the power supply section, a microcontroller to manage the entire system and a set of 25 low-jitter
buffers, able to drive 50 Ω impedance cables for SPAD outputs. It can be directly mounted on a multi-axis positional stage for
a precise and reliable optical alignment. In the context of integration of the SPAD array into an existing confocal microscope,
it is important to note that the overall size of the SPAD array sensitive are is 350 × 350 µm2, thus the magnification values
requested to obtain a projected size of ∼1 A.U. in the sample plane are workable. For example, for imaging with the 10× CFI
Plan Apo 10×C Glyc NA 0.5 objective lens in the green spectral range (520 nm) the size of 1 A.U. is ∼ 1.3 µm, thus an extra
magnification of ∼ 27× is requested. Which in the case of the ISM implementation on Nikon A1R is obtained thanks to the
extra magnification inside the scan-head (3.9×) and the zoom-lens system (1.3-8.7×).
The communication between the detection system and our scanning microscope control system (carma) is performed through
28 shielded cables: 25 of them carrying digital signals reporting the detection of a photon by each array element, the additional
3 for the serial communication interface, used to setup the detector at the beginning of each measurement.

Supplementary Note 2: Pixel-Reassignment

In ISM the most straightforward method to recombine the scanned images into the high-resolution image is the pixel-
reassignment. To understand the pixel-reassignment method it is necessary to describe the image formation process of the
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image scanning microscope. Since the fluorescent image scanning microscope can be considered as a linear and space-invariant
system, the relation between the expected (noise-free) scanned image ḡi,j(x) − associated to the element (i, j) of the detector
array − and the object/specimen function f(x) can be described by a convolution operator Hi,j

ḡi,j(x) = [Hi,j(f)](x) =
∫
hi,j(x−y)f(y)dy = (hi,j ∗f)(x) with i= 1, ..,5, j = 1, ..,5, (S1)

where hi,j is the effective PSF associated to the element (i, j), y is the position in the sample and x is the position in the image
back projected into the sample, i.e., the scanning position. Here, we consider a magnification equal to 1 between the object and
image planes and a detector array with 5×5 elements. Assuming that the projected size of each element of the detector array
is much smaller than 1 Airy unit (A.U.), the effective PSF of each element reads

hi,j(x) = hexc(x)hem(x−di,j), (S2)

where hexc and hem are respectively the excitation and emission PSF of a conventional scanning microscope, and di,j =
(dxi.j ,d

y
i.j) is the vector describing the displacement between the (i, j) element and the central element (i = 3, j = 3). For a

size of the element not negligible, the emission PSF hem have to be previously convoluted with the function describing the
geometrical shape of the element.
For the sake of simplicity, we assume that both excitation and emission PSFs are identical, as would be the case for no fluores-
cent Stokes shift (i.e., excitation and emission wavelets are the same), the effective PSF will be a peak function whose maximum
is located at the position midway between the excitation hexc(x) and the shifted emission hem(x−di,j) PSFs’ maxima, i.e., at
the position si,j = di,j/2. Following the pixel-reassignment idea, because the signal recorded by the element i,j is most likely
to have originate from the position si,j , it can be "reassigned" to its original position. Performing this "reassignment" for each
element corresponds to scaling the image by a factor of 2, the so-called pixel reassignment factor α. From the point of view of
imaging, having a shifted PSF means to generate a shifted image. Thus, every scanned image is shifted, with respect the central
one, by the shift vector si,j and the pixel-reassignment method can be implemented by shifting-back and adding-up the single
scanned images.
This is the strategy that we implemented within this work. In particular, the shift is implemented in the Fourier domain also
allowing for sub-pixel shift vectors si,j . The shifting vectors can be calculated theoretically according to a simple geometrical
model, i.e. the physical distance between the center of the detector elements dri,j , divided the magnification of the microscope
on the detector plane (M3, Figure 1), and divided by the pixel-reassignment factor α.

si,j =
dri,j

M3×α (S3)

However, practically the shift vector calculated following this model significantly change from the real one. A first source of
deviation is the Stokes-shift, i.e. the excitation and emission PSFs are not identical, but they have different width, meaning
that the position of the maximum of the effective PSF is not located midway the excitation PSF and the shifted emission PSF
and the pixel-reassignment factor is different from 2. However, a pixel-reassignment factor compensating for the Stokes-shift
can be estimated a-priori (6). Another important source of deviation are the different aberrations which effectively change the
shape of both the excitation and detection PSFs, and which are difficult to estimate a-priori. These aberrations influence the
pixel-reassignment factor, and, more in general, the shift vectors. For these reasons, we implemented a method to estimate the
shift vectors directly from the series of scanned images, gi,j . Clearly, this method is a-posteriori approach − not a real-time
approach, such as for the all-optical ISM implementations, where the final image is build-up pixel-by-pixel as in a conventional
confocal microscope − but it offers the important ability to compensate for system- and sample-dependent distortions. No-
tably, in the case of all-optical implementation based on fluorescent re-scanning two different pixel-reassigned factors can be
implemented along the two-axis, but these factors need to be known a-priori.
We estimated the shift vectors si,j for the pixel reassignment using a phase correlation approach, which is typically used to
estimate the drift between two images. Before describing the phase correlation approach we need to introduce the discrete
notation for the scanned images. Indeed, images are usually acquired on a regular 2-dimensional raster scanning grid. If we
identify each pixel by its index n = (nx,ny), we can denote the Nx×Ny scanned image as gi,j(n) with nx = 1, ...,Nx and
ny = 1, ...,Ny .
Phase correlation estimates the shift between two similar images relying on a frequency-domain representation of the data,
which in our implementation is obtained through fast Fourier transform (FFT). To calculate the phase correlation between the
two different scanned image gi,j and g3,3, we first define the so-called correlogram ri,j

ri,j = FFT−1

 FFT
(
gi,j)FFT (g3,3

)∗∣∣∣FFT (gi,j)FFT (g3,3
)∗∣∣∣
 , (S4)
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and successively find the maximum of the correlogram, whose position denotes the drift/shift between the two scanned images
gi,j

(sxi,j ,s
x
i,j) = argmax

(nx,ny)
(ri,j(n)). (S5)

Importantly, the position of the maximum is obtained using a Gaussian-fitting algorithm or a centroid algorithm in order to
obtain sub-pixel values.
Interestingly, the shift vectors can be used to estimate the magnification (M3) of the microscope on the detector array. In
the absence of Stokes-shift, such as in reflection microscopy, the shift vectors are equal to half of the displacement value,
si,j = di,j/2. Since the displacement value depends on the projected physical distances of the element of the SPAD array,
which are well known values, the magnification can be calculated as

M3 = 4p
2
∑
kx/y={−1,1} |s3+kx,3+ky |

, (S6)

where p is the pixel-pitch, i.e. 75 µm in our SPAD array. Only the shift vectors linked to the first-order neighbors of the central
element are used, since their estimations is more robust, i.e., they are associated to higher SNR scanned images. We used
reflection imaging of gold beads and this approach to calibrate the magnification for all our experiments. For example, from
imaging in Figure 1b we estimate a magnification of 456×, which is fully in agreement with the set of lenses included in the
custom setup (M3 = 450×).

Supplementary Note 3: Fingerprint map
In this Note we introduce the concept of fingerprint map and we show its ability to encode information about the status of the
optical scanning microscope. Such information is normally discarded in conventional scanning microscope, since single-photon
detectors can register the time at which a photon reach the sensitive area but not its position. In particular, we demonstrate that
from the series of scanned images it is possible to extract information about the alignment of the ISM system, and, more
important, information about its PSF, regardless the specimen observed.
Given the series of scanned images g, we define as fingerprint map a the total amount of photons collected by each element of
the detector array during the registration of the scanned images

a(i, j) =
∑

n
g(i,j)(n), (S7)

and we demonstrate that a is proportional to the correlation of the emission and detection PSFs of the scanning microscope.
To demonstrate this proportionality we analyze the fingerprint map into the continuous domain. We consider a detector array
composed by infinitesimal elements and we observe that the image gx′,y′ registered by the element at the position (x′,y′) ∈R2

reads

gx′,y′(x,y) = (hx′,y′ ∗f)(x,y), (S8)

where hx′,y′ denotes the PSF associated with the detector element in the position (x′,y′). Thereby the fingerprint map a(x′,y′),
defined respect to the coordinates of the detector array, reads

a(x′,y′) =
∫∫

x,y
gx′,y′(x,y)dxdy =

∫∫
x,y

(hx′,y′ ∗f)(x,y)dxdy. (S9)

Applying the integration property of convolution, the fingerprint image reads

a(x′,y′) =
∫∫

x,y
hx′,y′dxdy ·

∫∫
x,y

f(x,y)dxdy = Φ
∫∫

x,y
hx′,y′dxdy, (S10)

where Φ is the total flux of photons from the sample. Interestingly ,a(x′,y′) is sample independent, at the condition Φ> 0, but
it is strictly connected to the PSF of the microscope. Recalling that the PSF of the infinitesimal element is

hx′,y′ = hexc(x,y) ·
[
hem(x,y)∗ δ(x−x′,y−y′)

]
= hexc(x,y) ·hem(x−x′,y−y′), (S11)

and substituting in the Equation S10, it is possible to obtain

a(x′,y′) = Φ
∫∫

x,y
hexc(x,y) ·hem(x−x′,y−y′)dxdy ∝ (hexc ?hem), (S12)
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where ? denotes the correlation operator. To summarize, the fingerprint image is instrument-dependent and not sample-
dependent, it depends simultaneously on both the excitation and the emission PSFs.
In this work we used the fingerprint map to align the ISM system: to co-align the emission PSF with the excitation PSF we
maximize the intensity of the central element (i=3,j=3) of the fingerprint map. Future directions, will be to use the fingerprint
map to implement an adaptive optics (AO) feedback system, which uses the fingerprint map as figure of merit to modify light
shaping devices, such as spatial-light-modulators (SLMs) and/or deformable mirrors (DMs). In a nutshell, since aberrations
lead to a change of the emission and/or excitation PSFs, the fingerprint map will reflect such changes and its analysis can help
in retrieving the aberrations, which can be compensated by the SLMs and/or DMs.
Another area of application of the fingerprint map is image processing, such as image deconvolution. Conventional deconvo-
lution needs the knowledge of the microscope PSF (see 4 which is not always easy to obtain. An estimation of the PSF of the
system can be decodes from the fingerprint map.

Supplementary Note 4: Multi-image deconvolution for ISM
Another approach for recombining the scanned images into an high-resolution image is multi-image deconvolution. In com-
parison to pixel-reassignment, deconvolution needs higher computational effort and prior-information, such as the PSFs of the
scanned images, but deconvolution can provide higher SNR and higher effective resolution (7). In this Note, we derive the
multi-image deconvolution algorithm following a maximum-likelihood (statistical) approach (7) and using a discrete notation
for the object function, the PSFs and the digital images.
If we denote the discretized object function, the expected scanned images and the PSFs with the vectors f(n), ḡi,j(n), and
hi,j(n), we can write the image formation process (Eq. S1) as

ḡi,j = Hi,jf, (S13)

where the Hi,j are the convolution matrices (NxNy ×NxNysized) associated with the convolution operator Hi,j (Eq. S1).
We consider the vectors as one-dimensional vectors with n = nyNy +nx. Moreover, discretization of convolution integral of
Equation S1 using cyclic convolution and periodic extension of the pixel values of f and hi,j reduces Hi,j to a circular matrix,
hence the transformation

Hi,jf = hi,j ∗ f, (S14)

can be easily computed by means of the FFT. Here and in all subsequent equations multiplication and division of one vector by
another is meant pixel-by-pixel.
The measurement process is dominated by shot noise and count rates are usually in the range of zero to a few hundred photons
per pixel. Thus, for each pixel n and each scanned image (i, j), the measured value gi,j(n) is the realization of a Poisson
random variable with its expectation value given by ḡi,j(n). Because, each pixel is statistically independent from the other, the
probability to record the series of scanned images g for a given specimen f is given by

P (g|f) =
∏
(i,j)

∏
n

poi[g(i,j)(n)|ḡ(i,j)(n)] =
∏
(i,j)

∏
n

e−(Hi,j f)(n) ((Hi,jf)(n))g(i,j)(n)

gi,j(n)! . (S15)

Since we assume to know the probability density P (g|f) of the data and the specimen f appears as a set of unknown parameters,
the problem of deconvolution can be approached as a classical problem of parameter estimation, which can be solved by the
standard maximum likelihood (ML) estimation approach. We introduce the likelihood function Lg, defined by

Lg(f) = P (g|f), (S16)

which is only a function of f, since the series of scanned image g is given. Then, the ML-estimate of the unknown object f is
any object f∗ that maximize the likelihood function

f∗ = argmax
f
Lg(f). (S17)

Since in our application the likelihood function is the product of a very large number of factors (Eqs. S16 and S15), it is
convenient to take the logarithm of this function; moreover, if we consider the negative logarithm, the maximization problem
is transformed into the minimization one. By introducing the so-called discrepancy functional J , the deconvolution problems
reads

f∗ = argmcin
f

−B lnLg(f) +C = argmcin
f

J(f;g), (S18)
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where B and C are suitable constants that can be introduced in order to simplify the expression of the functional. By using
simple mathematics the discrepancy function of our application reads

J(f;g) =
∑
i,j

∑
n

{
gi,j(n) ln

gi,j(n)
(Hi,jf)(n) + (Hi,jf)(n)−gi,j(n)

}
. (S19)

For the solution of Equation S18 we chose the split-gradient-method (SGM) (8, 9) due to its robustness, the simplicity of its
implementation and its capability to enforce non-negative constraint, i.e. f > 0, in a natural fashion. For our discrepancy
function (Eq. S19) the SGM iterations are given by

fk+1 = fk
∑
(i,j)

(
1

HT
i,j1

HT
i,j

gi,j
Hi,jfk

)
, (S20)

where HT
i,j is the transpose of the operator Hi,j and 1 is the vector whose entries are all equal to 1. Practically, the matrix-vector

multiplication HT
i,j1 generates a vector whose elements are the sum of Hi,j across its columns. Since the matrix Hi,j is cyclic,

HT
i,j1 is a vector whose entries are all equal to the sum of the discretized PSF hi,j

wi,j =
∑
n

hi,j(n), (S21)

and the SGM algorithm (Eq. S20) reduces in

fk+1 = fk
∑
(i,j)

(
w−1
i,j hi,j ?

gi,j
hi,j ∗ fk

)
, (S22)

where, for the sake of simplicity, we move to a vector notation and ? denotes the correlation operation, which similar to
the convolution can be implemented trough FFT. The algorithm in Equation S22 can be considered as an extension of the
Richardson-Lucy algorithm (10, 11) for solving the multi-image deconvolution problem. Indeed, for a single image, the algo-
rithm reduces to the well-known RL algorithm.
Finally, it is important to discuss how we calculated the PSFs across our manuscript. We used a simplified Gaussian-based
model, more rigorous model based on vectorial focusing theory (12) can be used, but they based on parameters difficult to
know. For each element (i, j) we calculated a normalized (the integral is equal to 1) Gaussian PSF centered in si,j (Eq. S5).
We used the same full-width at half-maximum for all the elements, but we scaled each PSF for a factor wi,j which takes into
account the expected different SNR of the associated scanned image. As scaling factors we used the values of the normalized
fingerprint map, i.e. wi,j = a(i, j). We estimated the FWHM directly from the images, by fitting with a Gaussian function the
line intensity profiles of single isolated sub-diffraction structures in the brightest scanned image.
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